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Abstract

We consider a reaction-diffusion system arising from a model of
controlled drug release. We derive a single nonlinear evolution equation,
which is proved to be uniquely solvable in the classical sense and
equivalent to the original system of two coupled PDE’s. We discuss
numerical approximation techniques which have been applied to obtain
numerical simulations of the solutions.

Key words : reaction-diffusion equations, nonlinear parabolic equation,
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1. Introduction

In recent years, several mathematical models for controlled drug release have
been proposed, compared and analyzed. We refer to [12, 13] for a general
overview and to [10, 11] for fundamental seminal works on the subject. The
most advanced description (at least to our knowledge) is provided by Frenning
in [6, 7] and consists of a two phase model (solid and dissolved drug) for drug
dissolution and diffusion accounting for a finite dissolution rate. In particular,
we refer here to the simpler case [6] where dissolved drug does not interact with
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the substrate. In terms of suitable dimensionless variables and parameters, the
model is described by the following system (see [1] for more details)

¢t — aCpp = 3(s1)2/3(1 = ¢) 0<z<l, 0<t<T
sp = —3(sT)23(1 —¢)

c(x,0) =0, s(x,0)=o0(x)

c:(0,t) =0, ¢(1,t) =0.

(1)

Here (z,t) respectively denote the space and time variables, ¢ = ¢(z,t) and
s = s(z,t) represent the drug concentrations in the dissolved and the solid
phase, (normalized with respect to the saturation concentration for the dissolved
drug), a > 0 is the diffusion coefficient, and o is a non-negative, dimensionless
function describing the possibly position-dependent initial solid loading. Finally,
ST =max{f,0} denotes the positive part of a function f.

The plan of the paper is as follows. To introduce the reader to the problem,
we start in Section 2 with a discussion of the qualitative behavior of solutions,
based on numerical approximations of the solutions of the model at hand. Then,
we perform a detailed analysis of the model, aimed at establishing unique
solvability, lower-upper bounds, and regularity of the solutions. In Section 3
we prove some a priori estimates on the solutions of the differential system (1)
and derive some (formally) equivalent boundary value problems for a single
parabolic equation. In Section 4 we prove unique (global) solvability to one of
such problems. Furthermore, we show that the solution has enough regularity
(up to the parabolic boundary) to rigorously prove the equivalence between the
parabolic problem and the original system. Finally, in Section 5 we summarize
the numerical approximation scheme applied in Section 2 to illustrate the drug
release dynamics in different conditions. This makes it possible to reproduce
the reported results and to further investigate the behavior of the system.

2. Qualitative illustration of the problem

Controlled drug release, i.e. drug release with a prescribed release rate, can be
achieved by casting a drug into a solid substrate with prescribed porosity, being
able to slowly release the drug provided that it is exposed to a suitable solvent
to be absorbed into the substrate. Then, drug release is the final consequence of
three main steps: solvent absorption into the substrate, dissolution of drug from
solid to dissolved phase, release of dissolved drug. The model (1) neglects the
first step, as it lays on the assumption that the substrate is fully saturated with
solvent. For an extension of the present model to include solvent absorption
and substrate degradation, we refer for instance to [14, 15, 5]. Drug dissolution
is accounted for by introducing the reaction term 3(s%)?/3(1 — ¢), while drug
diffusion is modelled by the diffusion term ac,,. The parameter «, controlling
the balance between diffusion and reaction, is indeed one of the most significant
to determine the behavior of the system. However, most of the times a
slow release rate is desirable, since the released drugs can be toxic in high
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concentrations. This is for instance the case of release devices such as patches,
implantable tablets, drug eluting stents. For this reason, the small diffusion
regime is the most interesting from the point of view of applications. The
initial state of the system, namely o(x), is another significant parameter. If
the initial drug load is larger than the saturation level of dissolved drug, taken
here as reference concentration equal to the unit, we say that the substrate
has been charged with a saturated loading. In the opposite case we talk about
unsaturated loading.

The initial and boundary conditions are chosen such as to model the
following physical situation. We assume that at the initial time all the drug
is loaded in the solid phase, and thus ¢(x,0) = 0 for all z. The extreme points
of the substrate respectively represent an inert boundary at = = 0, where no
drug is released, and a perfect washing condition at = 1, where the external
medium is assumed to be able to wash out the drug at any time.

For a quick overview on the behavior of model (1), we then restrict to the
small diffusion regime. To refer a specific example, we select o« = 1072, and
we compare the evolution of concentration profiles along the interval (0, 1) for
saturated and unsaturated loadings.

Looking at the case of unsaturated loadings, we observe that the solutions
of (1) feature a simple monotone behavior in time, uniformly with respect to
the space coordinate. The evolution of ¢(x,t), s(x,t) is reported in Figure 1
(top). The reaction term 3(s7)%/3(1 — ¢) promotes the consumption of s and
the production of ¢. Since the dissolved concentration never reaches saturation,
because (1 — ¢) > 0.3, such trend is sustained until all the solid drug dissolves,
and s = 0. Simultaneously, dissolved drug is released by diffusion from the
external boundary x = 1.

In the saturated loading case, 0 = 3, the dynamics of the system can be
split in two phases. The evolution starts with a sudden decrease of solid drug
concentration, that jumps from the initial state s = ¢ to a quasi-stable state
s~ oc—1andc~ 1, see Figure 1 (middle). Without the influence of the external
boundary, the state variables s, ¢ would converge to the equilibrium state, with
c(x,t) Sland s(x,t) 2 0—1, forany t > 0, z € (0,1). However, because of the
interplay between the diffusion operator and the Dirichlet boundary condition
¢(1,t) = 0, the previous equilibrium state is perturbed, and the system shifts
to a stable equilibrium s = 0,c¢ = 0 where all drug has been released. This is
the second evolution process for the saturated loading problem. As shown in
Figure 1 (bottom), such transition represents an heteroclinic orbit of the system,
which is associated to a propagating wave for the solid drug concentration s.
We notice that the evolution of the system in the second phase is much slower
than in the first one. Indeed, the first unstable equilibrium is reached for ¢ ~ 2
(non-dimensional time units), while the second transition requires ¢ ~ 200 to
approach the final state.

In what follows, we will dwell with the fundamental properties of solutions,
such as existence, uniqueness and bounds from above and below, while for a
detailed analysis of the asymptotic solutions of the system in the small diffusion
regime, we refer the interested reader to [1].
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Figure 1: Numerical solutions of the differential problem (1) for different
combinations of the initial loading and different time scales.
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3. General properties of the solutions

It is the aim of this section to provide an equivalent formulation of the
differential system (1) as a problem for a single unknown, for which we will
establish existence and uniqueness of classical solutions.

3.1. A priori estimates

To start with, we use the maximum principle to derive some estimates on any
(possible) solution.

Proposition 1 Let (¢, s) be a solution of (1), with o a piecewise continuous
function in [0,1] such that 0 < o(x) < 1. Then, for everyt >0 and 0 < z < 1,
we have

cosh \x 1 302/3
0< H<1-— <1-— 1 h =1 ——. 2
<cl@t) < cosh\ — cosh A <1, wnere o (2)

Moreover, 0 < s(z,t) < o(x) is a non-increasing function of time, and strictly
decreasing whenever it is not null. Finally, if o is strictly positive in any
subinterval in [0, 1], the equality c(x,t) = 0 holds only at the initial time t = 0,
that is, the concentration ¢ does never vanish at any point x # 1 and time, other
than its requested initial condition.

Proof. Since 3(st)%? > 0, the maximum principle (see Lemma 4 in the
Appendix) applied twice, first to the equation for ¢, and then to the trivially
obtained equivalent equation for (1 — ¢), immediately yields 0 < ¢(z,t) < 1 for
all (z,t).

Let now A be defined as in (2), and

cosh \x
cosh A\’

d(z,t) =1— z e 0,1].

The function d is non-negative, and monotonically decreasing in z, with
0 = d(1) < d(x) < d(0) < 1. By direct inspection it is easy to verify that
it satisfies the partial differential equation
dy — adyy + 307 %d = 3077,
with d,(0,t) = 0 and d(1,t) = 0. Furthermore it holds
(d =) —a(d = C)pw + 3023 (d— ) =3 (03/3 - (s+)2/3) (1—¢)>0, with

d—c >0, (d—c)
@=of_, =0 @0

=0, and (d—c)‘ =0.

(0,t) (1,t)

Then again the maximum principle applies to the function (d—c¢) and we obtain,
for every (z,t),
c(z,t) < d(x) <d(0) <1,
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that is an upper bound for ¢ which proves that the drug concentration in the
dissolved phase does never reach its saturation value. In turn, this implies that
s+ < 0 when s > 0. Since s < 0 implies s; = 0, we infer that s can not become
negative, and the second claim follows.

Finally, the fact that ¢ cannot vanish at any time (different from ¢ = 0)
follows from the strong maximum principle, and the observation that ¢;(x,0) is
strictly positive whenever o(z) > 0. O

By arguing as above, it is easy to show that, despite the lack of Lipschitz-
continuity in the corresponding equation, for any fixed c¢(z,t), there exists at
most one solution of the Cauchy problem

sp=—3(sT)?2(1 —¢), s(x,0)=0(x).
Furthermore
s(x,to) =0 = s(z,t) = 0 whenever t > t.
As we mentioned, existence, uniqueness, and much more information for system
(1) will descend from an equivalent problem.

3.2. Equivalent parabolic problems

In this section we determine a single partial differential equation equivalent to
the system (1). For the sake of brevity we initially consider a uniform initial
datum o(z) = g9 > 0.

When s(z,t) > 0, the second equation in (1) can be rewritten as

%(5+)_2/35t =—(1-¢

which, once integrated in time, yields
t
(s (2, 1)/ = 0p/® - t—i—/ c(x, 1) dr.
0

This suggests to introduce a new unknown in the form of the previous right
hand side,

t
u(x,t) = 08/3 —t —|—/ c(x, T)dr.

0
Formal computations then show that u is a solution of

Ut — QUgy = 09 — 1 — (u™)? 0<z<l 0<t<T

u(@,0) = oy’ 3)
ug(0,%) =0
u(l,t) =ay/* —t.

As a consequence, it is natural to wonder whether (3) is (uniquely) solvable,
and in such a case to prove that the relation between (¢, s) and u is not only
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formal. In particular, we aim at understanding whether the relation holds once
we remove the condition s(x,t) > 0. As one can easily see, the key point in
this direction is to prove higher regularity for u (roughly speaking, existence
and continuity of second and third derivatives, possibly up to some part of the
boundary). This plan is successfully addressed in the next section, and allows
us to obtain existence, uniqueness and the actual solution of (1) by integrating

(3)-

Proposition 2 Let (¢, s) be a classical solution of (1) (in particular, ¢ is twice
differentiable in the space variable, once in the time variable, and continuous
up to the boundary), and

t
u(x,t) = 08/3 —t —|—/ c(x, T)dr.
0

Then s(z,t) = (ut(z,1))°, and u solves (3).
On the other hand, let u be (the unique) solution of (3). Then the pair

s(x,t) = (u+(x,t))3, clx, t) =14 ug(x,t)
is (the unique) solution of (1).

Proof. As regards the first part, it is trivial to see that u (defined in terms
of ¢) verifies the initial and boundary conditions. By assumption, the function

ola,t) = (u+(x,t))3 is C* in time up to 0, and ¢ > 0, so that we obtain
2 2/3
o0 =3 ") u = -3 1 -0

Since p(z,0) = 0y, the remark at the end of the previous subsection implies that
¢ = s. Finally, since equation (1) implies ¢; — acy = —8¢, by straightforward
calculations we obtain

t t
Oy = / QCpo(x,7)dT = / (ct + s¢)dT = ¢+ s — 0y,
0 0

and therefore
U — QUgy = 09 — 1 — 8.

Recalling the relation between s and w, the first part of the proposition follows.

On the other hand, by Proposition 3 below there exists exactly one solution
u of (3), and the functions wu;, Uy, Uty Usw, Uzrr, Utt, and U, are continuous
up to the boundary (possibly except for the point (z,t) = (1,0)). This allows
us to check, by direct evaluation, that ¢, s satisfy (1). O

For the sake of completeness, we report in Figure 2, the solution u™(z, ),
corresponding to the test cases for the small diffusion regime, already discussed
in Section 2.
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Figure 2: The solution u™(z,t) for the unsaturated loading o = 0.7 (left), and
saturated loading o = 3 for the short time (middle) and long time scales (right).

By reasoning as above, one can also obtain another equivalent formulation
of the problem, where all the boundary conditions are homogeneous. Indeed, if
we let

3

t +
U(:v,t):/ clx,7)dr, then s(z,t)= [(aé/g—t—i—v) ] ,
0
and

1/3 +1°
Vg — QUpy = 00 — (cro —t—l—v) O<z<l, 0<t<T

v(z,0) =0 (4)
v,(0,¢) =0
v(1,t) = 0.

Equivalent formulations such as (3) or (4) can be determined also when the
initial loading o(z) is not uniform. In fact, it is to be noted that in (4) we
may simply replace oy by a variable o(x), and all statements still hold. On
the contrary, some extra-care is necessary if we want to generalize equation (3).
In particular, such an equivalent problem can be easily obtained only if o'/3
is of class C?. When this is the case, the partial differential equation in (3) is
replaced by

up — a(u — 01/3)m =0c—1-— (u+)3.

4. Solvability of the parabolic problem

We now prove that problem (3) has a unique solution, and we obtain further
regularity for this solution. In order to comprise the case of a non constant
o = o(x), it is convenient to work with the equivalent formulation (4), involving
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homogeneous boundary conditions. Then, we set

v(z,t) = u(z,t) —o3(x) +t = /0 c(x, 7)dr,

3

Jr
s(x,t) = [(01/3(1) —t+ U($7t)> } ;
so that v solves the initial-boundary value problem

3
UV — QUpy = O — {(01/3—t+v)+} in Qr

v(z,0) =0 on C (5)
/Uil)(o7t) =0 on N
v(l,t)=0 on D,

where Qr = (0,1) x (0,T), C = [0,1] x {0}, N = {0} x [0, T}, D = {1} x [0, T.
By choosing o'/? smooth enough, v has the same regularity properties as u. We
Nnow prove:

Theorem 3 There exists exactly one solution v € C**(Q7) N C(Qr) of (5).
Moreover, v satisfies the following regularity properties:

" Vg, Up Uz € O(@):

® Uy, Upgpa, Ut GNA Uiy are continuous in Qr, uniformly up to N and to

CUD\{(1,0)}.

Proof. We divide the proof into four steps.
1. A priori bounds. From the maximum principle (see appendix A) any smooth
enough solution v of problem (5) satisfies v < v,,, where v, is the solution to the
linear problem v; — av,, = o with the same (homogeneous) initial-boundary
conditions. As in the proof of the estimates of Proposition 1, we assume that
0 < o(z) < 1. Then, again by the maximum principle, it is easily verified that
Ve < Z-(1 — %), so that any solution v to (5) satisfies

v(a,t) < ;’_;(1 — 2?). (6)

(7'/3

2
1
20

)2 —1];

In particular, it follows that v; — avg,, > —o, with o, = 01 [(1 +
thus, we also have the lower bound

vz, t) > —;’—3(1 —2?). (7)

Finally, by denoting with f(z,t) the term at the right hand side of the equation
in (5), we have —o, < f(x,t) < o; hence, by standard calculations we get the
uniform estimate

vl 20,1y 51 (0,1)) < KT (8)
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for every solution v.
2. Local solvability. Following a classical approach [2], one can reformulate
problem (5) as an integral equation. Then, we consider the equation

v(x,t)—vg(a:,t)—/ot/()l@(x,g,t—r) [(01/3—T+v)+]3dgd7, 9)

where v, was defined in step 1 and

O(z,&,t) = 226—6“(“%)2”2%% Kn + %) m:] cos [<n + %) w{] .

Let V = {v e H'(0,1), v(1) = 0}. We first prove that (9) has a unique solution
in the space C([0,T];V) for T small enough. To this aim, we consider the
function

Svl(x,t) = s(z,t) = [(01/3(:17) —t—l—v(a:,t))wg, where v € C([0,T]; V). (10)

By the smoothness assumptions on o'/? and recalling that v is continuous and
bounded, it can be shown that s € C([0,7]; H'(0,1)). Besides, by (8),

Il L2 (0,781 (0,1y) < K2V'T, (11)

with the constant K5 depending on ||v||¢(jo,77;11(0,1))- Note that, if the estimates
(6) and (7) hold, we can take K5 independent of v. Finally, we have

3

s(1,4) = {(01/3(1) - t)+] , (12)
so that 0 < s(1,¢) < o(1). Let us define
Sn(T) = /01 s(&, T) cos [(n + %) 774 d¢ (13)
and ,
Sp(t) = / ema(n+3)’m =g oy g, (14)
0

By denoting with ©S[v](z,t) the integral term in (9), we now have
= 1
OS[v](x,t) =2 Su(t) cos Kn + —> 71':17] : (15)
n=0 2
Since s(-,7) € H*(0,1), we can integrate by parts in (13), and we obtain

(n+1/2)78n () = (=1)"s(1,7) — /01 se(&,7) sin Kn + %) wg} d¢.  (16)
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Then, by (12) and by Hélder inequality, we get the bound
1
|(n+1/2)mSn(7)| < o(1) + 5[5l 01): (17)

By further applying the Hélder inequality in (14), we finally obtain

~ o(1)
(n + 1/2)7T’Sn(t)’ < mﬁ

1 ¢ 1\2_2 1/2
3| [T Ow] o 09
0

Isll 20,611 0,1) 45
<Kz —— Vit Ky——0 ),
(n+1/2) (n+1/2) 7%

for any 6 > 0. By choosing 0 < § < 1/4 in the above estimate and by using it
in (15), together with (11), it follows that the operator given by the right hand
side of (9):

v = v, — OS],

maps a ball around v, in C([0,T]; V) into itself for 7" small enough. We are
now left with the Lipschitz estimate of ©.S[v] in C([0,T]; V). By (10) and by
standard calculations, we have |S[v1] — S[vs]| < L|vy — v2|, and

|(S[v1] = S[va]) | < Lal(v1 = va)a| + La|(v2 + 0/%)a] |(01 = v2)],

where the constants L, L, Lo only depend on the sup norm of v; and
va. We can now repeat the previous estimates by replacing S[v](x,t) with
{S[v1] = S[va]}(z,t) (note that {S[v1] — S[va]}(1,t) = 0). Then, we get

©S[v1] — ©S[wa]lle(o.: 11 0,1)) < [Millvr — vall L2(0,6: 11 (0,1))
+ Moallvr — valle(o,q:m1 0.1 ] £

where the constants M7, Ms depend on the sup norm of vy, vo and M also on
the L2(0,¢; H*(0,1)) norm of v3. Note that M;, My are also uniformly bounded
whenever vy, vy satisfy (6), (7) and (8). By the previous discussion and by the
fixed point theorem, we conclude that for small enough T' > 0 there exists a
unique solution v € C([0,T]; H'(0,1)) of (9). Moreover, by computing the term
by term time derivative of (15) and using again (17) in the estimate of the
derivatives of (14), one can show that v is a weak solution of (5), in the sense
that v, € C((0,T), V") (V' being the dual space of V) and

1 1
<v w> +a/ Vpwydr = / {o — S[v]}wdz
0 0

for every w € V and every time 0 < ¢t < T, with S[v] given by (10); by same

bound (17) it also follows that v, is continuous on Q. Next, we are going to
show that the solution v has further regularity.
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3. Improved regularity and global solution.

In order to gain more regularity, it is convenient to exploit a known theorem
for weak solutions of parabolic problems [4], Chap. 7, Thm. 5, which applies
to v considered as a (weak) solution to the linear problem vy — avg, = f(x,t),
where f = o — S[v] and v is the previously obtained local solution. By the
boundedness of f, the regularity theorem implies v; € L2((0,T); L*(0,1)); then,
by direct computation we get f; = —S[v], € L?(0,T;L*(0,1)), so that we also
have v; € L°°((0,T); L*(0,1)) by the same theorem. Thus, by differentiating
(13) we find that the term |S/ (7)| is bounded in (0,T). Now, by writing the
derivative of (14) in the form

2 t
Sutty =t s ) el s nan )

0
the last term is uniformly bounded by Kj|S|lLe(o,m)/(n + 1/2)%. As a
consequence, for every ¢t € (0, 7] we can differentiate term by term with respect
to t the series at the right side of (15) obtaining a continuous function, and
further weakly differentiate with respect to # obtaining a function in L?(0,1);
but the same is true for the function v, at the right side of (9), so that we

conclude
v e C((0,T); H'(0,1)).

Now, the solution v has enough regularity to apply the maximum principle of
appendix 1; hence, by the a priori bounds (6), (7), (8), the estimates obtained
for the local existence are uniform (independent of the solution) and global
existence follows by standard arguments.

4. Higher reqularity.

We first prove that v; € C(Qr); note that, by the initial condition, s(¢,0) =
o(&). Hence, by evaluating (13) at 7 = 0 and by explicit calculations, it follows
that

o0 2 1
2 Z Sn(O)e_o‘("+1/2) ™t cos [(n + 5) mc} = 0o (2, t), Vit >0.
n=0
Thus, by differentiating (9) with respect to ¢ and taking account of (15) and
(19), we get

vi(x,t) = 22[/: ema(nt3) m =) gr (1 d/T} cos [(n + %) m] . (20)

By the estimate following (19), the series (20) converges uniformly in Qr,
defining a continuous function v, with v(1,t) = 0; hence, by equation (5)
(in weak form) we also find that the second derivative v, is continuous and
bounded in Q7. Note further that v;(x,0) = 0, so that, by the initial condition,
we obtain the continuity of v,, in Q7 UC.

We remark that the previous analysis also implies v; € C([0,T]; H'(0,1)).
By (10), the same is true for s¢, so that we may integrate by parts the expression
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SH(T) = fol s¢(&,7) cos [(n + 3) w¢] d€, and by estimates similar to those of step
2 (see (16)-(18)) we finally obtain

)

/tea(m;)zw?(tf)%(ﬂ ir < KGHSt(la')HC([O,T]) + HstzHC([O,T];L%O,l))
0 (n+3)

which proves the continuity of vy, in Q1 (take the z derivatives of the terms in
(20)); then, vy = vy

By collecting the results proved so far, we conclude that v, € W1H°(Qr);
thus, v, is Lipschitz continuous in Qp. Clearly, v(z,t) = —fxl vy (s,t)ds is
also Lipschitz continuous; moreover, vy and wv,, are continuous in @r and
v solves problem (5) in the ordinary sense. By denoting as before with
f(z,t) = o(x) — s(z,t) the right hand side of the equation in (5), we now have
that f and f, are Lipschitz functions in Q;, with f(1,0) = 0. By reflection
about = 0 and by the Neumann condition, we can take v as the solution of
the Cauchy-Dirichlet problem

Vs — Qg = f(2,1) —-l<ax<1l, 0<t<T
v(z,0) =0
v(—=1,t) = v(1,t) =0,

where f(1,0) = f(—1,0) = 0. We can now apply classical regularity results
(interior and up to the boundary, see e.g., [8], chap. 3, sec. 5) to conclude that
Vpas Ugza, V¢ and v,y are (Holder) continuous in @7, uniformly in every domain
whose closure is contained in Q7\{(1,0)}. But this in turn implies that the
same holds for fy, fi, and fy; thus, we further deduce that vy and vy, are
continuous in @7 up to N and to C' U D\{(1,0)}.

Finally, uniqueness of the regular solution to problem (5) follows by the
Lipschitz continuity of the map v — S[v] (see [8], Chap. 7, Sect. 4). O

5. Numerical approximation of the problem

We briefly summarize here the numerical approximation techniques that have
been applied in [1] to obtain the numerical simulations discussed throughout
this work.

For simplicity, we refer to the following model problem

(u) -l<x<l, 0<t<T
u(z,0) = up(x) -l<z<1 (21)
u(—-1,t)=u(l,t) =0 0<t<T.

Ut — QUgy = (g

Due to the symmetry of the boundary conditions at = 0 in (3), the restrictions
to (0,1) of (21) and (3) are equivalent.

We first discretize in space problem (21) by means of Lagrangian finite
elements. Given a partition of (—1,1) into equidistributed, non-overlapping



14 P. BiscaAri, S. MinisiNI, D. PiErOTTI, G. VERZINI, & P. ZUNINO

intervals I;, i« = 1,..., Ny, of length h = 1/Nj, we look for an approximate
solution up(z,t) ~ u(x,t) such that
un(t) € X o(=1,1) = {vp € C°([-1,1]) :vnlr, €P'(L), i=1,..., Ny,
vp(—1) = vn(1) = 0},
P"(I) being the space of polynomials of order » € N on the interval I. Let

{@i(z)}N" be a Lagrangian basis of X} o(=1,1), the problem to determine
up(t) is then equivalent to find a vector function U(t) : (0,7) — R™% such that

{MU+AU_G(U), 0<t<T (22)

U(0) = Uy,

where U(t) = {u; ()} N with up (2, ) = S0 ui(t)@s(x) and M, A € RNwxNn
are constant real matrices given by

1 1
M;; = / pjpide, Aij = Oé/ PajPaidr
-1 1

and G(U) : RM» — RN is a nonlinear vector function such that

1
Gi(U):/ g(up)pidx.
~1
Provided that ug(z) € L?(—1,1), the initial state Uy can be determined by

projection, namely

1 1
Uy = {uh)07i}£v:’ll with / up,0pide = / uopidr, 1 =1,..., Np.
-1 -1
Problem (22) is called semi-discrete and is equivalent to a Nj-dimensional
first-order Cauchy problem. We proceed with the time discretization of (22) by
means of (p + 1)-th order (p = 0,1,...,5) backward differentiation formulae
(BDF). Given a sequence of equidistributed times t,, characterized by a
constant time step 7, we look for a sequence of vectors U,, such that

p
MU = M( Y 0Un-;) + 101 (GUns1) = AUps1) (23)
j=0

where a;,b_; are constant coeflicients that characterize this family of schemes
and are uniquely determined by means of the constraints necessary to reach
maximal order of accuracy. For further details we remand to [9].

Problem (23) requires to solve, at each time step, a Nj-dimensional system
of nonlinear algebraic equations. Indeed, rearranging the terms of equation
(23), we obtain F(U,+1) = 0 where F(V) : RN» — RNn ig

p
F(V)=(M+71b_1A)V =10 1G(V) = M > a;Un_;.
7=0
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The efficient solution of F(V) = 0 is not a trivial task. For this purpose, we
apply the damped Newton method proposed in [3], which ensure robust and
second-order convergence properties. For the sake of clarity, we briefly describe
the damped Newton method below. Let Jg(V)|;; = 0F;/0V; be the Jacobian
matrix relative to F(V). A straightforward computation shows that in our case

1
JF(U) = (M+Tb_1A) — Tb_ng(U), With Jg(U)|U :/ g'(uh)cpjgoidx.
—1

Then, at the generic time step ¢,1, the solution of the problem F(U,4+1) =0
is approximated by means of the following algorithm.

1. Define Vy = U,
2. Cycle for k=0,1,2,...

a) find Wj.y1 such that Jp(Vi)Wii1 = —F (Vi)
b) define A\g = 1 and Ejy such that ||Ey|| =1
¢) cycle for m=0,1,2,...
1) compute V41 = Vi + An Wi
2) find E,,41 such that Jp(Vi)Emi1 = —F(Vint1)
3) if || Eppt1|| < min(]| En]|, tol) then go to (d)
else reduce A\, (e.g. Amt1 = An/2 and return to (i)

d) compute Vi1 = Vi + Apn Wi

&) if [Viar — Vill/[Visa | < tol then go to (3)
else return to (a)

3. Define U, 41 = Vi41.-

The damped Newton algorithm requires to solve at each iteration a linear
system of equations defined by the matrix Jg(V}). This task is achieved by
means of direct factorization methods, implemented in the library UMFPACK
(see http://www.cise.ufl.edu/research/sparse/umfpack).

In order to verify if the numerical solution correctly captures the behavior
of the problem at hand, we check that its sensitivity with respect to spatial and
temporal resolution parameters, namely h and 7. Let us denote with up 1(x,t)
the numerical solution of (3) obtained by applying the present numerical scheme
with linear finite elements (r = 1), a mesh characteristic size hy = 1/120 and a
first order BDF scheme (p = 0, i.e. forward Euler) with a time step 71 = 1073.
Similarly, let up 2(z,t) be the solution obtained by halving both h and T, i.e.
setting ho = h1/2, 172 = 71 /2. The numerical simulations obtained in the former
case can be considered sufficiently accurate provided that the following test is
satisfied with a sufficiently small tolerance,

fOT fil (uh71 - Uh)2)2

< tol
T 1
Jo Joiuia
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According to this criterion, the numerical results presented in the previous
sections can be considered sufficiently accurate, because they satisfy the
previous test with tol = 1072,

A. A maximum principle

Lemma 4 Let v € C([0,T];L'(0,1)) and let f € C'((0,T];H(0,1)) N
C ([0,T]; L*(0,1)) satisfy

Of = Opaf +7f >0,

with initial condition f(x,0) > 0, and boundary conditions O, f(0,t) = 0,
f(1,t) > 0. Then f(x,t) >0 for every t.

Proof. By assumption we can write |y(z,t)| < k + y1(x,t), where k is
constant and |y1|; < 1. Let

1
o) =3 [ 1 (@0 de

We obtain that p € C1((0,7])NC([0,T]) and p(0) = 0. By testing the equation
with f~ and integrating by parts we obtain

1 1
p'(t) = —‘/0 f_atf dx < _‘/0 (f_awacf +’7|f_|2) dx

< 0 f B HKIFTE A+ mhIf T S (14 Imh) (06713 +KIFI3
< 2kp(t)

(recall that, since f~(1,t) = 0, |f 7 |oo < |02f |2 for any ¢). Then we deduce

that p(t) < e?#*p(0) and the lemma follows. O
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