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Abstract
The concept of D−stability is relevant for stable square matrices of any

order, especially when they appear in ordinary differential systems modelling
physical problems. Indeed, D−stability was treated from different points of
view in the last fifty years, but the problem of characterization of a general
D�stable matrix was solved for low order matrices only (i.e. up to order 4).
Here a new approach is proposed within the context of numerical linear algebra.
Starting from a known necessary and sufficient condition, other simpler equiv�
alent necessary and sufficient conditions for D−stability are proved and yield
to a computational method which reveals easy and efficient, so that matrices of
order greater than 4 can be characterized.

1 Introduction

Recall that a n × n real matrix A is called D� (diagonally�) stable if and only
if for every diagonal matrix D = diag(d1, ..., dn) with positive diagonal entries,
all the eigenvalues of the matrix DA lie in the left�half plane.

In the last fifty years, D�stable matrices were involved in many applications,
mainly in economics, but also in control systems theory, neural networks, large
scale systems, mathematical ecology, etc. For example, this notion arises natu�
rally in problems exhibiting different time scales. In fact, consider a problem
of the form

ε1x′1 = f1(x1, ..., xn)
ε2x

′

2 = f2(x1, ..., xn)
...

εnx
′

n = fn(x1, ..., xn)

where fi(0, ..0) = 0, i = 1, ..., n. Let A be the n × n matrix obtained by lin�
earizing this differential system at the origin 0 ∈ Rn. Then 0 is a linearly stable
equilibrium for all positive values of parameters ε1, ..., εn if and if A is D�stable.

A long list of references about this topic can be found in Giorgi and Zuccotti
(2015).

Here our purpose is to present a new approach to the characterization of
a D� (or diagonal�) stable matrix, which is a long lasting problem. Indeed,
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this problem was theoretically solved for matrices of orders from 2 to 4 (even if
general full 4× 4 matrices were in practice not tractable), whereas some partial
results concerning sufficient or necessary conditions are available for matrices of
larger orders or for particular classes of stable matrices, i.e. P �matrices. Among
others„ we recall results by Cain (1976), Johnson and Tesi (1999), Impram et
al. (2005), Kanovei and Logofet (2001), Kushel (2016) and references therein.
We remark that for general matrices of orders larger than 4, all the proposed
methods are unfeasible.

Our new approach exploits the concept of Schur�complement applied to
results presented by Johnson and Tesi (1999); this allows to prove general
theoretical results to characterize a D�stable matrix. Consequently, a practical
method is implemented by a symbolic algorithm, which remarkably does not use
the Schur�complement, but characteristic polynomials and their roots only. An
analogous approach was introduced in Pavani (2013), but here new theoretical
results enforce the method so that in practice it reveals capable to characterize
general full matrices of order 4 in a quite easy way; extension to matrices of
larger order is straightforward, but depends on the power of the used symbolic
software. Here the largest order treated in our examples is 5.

The paper is organized as follows. Section 2 presents main theoretical
results. Section 3 presents briefly the computing method. Section 4 is concerned
with some significant numerical examples. Section 5 contains some concluding
remarks.

2 Main results

In Johnson and Tesi (1999) it was proved that a n× n matrix A is D�stable if
and only if A is stable and

det

�
A −D
D A

�
�= 0 (1)

for all positive diagonal D. Then, in Pavani (2013) a related corollary was shown
which we report here for reader’s convenience. We recall that matrix A is
assumed real.

COROLLARY 1 A n× n matrix A is D�stable if and only if A is stable

and, for all positive diagonal D,

det
�
AD−1 +DA−1

�
�= 0 (2)

Proof. We call M the non�singular partitioned matrix in (1)

M =

�
A −D
D A

�
(3)
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Then we call M/A the Schur complement of M with respect to A (see e.g.
Trefethen and Bau (1997) ); for this particular matrix, M/A is given by

M/A = A−DA−1(−D) (4)

It is clear that

A−DA−1(−D) = A+DA−1D = AD−1D +DA−1D =
= (AD−1 +DA−1)D.

Therefore det(M/A) = det(AD−1 +DA−1) det(D).
Since it is known that det(M) = det(A) det(M/A), then we have

det(M) = det(A) det(AD−1 +DA−1) det(D)

From this, it derives that det(M) �= 0 if and only if det(AD−1 +DA−1) �= 0,
since A and D are non�singular as well as AD−1 and DA−1. �

These results allow to simplify the computation of det(M) in order to check
whether it is different from 0. Actually, instead of a matrix of order 2n, such
as M is, we have to compute the determinant of a matrix of order n, given by
(AD−1 +DA−1).

The main feature of our new approach is changing the problem from the
symbolic computation of det(AD−1 +DA−1) to the symbolic computation of
eigenvalues of (AD−1 +DA−1). From the point of view of symbolic software,
when we compute det(AD−1+DA−1) we obtain a function of n variables which
can be hardly treated; instead, if we compute the symbolic characteristic poly�
nomial of

�
AD−1 +DA−1

�
we obtain a polynomial of degree n in one variable,

say x, with coefficients depending on n parameters. This function of x can be
studied in a much easier way and this explains why here we prefer this approach.
Indeed, we exploit the propriety of the determinant of a matrix to be the prod�
uct of its eigenvalues; consequently, det(AD−1 + DA−1) = 0 if and only if
at least one of its eigenvalues is equal to 0. This happens only when AD−1

exhibits the imaginary unit as a root of its characteristic polynomial. About
this event, we notice that AD−1 = (DA−1)−1 and consequently matrices AD−1

and DA−1 commute and share the same set of eigenvectors. Resorting to these
facts, we can prove the following results.

COROLLARY 2. A stable matrix A is D−stable if and only if the charac�
teristic polynomial of AD−1 is not divisible by x2 +1, for all positive diagonal
D.

Proof.

Since AD−1 and DA−1 commute, they are diagonalized by the same non�
singular matrix, say S, according to the following relations

S−1AD−1S = D1, S−1DA−1S = D2
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where D1 and D2 are the diagonal matrices of eigenvalues of matrix AD−1 and
DA−1, respectively.
Then we have

det(AD−1 +DA−1) = det(SD1S
−1 + SD2S

−1) =

= det(S) det(D1 +D2) det(S
−1)

Therefore det(AD−1 +DA−1) �= 0 ⇔ det(D1 +D2) �= 0.
Call d1i, i = 1, ..., n and d2i, i = 1, ..., n the diagonal elements of D1 and D2,
which are the eigenvalues of AD−1 and DA−1, respectively; they are connected
by the relation d2i = 1/d1i, i = 1, ..., n.Therefore det(D1+D2) = Πi(d1i+1/d1i).

Since Πi(d1i + 1/d1i) is equal to 0 if and only if at least one of the factors
(d1i + 1/d1i) is equal to zero, this means that det(AD−1 +DA−1) = 0 if and
only if, at least for one i, it happens d2

1i + 1 = 0; from this, it derives that for
at least one i, d1i must be equal to the imaginary unit.
This means that det(AD−1 +DA−1) = 0 if and only if the characteristic poly�
nomial of AD−1 has at least one factor equal to (x2+1), i.e. it is divisible by i
and −i (since complex roots are always present in couple of conjugate complex
numbers).
Consequently, we have det(D1 + D2) �= 0 if and only if AD−1 has no eigen�
value equal to the imaginary unit, or equivalently AD−1has the characteristic
polynomial not divisible by (x2 + 1). �

REMARK 1. It is worth noticing that the characteristic polynomial of
matrix AD−1 cannot have any real root equal to zero because it is nonsingular,
instead matrix (AD−1+DA−1) can be singular, as well as matrix M ; therefore
this happens if and only if matrix AD−1 has at least two conjugate eigenvalues
equal to the imaginary unit and, due to its structure, matrix (AD−1 +DA−1)
has two corresponding real eigenvalues equal to 0 .

Summing up our results, the following scheme can be helpful (where all the
conditions are equivalent).

Stable matrix A is D− stable

⇔ det(M) �= 0 for all positive diagonal D (5)

⇔ det(AD−1 +DA−1) �= 0, for all positive diagonal D (6)

⇔ (AD−1 +DA−1) has no null eigenvalue, for all positive diagonal D(7)

⇔ AD−1(or DA−1) has no eigenvalue equal to imaginary unit,

for all positive diagonal D (8)

3 Numerical symbolic method

From the results presented in the previous Section, we can build the following
method which we will use to carry out the examples reported in Section 4. We
point out that this method requires any symbolic program as long as it is
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powerful enough; we used both Mathematica
R�

and MuPad
R�

. Here are steps
which have to be followed for correct computations:

• Build numerical matrix A and symbolic matrix D

• Build matrix AD−1

• Compute the symbolic characteristic polynomial of matrix (AD−1+DA−1)
which turns out to be xn+Kn−1x

n−1+ ...+K1x+K0 and check its co�
efficients; if it is easy to recognize that K0 cannot annihilate, stop since
matrix A is D− stable

• Otherwise, compute the symbolic characteristic polynomial of matrixAD−1

and its reminder for division by (x2 + 1)

• Evaluate if there exist positive numbers which make the reminder equal
to 0.

• If and only if they do not exist, then matrix A is D− stable.

The practical implementation of this method by any symbolic software is
worth investigating; therefore we report and discuss some detailed examples in
the following Section.

4 Numerical Examples

4.1 4× 4 matrices

A) At first we consider the stable matrix A =






−1 0 2 0
−1 −1 0 0
−1 −1 −1 0
−1 −1 −1 −1




.

This matrix is known to be D− stable by Johnson and Tesi (1999). Assume

parameters α, β, γ, δ > 0 and D =






α 0 0 0
0 β 0 0
0 0 γ 0
0 0 0 δ




 .

Then we have

(AD−1 +DA−1) =






−α 2α −2α 0
β −3β 2β 0
0 γ −γ 0
0 0 δ −δ




 ,

Its characteristic polynomial is given by

x4 + (α+ 3β + γ + δ)x3 + (αβ + αγ + αδ + βγ + 3βδ + γδ)x2

+(αβγ + αβδ + αγδ + βγδ)x+ αβγδ
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Using a symbolic software, the computation of the eigenvalues of (AD−1 +
DA−1) (as well as the roots of its characteristic polynomial, by a different func�
tion) cannot be managed. However, it is easy to check that the last coefficient
K0 = αβγδ is always positive and this means that no null root appears, since the
last coefficient is given by the product of all the roots of the polynomial; hence
the given matrix (AD−1 + DA−1) has no zero eigenvalue and is nonsingular.
Consequently, for condition (7) matrix A is D�stable.

B) Then we consider the following full matrix (negative Hilbert matrix of
order 4 ), which is negative definite, and consequently stable and D−stable,
and we confirm this known result by our approach

A =






−1.0 −0.5 −0.333 33 −0.25
−0.5 −0.333 33 −0.25 −0.2

−0.333 33 −0.25 −0.2 −0.166 67
−0.25 −0.2 −0.166 67 −0.142 86






Then we have

(AD−1 +DA−1) =






−15.966α− 1.0
α

119.59α− 0.5
β

−238.97α− 0.33333
γ

139.32α− 0.25
δ

119.59β − 0.5
α

−1195.1β − 0.33333
β

2687.8β − 0.25
γ

−1671.9β − 0.2
δ

−238. 7γ − 0.33333
α

2687.8γ − 0.25
β

−6449.8γ − 0.2
γ

4180.1γ − 0.16667
δ

139.32δ − 0.25
α

−1671.9δ − 0.2
β

4180.1δ − 0.16667
γ

−2786.8δ − 0.14286
δ






Once its characteristic polynomial is simplified and reordered, it turns out to
be of the form x4 +K3x3 +K2x2 + K1x +K0 with Ki > 0, i = 0, ..., 3 (see
Appendix for computational details).
Straightforwardly, we can state that this stable matrix A is D−stable, analo�
gously to the previous example.
It is clear how simple this method is for any 4× 4 matrix.

4.2 5× 5 matrices

A) Then consider the stable matrix

A =






−1 −1/2 −1/3 −1/4 −1/5
−1/2 −1 −2/3 −1/2 −2/5
−1/3 −2/3 −1 −3/4 −3/5
−1/4 −1/2 −3/4 −1 −4/5
−1/5 −2/5 −3/5 −4/5 −1






It is stable symmetric, definite negative and consequently it is D−stable.
We confirm this result by our approach. We use the previous notation with
α, β, γ, δ, ω > 0. By any symbolic software, we have
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(AD−1 +DA−1) =





−4

3
α− 1

α
2

3
α− 1

2β
− 1

3γ
− 1

4δ
− 1

5ω
2

3
β − 1

2α
−32

15
β − 1

β
6

5
β − 2

3γ
− 1

2δ
− 2

5ω

− 1

3α
6

5
γ − 2

3β
−108

35
γ − 1

γ
12

7
γ − 3

4δ
− 3

5ω

− 1

4α
− 1

2β
12

7
δ − 3

4γ
−256

63
δ − 1

δ
20

9
δ − 4

5ω

− 1

5α
− 2

5β
− 3

5γ
20

9
ω − 4

5δ
−25

9
ω − 1

ω






By simplifying and reordering, symbolic computation provides its characteristic
polynomial in the form x5 +K4x4 +K3x3 +K2x2 +K1x+K0 with Ki > 0,
i = 0, ..., 4.
Immediately, it derives that stable matrix A is D−stable for condition (7),
analogously to the cases already seen above.

B) Consider the following matrix

A =






−20 −20 −40 10 −5
−20 −20 −80 10 0
10 20 0 20 5
−10 0 −20 0 4
20 −10 −10 0 −10






This stable matrix is known to be not D− stable (see e.g. Kanovei and Logofet
(1998)). Here we want to use our approach to check this result. Using the
previous notation, at first, we have

(AD−1 +DA−1) =





− 7

68
α− 20

α
41

340
α− 20

β
− 3

340
α− 40

γ
10

δ
− 1

4
α − 9

170
α− 5

ω
113

680
β − 20

α
−179

680
β − 20

β
33

680
β − 80

γ
5

8
β + 10

δ
13

68
β

10

α
− 13

680
γ 23

680
γ + 20

β
− 1

136
γ 20

δ
− 1

8
γ 5

ω
− 3

68
γ

− 9

340
δ − 10

α
29

340
δ 7

340
δ − 20

γ
−1

4
δ 4

ω
− 13

170
δ

20

α
− 6

17
ω 8

17
ω − 10

β
− 1

17
ω − 10

γ
−ω − 6

17
ω − 10

ω






Since its characteristic polynomial exhibits coefficients which cannot be simpli�
fied, we have to resort to the last condition (8).
Hence we consider

AD−1 =






−20/α −20/β −40/γ 10/δ −5/ω
−20/α −20/β −80/γ 10/δ 0
10/α 20/β 0 20/δ 5/ω
−10/α 0 −20/γ 0 4/ω
20/α −10/β −10/γ 0 −10/ω






Its characteristic polynomial is

P (x) = x5 +
�
20.0
α
+ 20.0

β
+ 10.0

ω

�
x4

+
�
400.0
αγ

+ 100.0
αδ

+ 1600.0
βγ

+ 400.0
γδ

+ 300.0
αω

+ 200.0
βω

+ 50.0
γω

�
x3

+
�
8000.0
αβγ

+ 2000.0
αγδ

+ 12000.0
βγδ

+ 3000.0
αβω

+ 8500.0
αγω

+ 200.0
αδω

+ 13000.0
βγω

+ 400.0
βδω

+ 4800.0
γδω

�
x2
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+
�
2. 4×105

αβγδ
+ 1. 7×105

αβγω
+ 5000.0

αβδω
+ 1. 79×105

αγδω
+ 70000.0

βγδω

�
x+ 6. 8×105

αβγδω

and the reminder of division P (x)/(x2 + 1) turns out to be

x(400.0
αγ

+ 100.0
αδ

+ 1600.0
βγ

+ 400.0
γδ

+ 300.0
αω

+ 200.0
βω

+ 50.0
γω

− 2. 4×105

αβγδ
− 1. 7×105

αβγω

−5000.0
αβδω

− 1. 79×105

αγδω
− 70000.0

βγδω
− 1)

−20.0
α
− 20.0

β
− 10.0

ω
+ 8000.0

αβγ
+ 2000.0

αγδ
+ 12000.0

βγδ
+ 3000.0

αβω
+ 8500.0

αγω
+ 200.0

αδω

+13000.0
βγω

+ 400.0
βδω

+ 4800.0
γδω

− 6. 8×105

αβγδω
.

After some numerical trials, by numerical refinement, it is easy to find out that
the reminder achieves the numerical zero (i.e. within the numerical precision)
for the following values

α = 0.10038 , β = 6.6250 , γ = 439.30 ,
δ = 0.478 18 , ω = 58. 068.

Indeed, using these values in the expression of AD−1, given above, we obtain a
numerical matrix whose eigenvalues are:

−i, i, −3. 9210× 10−2,−11. 181,−191. 21

We notice that numerical computations are very ill�conditioned, since we add
and subtract numbers which are much different in order of magnitude; con�
sequently, we cannot achieve a high accuracy and the computed values of 0
are approximated. Nevertheless, it is clear that there exist values of parame�
ters which make the reminder equal to 0 and this means that matrix A is not
D�stable, as expected.

5 Conclusion

We have presented a new method to characterize a D− stable matrix. Start�
ing form a well known necessary and sufficient condition, we prove that it is
equivalent to other necessary and sufficient conditions which are simpler to be
checked by a symbolic software, within the context of numerical linear algebra.
The main features of the presented approach are : i) instead of a 2n×2n matrix
as in the original necessary and sufficient condition, the method exploits n× n
matrices; ii) instead of determinants, the method evaluates roots of symbolic
polynomials of degree n.

Theoretical results are proved and a related computational method is dis�
cussed in details by significant examples (up to matrices of order 5). The com�
putational method reveals simple and capable to treat matrices of order larger
than usual, but obviously it depends on the power of the available symbolic
software. However this is not a real bound, since software is getting more and
more powerful.

Acknowledgement 1 The author is in debt to Prof. Russell A. Johnson for

encouraging discussions and constructive and insightful comments.
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APPENDIX

Here we report some computational details.

Referrimg to Example B) in Subsect. 4.1, we have

(AD−1 +DA−1) =





−15.966α− 1.0
α

119.59α− 0.5
β

−238.97α− 0.33333
γ

139.32α− 0.25
δ

119.59β − 0.5
α

−1195.1β − 0.33333
β

2687.8β − 0.25
γ

−1671.9β − 0.2
δ

−238.97γ − 0.33333
α

2687.8γ − 0.25
β

−6449.8γ − 0.2
γ

4180.1γ − 0.16667
δ

139.32δ − 0.25
α

−1671.9δ − 02

β
4180.1δ − 0.16667

γ
−2786.8δ − 0.14286

δ






Characteristic polynomial of (AD−1 +DA−1) is given by x4 +K3x3 + ...+
K1x+K0 , where

K3 =
2.0×10−20

αβγδ
×




7. 983× 1020α2βγδ + 5. 975 5× 1022αβ2γδ + 3. 224 9× 1023αβγ2δ
+1. 393 4× 1023αβγδ2 + 7. 143× 1018αβγ + 1.0× 1019αβδ

+1. 666 7× 1019αγδ + 5.0× 1019βγδ





K2 =
2.0×10−20

αβγδ
×






2. 389 6× 1023α2β2γδ + 2. 293 5× 1024α2βγ2δ + 1. 254 2× 1024α2βγδ2

+1. 140 5× 1020α2βγ + 1. 596 6× 1020α2βδ + 2. 661× 1020α2γδ
+2. 419 4× 1025αβ2γ2δ + 2. 676 3× 1025αβ2γδ2 + 8. 536 6× 1021αβ2γ

+1. 195 1× 1022αβ2δ + 2. 505 3× 1025αβγ2δ2

+4. 607 1× 1022αβγ2 + 1. 049 2× 1023αβγδ + 2. 786 8× 1022αβδ2

+3. 965 6× 1016αβ + 1. 075× 1023αγ2δ + 4. 644 6× 1022αγδ2

+3. 809 8× 1017αγ + 2. 083× 1017αδ + 5. 975 5× 1022β2γδ
+3. 224 9× 1023βγ2δ + 1. 393 4× 1023βγδ2 + 4. 018× 1018βγ

+4. 444 6× 1018βδ + 4. 166 5× 1018γδ





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K1 =
2.0×10−20

αβγδ
×






4. 301× 1025α2β2γ2δ + 6. 023 7× 1025α2β2γδ2 + 3. 413 8× 1022α2β2γ
+4. 779 2× 1022α2β2δ + 1. 001 4× 1026α2βγ2δ2 + 3. 276 6× 1023α2βγ2

+7. 151 8× 1023α2βγδ + 2. 508 4× 1023α2βδ2 + 6. 331 4× 1017α2β
+7. 645 1× 1023α2γ2δ + 4. 180 6× 1023α2γδ2 + 6. 082 7× 1018α2γ
+3. 325 7× 1018α2δ + 2. 968 3× 1026αβ2γ2δ2 + 3. 456 4× 1024αβ2γ2

+8. 723 9× 1024αβ2γδ + 5. 352 6× 1024αβ2δ2 + 4. 739 2× 1019αβ2

+1. 298× 1025αβγ2δ + 1. 477 2× 1025αβγδ2 + 7. 540 1× 1020αβγ
+4. 007 1× 1020αβδ + 8. 351× 1024αγ2δ2 + 2. 457 2× 1021αγ2

+2. 422 3× 1021αγδ + 5. 804 9× 1020αδ2 + 1. 308 9× 1014α
+2. 419 4× 1025β2γ2δ + 2. 676 3× 1025β2γδ2 + 4. 801 9× 1021β2γ
+5. 311 7× 1021β2δ + 2. 505 3× 1025βγ2δ2 + 2. 591 5× 1022βγ2

+4. 469 5× 1022βγδ + 1. 238 6× 1022βδ2 + 9. 907 5× 1015β
+2. 687 3× 1022γ2δ + 1. 161 1× 1022γδ2 + 5. 357× 1016γ

+2. 312 9× 1016δ






K0 =
2.0×10−20

αβγδ
×






2. 914 4× 1026α2β2γ2δ2 + 6. 144 4× 1024α2β2γ2 + 1. 673 7× 1025α2β2γδ
+1. 204 7× 1025α2β2δ2 + 1. 895 2× 1020α2β2 + 2. 412 8× 1025α2βγ2δ
+3. 763 9× 1025α2βγδ2 + 3. 413 2× 1021α2βγ + 1. 672 9× 1021α2βδ

+3. 338× 1025α2γ2δ2 + 1. 747 6× 1022α2γ2 + 1. 858 3× 1022α2γδ
+5. 225× 1021α2δ2 + 2. 089 7× 1015α2 + 3. 78× 1025αβ2γ2δ

+6. 693 3× 1025αβ2γδ2 + 2. 133 3× 1022αβ2γ + 1. 858× 1022αβ2δ
+1. 497 4× 1026αβγ2δ2 + 2. 765 1× 1023αβγ2 + 4. 390 8× 1023αβγδ
+1. 672 5× 1023αβδ2 + 2. 364 5× 1017αβ + 1. 672 3× 1023αγ2δ
+1. 161 2× 1023αγδ2 + 9. 49× 1017αγ + 3. 236 6× 1017αδ

+2. 968 3× 1026β2γ2δ2 + 1. 944 3× 1024β2γ2 + 4. 182 7× 1024β2γδ
+2. 379× 1024β2δ2 + 1. 184× 1019β2 + 3. 388 9× 1024βγ2δ

+4. 180 5× 1024βγδ2 + 1. 200 1× 1020βγ + 4. 649 5× 1019βδ
+2. 087 7× 1024γ2δ2 + 3. 455 2× 1020γ2 + 2. 902 6× 1020γδ

+6. 445 5× 1019δ2 + 8. 055 6× 1012






11


	qdd226-copertina
	dip-2017612115750

