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Prologue
Functions analytic and contractive in the open unit disk (also known as Schur functions)
have applications to, and connections with, a host of domains, such as classical analysis
(via for instance the theory of orthogonal polynomials), linear system theory, inverse
scattering, signal processing and operator models, to name a few. Schur analysis can be
defined as a collection of problems related to Schur functions (and to related classes of
functions, such as functions analytic in the open unit disk and with a real positive part
there) and their applications to these various fields. A key role in Schur analysis is played
by reproducing kernel Hilbert spaces of functions, of the kind introduced by de Branges
and Rovnyak (see e.g. [105, 106, 156]), associated to these functions.

It is of interest to consider Schur analysis in various other settings. Extensions have
been made for instance to the case of several complex variables (the Schur-Agler classes;
see [6, 7, 82, 83]), the case of upper triangular operators, [42, 159, 161], the case of
compact Riemann surfaces [74, 75, 90, 91, 267, 268], and function theory on trees, see
[49, 92], to name a few.

The purpose of this book is to define and study the counterpart of Schur functions
and Schur analysis in the slice hyperholomorphic setting. There are at least two motiva-
tions for such a study, both having in the background the desire to replace the complex
numbers by the quaternions. One motivation comes from the theory of linear systems
and signal processing, see e.g. [209], [243]. Another motivation is to define new tools
and problems in hypercomplex analysis inspired from the complex setting (for instance
Nevanlinna-Pick interpolation [20] and the characteristic operator functions [32] to name
two of them).

To set the work in perspective, it is well to mention a few words on classical Schur
analysis. Given a Schur function, say s, the kernel

Ks(z,w) =
1− s(z)s(w)

1− zw
(1)

is positive definite in D. Equivalently, the multiplication by s is a contraction from the
Hardy space of the unit disk H2(D) into itself (such functions s are called Schur functions
or Schur multipliers). The reproducing kernel Hilbert spaces associated to the kernels
(1) were studied in details, also in the case of operator-valued functions, by de Branges
and Rovnyak; see [105] and [106, Appendix]. These spaces allow, among other things, to
develop one of the methods to solve interpolation problems in the class of Schur functions;
See [25, 169] and see [26, 86, 81, 176, 250] for a sample of other methods. In each
extension of Schur analysis it is in particular important to identify the correct notion of
Schur function, and define the associated Hardy space (if possible) and the de Branges
Rovnyak spaces.

In the setting of hypercomplex analysis, Schur functions have been considered in at
least three different directions, namely:

1. In the setting of hypercomplex functions, Fueter series play then a key role. See for
instance the papers [67, 69, 70, 71].
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2. In the setting of bicomplex numbers. See [56].

3. In the setting of slice hyperholomorphic functions. See [20, 32, 33, 34, 35, 39] and
[2] in the case of several quaternionic variables.

The present book is an introduction to Schur analysis in this latter setting. Such a
study was recently initiated in a number of papers, of which we mention [20, 32, 33, 34,
35, 39]. The purpose of this work is to present in a systematic way the results presented
in these papers, together with some necessary preliminaries, as well as a number of new
results. See the paragraph entitled note later in the section.

The book is divided into three parts, namely Classical Schur analysis, Quaternionic
analysis, and Quaternionic Schur analysis, and we now briefly outline their contents:

Classical Schur analysis: This part is for the convenience of readers from the
quaternionic analysis community. There are a number of works on Schur analysis and
its applications, of which we mention (in a non exhaustive way) in particular the books of
Constantinescu [153], of Bakonyi and Constantinescu [79], and of Dym [169]. We also
mention [11, 10], and, in the indefinite case, the survey [44]. We focus in particular on
the notion of matrix-valued rational functions and their realizations, and on reproducing
kernel Pontryagin spaces. We review the Schur algorithm and some of its applications. A
Schur function can be seen as the reflection coefficient function of a so-called discrete first
order system. We also briefly discuss the theory of these systems, and define in particu-
lar the scattering function and the asymptotic equivalence matrix function. Matrix-valued
rational functions which take unitary values (with respect to a possibly indefinite metric;
these functions are also called J-unitary rational functions) on the imaginary axis or the
circle play an important role, and we survey their main properties.

Quaternionic analysis: We begin this part by providing some background material
on quaternions, quaternionic polynomials and matrices with quaternionic entries. This
material can be considered as classical and can be found for example in [231, 248, 276].
Because of the noncommutativity new features appear with respect to the complex case.
In some cases, it is useful to translate the quaternionic formalism into the complex one by
using a map which transform a quaternion into a 2×2 complex matrix or, analogously, a
quaternionic matrix into a complex matrix of double size. Then we consider quaternionic
functional analysis, with emphasis on Krein spaces. Several classical results in functional
analysis extended to the quaternionic setting have appeared just in recent times, see e.g.
[32, 37]. Although most of the classical proofs can be repeated or easily adapted to the
quaternionic case, it is however useful to have the results collected here. Then we intro-
duce the class of slice hyperholomorpic functions, both in the scalar (see [144, 188]) and
operator-valued cases and we discuss the Hardy space of the unit ball and of the half-
space, and the corresponding Blaschke products, see [32, 34, 35] Most of the material in
this part is new, including the study of the Wiener algebra [29].
We also discuss the basic facts on the quaternionic functional calculus based on the S-
spectrum, see [130, 132, 144], which is the basis to introduce the notion of realization
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in this framework. We then discuss slice hyperholomorphic kernels and we extend the
notion of Hardy space to the operator-valued case.

Quaternionic Schur analysis: We discuss some highlights of quaternionic Schur
analysis, both for operator-valued and quaternionic-valued functions. We first define ope-
rator-valued generalized Schur functions and operator-valued generalized Herglotz func-
tions, and characterize these functions in terms of realizations. The Hilbert space case
is of special importance, and we also discuss the counterpart of Beurling’s theorem in
the present setting. The above classes consist of functions slice hyperholomorphic in the
open unit ball of the quaternions. The analogs of these classes for the right half-space
are also introduced and characterized in terms of realizations. We then turn to the case
of matrix-valued functions and study rational functions, and their minimal realizations.
Special emphasis is given on the counterpart of J-unitary rational functions. The theory
of first order discrete systems provides examples of such functions. We also consider the
analogs of some of the classical interpolation problems in the present setting, both in the
scalar and operator-valued cases.

Note: We began our study of Schur analysis in the slice hyperholomorphic setting,
in part with various coauthors some four years ago, and the material we presented in this
book is largely new. In particular, the material in Chapter 9 and 11 appears for the first
time, and one can find also new results in Chapters 7, 8 and 10. More precisely, in Chapter
9 we develop the theory of slice hyperholomophic rational functions and in Chapter 11
we consider a general one-sided interpolation problem in the operator-valued setting. In
Chapter 7, we develop the operator-valued version of the Hardy space of the unit ball. In
Chapter 8 we present in particular a Beurling-Lax theorem, and study Bohr’s theorem in
the present setting. Chapter 10 contains some new material on interpolation (the scalar
Carathéodory-Fejér problem) and new results on first order discrete systems. However,
the theory is still under development and as we solve problems, new challenges in quater-
nionic Schur analysis and its various applications arise. It provides the ground to develop
new directions of research. We hope that the reader will take some of these challenges.

Acknowledgments: It is a pleasure to thank Khaled Abu-Ghanem, Vladimir Bolot-
nikov, Jonathan Gantner, David Kimsey, Izchak Lewkowicz, Guy Salomon, Daniele C.
Struppa and Dan Volok for fruitful and nice collaborations. In particular we largely use
parts of the papers [1, 29, 32]. Special thanks are due to Vladimir, who allowed us to
freely use material from a common unpublished manuscript [19]. We are also grateful to
Jonathan for his very careful reading of, and comments on, the manuscript.
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Classical Schur analysis
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The first part of this book is essentially intended to the readers from hypercomplex anal-
ysis, and in general, for people not necessarily familiar with the main aspects of Schur
analysis. It provides motivation for the third part of the book, where counterparts of the
notions and results of Part I are considered in the slice hyperholomorphic setting.
In the first chapter we discuss some classical interpolation (or extension) problems (na-
mely the Nehari and the Carathéodory-Toeplitz problems) which play an important role in
modern operator theory, see for instance [204, 205]. It should be noted that these problems
and their solutions had a large influence in modern signal processing and optimal control
theory (see for instance [155, 177, 218]).
To that purpose we also need to recall some aspects of the theory of indefinite inner prod-
uct spaces, and in particular Krein and Pontryagin spaces. Moreover we review the main
properties of the Wiener algebra and the theory of realization of matrix-valued rational
functions.
We also introduce the various classes of (possibly operator-valued) meromorphic func-
tions which appear in Schur analysis. We remark that these definitions (for instance J-
contractive functions, see [245]) originated from operator theory and Schur analysis, and
lead to new problems in classical function theory. As the reader will see in the sequel,
such interactions and links occur also in the slice hyperholomorphic setting.
Finally we review the Schur algorithm and in particular its connections to the theory
of first order discrete systems. These connections allow to make links with important
notions such as the scattering matrix and the theory of layered medium (see for instance
[153, 154]).
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Chapter 1

Preliminaries

In this chapter we present some definitions and results which play an important role in
Schur analysis. In particular we discuss indefinite inner product spaces, reproducing ker-
nel spaces and two extension problems.

1.1 Some history
Albeit its title, this section has no historical pretense but we only wish to mention some
key steps in the development of Schur analysis. In 1917-1918, and motivated by the
trigonometric moment problem, Schur gave a new characterization of functions analytic
and contractive in the open unit disk D, see [257, 258]. In the sequel, we will denote
the family of these functions by S and call them Schur functions. Rather than defining a
function s ∈ S by its Taylor coefficients at the origin, Schur introduced a (possibly finite)
family ρ0,ρ1, . . . of numbers in the open unit disk D and a family s0,s1, . . . of elements in
S by the recursions s0(z) = s(z) and

ρn = sn(0),

sn+1(z) =


sn(z)− sn(0)

z(1− sn(z)sn(0))
, for, z 6= 0

s′n(0)
1−|sn(0)|2

, for z = 0.

(1.1)

The function z 7→ sn(z)−sn(0)
1−sn(z)sn(0)

belongs to S and vanishes at the origin. Hence, Schwarz’
lemma insures that sn+1 ∈ S when ρn ∈ D, while the maximum modulus principle forces
sn+1 to be a unitary constant when |sn+1(0)| = 1. The recursion (1.1), called the Schur
algorithm, then stops at the index n. As proved by Schur, the recursion ends after a finite
number of steps if and only if the function s is a finite Blaschke product, that is, if s is of
the form

s(z) = c
n

∏
t=0

z−at

1− zat
, (1.2)
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where c belongs to the unit circle T and a1, . . . ,an ∈ D, while the sequence does not end
if |sn(0)|< 1, for any n ∈ N.
The function s is uniquely obtained from the sequence ρ0,ρ1, . . . where, in case of a finite
sequence, the last number is on T. More precisely (and when s1 6≡ 0), rewriting for n = 0
equation (1.1) as

s(z) =
ρ0 + zs1(z)

1+ zρ0s1(z)
= ρ0 +

(1−|ρ0|2)z

ρ0z+
1

s1(z)

(1.3)

one obtains the partial fraction expansion (see Wall’s book [271, Theorem 77.1, p. 285])

s(z) = ρ0 +
(1−|ρ0|2)z

ρ0z+
1

ρ1 +
(1−|ρ1|2)z

ρ1z+
1
. . .

(1.4)

The numbers ρ0,ρ1, . . . are called the Schur parameters of s and they can be expressed in
terms of the Taylor coefficients. When they are computed from the Taylor coefficients of

the associated function ϕ(z) =
1− s(z)
1+ s(z)

they are called Verblunsky parameters. They are

then connected with the orthogonal polynomials associated with the positive measure µ

appearing in the Herglotz integral representation of ϕ:

ϕ(z) = ia+
∫ 2π

0

eit + z
eit − z

dµ(t), (where a ∈ R), (1.5)

and to signal processing. See Kailath’s survey paper [221].
More generally, the main characters of the topic are (possibly operator-valued) functions
meromorphic in the disk or in a half-plane, and taking contractive values or having a
positive real part there (possibly with respect to an indefinite metric), or with associated
kernels having a finite number of negative squares (see Definition 1.2.9 for the latter).
The study of such functions occurred along the years in a number of instances, of which
we mention:

1. The trigonometric moment problem.

2. Classical function theory.

3. The characteristic operator function of a close to self-adjoint operator.

4. The theory of linear systems and digital signal processing.

5. The theory of direct and inverse problems associated to first order discrete systems.

Schur functions have been extended to various settings, from several complex variables
to Riemann surfaces, upper triangular operators and more and, as already mentioned, the
purpose of this book is to define and study the counterpart of Schur functions in the slice
hyperholomorphic setting.



1.2. Krein spaces, Pontryagin spaces and negative squares 7

Remark 1.1.1. Although an important part of the book deals with scalar or matrix-valued
functions, some of the definitions and results are given in the setting of operator-valued
functions.

1.2 Krein spaces, Pontryagin spaces and negative squares
Spaces endowed with an indefinite metric play an important role in the sequel, and we
here review some definitions and results. When considering Schur analysis in the quater-
nionic setting these results need to be appropriately extended, see Chapter 5.
Consider a vector space V over the complex numbers, endowed with an Hermitian form
[·, ·]. Given two linear subspaces V1 and V2 such that V1∩V2 = {0}, we denote their direct
sum byV1⊕V2. Two elements v,w ∈ V are called orthogonal with respect to this form
if [v,w] = 0. Two linear subspaces V1 and V2 are orthogonal if every element of the first
is orthogonal to every element of the second. We use the notation V1[+]V2 to denote the
orthogonal sum. If moreover V1∩V2 = {0}, the sum (which is then also direct) is denoted
by

V1[⊕]V2.

Definition 1.2.1. The space V endowed with the Hermitian form [·, ·] is called a Krein
space if there exist two subspaces V+, V− such that V can be written as an orthogonal

and direct sum
V = V+[⊕]V−, (1.6)

where (V+, [·, ·]) and (V−,−[·, ·]) are both Hilbert spaces. The space V is called a Pon-
tryagin space if V− is finite dimensional. The dimension of the vector space V− is called
the index of the Pontryagin space.

The decomposition (1.6), called fundamental decomposition, will not be unique, unless
one of its component equals the subspace {0}. The so-called signature operator or funda-
mental symmetry is the operator JV : V → V such that

JV (v) = JV (v++ v−) = v+− v−, v± ∈ V±.

The Krein space V becomes a Hilbert space when endowed with the inner product:

〈v,w〉= [v+,w+]− [v−,w−], (1.7)

where v = v++ v− and w = w++w− belong to V and v±,w± ∈ V±. The inner product
(1.7) depends on the given decomposition, but all the resulting norms are equivalent, and
this defines the topology of the Krein space (see [98, p. 102]; the proof of this fact is given
in the quaternionic setting in Chapter 5; see Theorem 5.8.5). The notion of continuity and
of convergence are with respect to this topology. Given two Krein spaces V , W we de-
note by B(V ,W ) the set of continuous linear operators from V to W and when W = V
we will use the symbol B(V ). By IV we denote the identity operator on V .
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Remark 1.2.2. In the finite dimensional case, let V =Cm and let J ∈Cm×m be a signature
matrix. Then V endowed with the Hermitian form

[u,v] = v∗Ju, u,v ∈ Cm,

is a Pontryagin space and a fundamental symmetry is given by the map u 7→ Ju.
The notion of adjoint of an operator can be done with respect to the Hilbert space inner
product or with respect to the Krein space inner product. More precisely, let (V ,〈·, ·〉V ),
(W ,〈·, ·〉W ) be Hilbert spaces. Given A ∈ B(V ,W ) its adjoint is the unique operator
A∗ ∈ B(W ,V ) such that

〈A f ,g〉W = 〈 f ,A∗g〉V , f ∈ V ,g ∈W .

Definition 1.2.3. Let (V , [·, ·]V ) and (W , [·, ·]W ) be two Krein spaces. Given A∈B(V ,W )
its adjoint is the unique operator A[∗] ∈ B(W ,V ) such that

[A f ,g]W = [ f ,A[∗]g]V , f ∈ V ,g ∈W .

The Krein spaces V and W are Hilbert spaces when endowed with the Hermitian forms

〈 f1, f2〉V = [ f1,JV f2]V and 〈g1,g2〉W = [g1,JW g2]W f1, f2 ∈ V , g1,g2 ∈W .
(1.8)

The Hilbert space adjoint A∗ (with respect to the inner products (1.8)) and the Krein space
adjoint A[∗] are related by the formula

A∗ = JV A[∗]JW (1.9)

where JV and JW are associated to some fundamendal decompositions of V and W . To
prove (1.9) note that

[A f ,g]W = 〈JW A f ,g〉
= 〈 f ,A∗JW g〉
= [ f , JV A∗JW g]V .

(1.10)

Definition 1.2.4. An operator A ∈ B(V ,W ) is said to be:
(1) isometric if A[∗]A = IV ;
(2) coisometric if AA[∗] = IW ;
(3) unitary if it is isometric and coisometric;
(4) a contraction if [A f ,A f ]W ]≤ [ f , f ]V , f ∈ V .

Definition 1.2.5. A subspace L of a Krein space V , [·, ·] is said to be nonpositive if
[ f , f ] ≤ 0 for all f ∈ L . It is said uniformly negative if there exists δ > 0 such that
[ f , f ] ≤ −δ‖ f‖2, for all f ∈ L , where ‖ f‖ denotes the norm associated to one of the
fundamental decompositions. It is said maximal nonpositive (resp. maximal uniformly
negative) if it is nonpositive (resp. uniformly negative) and not properly contained in a
subspace of V having the same property.
Analogous definitions, with reversed inequalities can be given in the case of subspaces
(maximal) nonnegative, (maximal) uniformly positive.
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We will mention in Chapter 5 the main results from the theory of indefinite inner product
spaces needed, in the quaternionic setting, in Schur analysis. Here we content ourselves
to mention five important results which are used in Schur analysis. We refer to the book
[216] by Iohvidov, Krein and Langer for proofs of the first three ones, to [259], [262] for
the fourth one, and to [72] for the fifth.

Theorem 1.2.6. The adjoint of a contraction between Pontryagin spaces of same index
is a contraction.

Theorem 1.2.7. A contraction between Pontryagin spaces of same index has a maximal
strictly negative invariant subspace.

Theorem 1.2.8. A densely defined contractive relation between Pontryagin spaces of
same index extends to the graph of an everywhere defined contraction.

Before stating the last two results alluded to above, we need two definitions. The first
definition introduces the notions of negative squares and kernels. It is given in the general
case in which the coefficient space is a Krein space. Note that, in the sequel, we will often
use the symbol K to denote a Krein space (which will often play the role of a coefficient
space) and P to denote a Pontryagin space:

Definition 1.2.9. Let Ω be some set and let K be a Krein space. The B(K )-valued
function K(z,w) defined on Ω×Ω is said to have κ negative squares if it is Hermitian

K(z,w) = K(w,z)[∗], ∀z,w ∈Ω

and if for every choice of N ∈N, c1, . . . ,cN ∈K and w1, . . . ,wN ∈Ω the N×N Hermitian
matrix with (u,v)-entry equal to

[K(wu,wv)cv,cu]K

has at most κ strictly negative eigenvalues, and exactly κ such eigenvalues for some
choice of N,c1, . . . ,cN ,w1, . . . ,wN .
The function is called positive definite if κ = 0, that is if all the above Hermitian matrices
are nonnegative (remark that this standard terminology is a bit unfortunate. Note also that
one uses also the term kernel rather that function).

We will refer to the function K as kernel. An important related notion is the one of repro-
ducing kernel Pontryagin space.

Definition 1.2.10. Let Ω be some set and let K be a Krein space, and let P be a Pontrya-
gin space of K -valued functions defined on Ω. Then P is called a reproducing kernel
Pontryagin space if there exists a B(K )-valued function K(z,w) with the following two
properties: For every c ∈K , w ∈Ω and F ∈P ,
(1) The function z 7→ K(z,w)c belongs to P .
(2) It holds that

[F,K(·,w)c]P = [F(w),c]K . (1.11)
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The function K(z,w) is called the reproducing kernel of the space. It is Hermitian. We
say that K has finite rank if the associated reproducing kernel Pontryagin space is finite
dimensional. By Riesz’ representation theorem it is uniquely defined. The following the-
orem relates the two above definitions, and originates with the work of Aronszajn [76, 77]
in the case of positive definite kernels and Schwartz [259] and Sorjonen [262] in the case
of negative squares. See also [47, Theorem 1.1.3, p. 7] for a proof.

Theorem 1.2.11. Let Ω ⊆ C be some set and let K be a Krein space. There is a one-
to-one correspondence between reproducing kernel Pontryagin spaces of K -valued func-
tions defined on Ω and B(K )-valued functions having a finite number of negative squares
in Ω.

Remark 1.2.12. The function K(z,w) has κ negative squares in Ω if and only if it can be
written as a difference K(z,w) = K+(z,w)−K−(z,w), where both K+(z,w) and K−(z,w)
are positive definite in Ω and moreover K− has rank κ .
The above theorem fails for reproducing kernel Krein spaces. Schwartz proved that there
is an onto (but not one-to-one) correspondence between reproducing kernel Krein spaces
and Hermitian functions which are differences of positive definite functions on Ω. See
[259] and [9] for counterexamples.

Definition 1.2.13. Let A be a self-adjoint operator in a Pontryagin space P . We say that
A has κ negative squares, and write κ = ν−(A) if the function K( f ,g) = [A f ,g]P has κ

negative squares.

Theorem 1.2.14. Let A be a bounded, self-adjoint operator from the Pontryagin space P
into itself, which has a finite number of negative squares. Then, there exists a Pontryagin
space P1 with indP1 = ν−(A), and a bounded right linear operator T from P into P1
such that

A = T [∗]T.

1.3 The Wiener algebra

The Wiener algebra of the unit circle was introduced in the thirties of the previous century
by Wiener in [275] and plays an important role in harmonic analysis. It lies between the
algebra of rational functions analytic on the unit circle T and L∞(T). Later on, it has
been realized that the fact that its elements are continuous on the unit circle and the
algebra structure makes a number of problems such as the Nehari extension problem, see
Section 1.4, or the Carathéodory-Fejér interpolation problem, see for Theorem 1.5.2) best
understood in its setting.

Definition 1.3.1. The Wiener algebra of the unit circle W r×r (we will write W when
r = 1) consists of the functions of the form

f (eit) = ∑
u∈Z

fueiut
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where fu ∈ Cr×r and

∑
u∈Z
‖ fu‖< ∞, (1.12)

where ‖ · ‖ denotes the operator norm.

There is also a version of the Wiener algebra for the real line. Since we will not consider
it here, we will just write Wiener algebra rather than the more precise Wiener algebra of
the circle.

Remark 1.3.2. It is useful to note that the product is jointly continuous in the two variables
in the Wiener algebras. It is also useful to note that the function t 7→ ( f (eit))∗ belongs to
W r×r when f belongs to W r×r.

The space W r×r with pointwise multiplication and norm (1.12) is a Banach algebra of
functions continuous on the unit circle. Rational functions without poles on the unit circle
belong to W . This can be seen using the partial fraction expansion of the given function.
We note that any rational function without poles on T is in the space L∞(T).
We denote by W r×r

+ (resp. W r×r
− ) the subalgebras of functions f for which fu = 0 for

u < 0 (resp. fu = 0 for u > 0). Elements of W r×r
+ are analytic in the open unit disk, and

continuous in the closed unit disk, while elements of W r×r
− are analytic in the exterior of

the closed unit disk, and continuous in the complement of the open unit disk.

The celebrated Wiener-Lévy theorem, see [275], [235, Théorème V, p. 10], characterizes
invertible elements of W . In the case of matrix-valued functions it takes the form:

Theorem 1.3.3. A function f ∈ W r×r is invertible in this algebra if and only if it is
pointwise invertible:

det f (eit) 6= 0, ∀t ∈ R.

Similarly, f ∈ W r×r
+ (resp. in W r×r

− ) is invertible in W r×r
+ (resp. in W r×r

− ) if and only
if det f (z) 6= 0 for all z in the closed unit disk (resp. in the complement of the open unit
disk).

An important notion is that of Wiener-Hopf factorization:

Definition 1.3.4. The function f ∈W r×r admits a left (resp. right) Wiener-Hopf factor-
ization if it can be written as

f = f+ f− (resp. f = f− f+)

where f+ and its inverse belong to W r×r
+ and f− and its inverse belong to W r×r

− .

This notion plays an important role in a number of topics, of which we mention (in the
setting of the continuous Wiener algebra) singular integral equations and convolution
integral equations. See for instance [207]. In the present work we will see an example of
such factorization for the scattering matrix function; see Theorem 3.3.7.
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1.4 The Nehari extension problem
The Nehari extension problem originates with Nehari’s paper [239] and is as follows:

Problem 1.4.1. Given complex numbers . . . , f−2, f−1, f0, find a necessary and sufficient
condition for numbers f1, f2, . . . to exist such that the a priori formal series f (eit) =

∑n∈Z fneint is such that
sup

t∈[0,2π]

|∑
n∈Z

fneint |< ∞.

Of particular interest is the case where the above supremum is strictly less than 1; another
case of interest is when the function f takes almost everywhere unitary values on the unit
circle. Nehari proved that the problem is solvable if and only if the infinite Hankel matrix

Γ =


f0 f−1 · · ·

f−1 f−2 · · ·
...

...
...

...


defines a bounded operator from `2 into itself. Nehari did not describe the set of all so-
lutions of these various versions of the problem. This was addressed later, for example
in the works of Adamyan, Arov and Krein (see [3, 4, 5]), Dym and Gohberg [170, 171],
Arov and Dym [78] and others. A description of the set of all strictly contractive solutions
in the setting of the Wiener algebra, using the band method, can be found in [205, Chapter
XXXV.4, p. 956].
Nehari’s problem has applications in H∞-control theory; see for instance [162], [176, p.
247], [178].
The problem is better understood if one considers a family of Nehari extension problems,
rather than an isolated one. More precisely, and in the setting of the Wiener algebra, we
set:

Problem 1.4.2. Given n ∈ N0, and given r× r matrices fu,u =−n,−n−1, . . . such that

−∞

∑
u=−n

‖ fu‖< ∞

find a necessary and sufficient condition for r× r matrices fu,u = −n+ 1,−n+ 2, . . . to
exist, such that

∞

∑
u=−n+1

‖ fu‖< ∞

and
W (eit)(W (eit))∗ < Ir, t ∈ [0,2π]

where W (eit) = ∑u∈Z fneiut .
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To solve this problem one needs first to introduce the block Hankel operator

Γn =


f−n f−n−1 · · ·

f−n−1 f−n−2 · · ·
...

...
...

...

 , n = 0,1, . . . (1.13)

To present the solution of Problem 1.4.2 we first need some preliminary definitions (see
[205]): Let

e =


Ir
0
0
...

 ∈ `r×r
2 ,

consider the solutions an,bn,cn,dn ∈ `r×r
2 of the equations(

I`r×r
2

−Γn

−Γ∗n I`r×r
2

)(
an
bn

)
=

(
e
0

)
and

(
I`r×r

2
−Γn

−Γ∗n I`r×r
2

)(
cn
dn

)
=

(
0
e

)
, (1.14)

and set

αn(z) = an0 +an1z−1 + · · ·
βn(z) = bn0 +bn1z−1 + · · ·
γn(z) = cn0 + cn1z+ · · ·
δn(z) = dn0 +dn1z+ · · ·

(1.15)

It is known that α±n ∈W−, βn ∈W− and δ±n ∈W+ and γn ∈W+.

Theorem 1.4.3. A necessary and sufficient condition for the Nehari extension problem
to be solvable is that ‖Γn‖ < 1. When this condition holds, the set of all solutions is
described as follows. A function f is a solution of the Nehari extension problem if and
only if it can be written as

f (z) = (αn(z)a
−1/2
n0 e(z)+βn(z)d

−1/2
n0 )(γn(z)a

−1/2
n0 e(z)+δn(z)d

−1/2
n0 )−1,

where e varies in the functions of W r×r taking strictly contractive values on the unit
circle.

The functions

Hn(z)

(
a−1/2

n0 0
0 d−1/2

n0

)
with

Hn(z) =
(

αn(z) βn(z)
γn(z) δn(z)

)
(1.16)
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have a specific boundary property, called J0-unitarity (with J0 as in (1.22)). Since we con-
sider these facts only in the rational case we postpone the discussion to Chapter 2. For
more information we refer to [204, 205]. Furthermore, the functions Hn(z) form a discrete
linear system. See Section 3.3 for the definition and discussion of this aspect.

We conclude this section with connecting a special case of the Nehari extension prob-
lem with the Carathéodory-Fejér problem interpolation for Schur functions (see Problem
3.2.1). More precisely, assume that in Problem 1.4.1 we have f−N−1 = f−N−2 = · · ·= 0.
Then f (z) = ∑

∞
n=−N fnzn satisfies supz∈T | f (z)| ≤ 1 if and only if the function zN f (z) is

a Schur function, and thus the problem is then equivalent to finding all Schur functions
whose Taylor series at the origin begins with ∑

N
n=0 fn−Nzn.

1.5 The Carathéodory-Toeplitz extension problem
The Carathéodory-Toeplitz extension problem can be set as follows:

Problem 1.5.1. Given r× r matrices t−n, t−(n−1), . . . , t0, t1, . . . , tn such that t j = t∗− j, j =
0,1, . . . ,n:
(1) Find a necessary and sufficient condition for matrices tn+1, . . . , to exist such that all
Toeplitz matrices Tm = (ti− j)i, j=0,...,m satisfy

Tm > 0, m = n+1, n+2, . . . .

(2) Describe the set of all solutions when this condition holds.

In the scalar case, one way to solve this problem is by one-step extensions. Given Tm > 0
find all tm+1 ∈ C such that

Tm+1 =


Tm

tm+1
tm
...
t1

tm+1 tm · · · t1 t0

> 0.

Using Schur complements it is easy to check that the tm+1 varies in the open disk with

center amT−1
m−1bm and radius

√
(t0−b∗mT−1

m−1bm)(t0−amT−1
m−1a∗m), where

am =
(
t1 · · · tm

)
and bm =

tm
...
t1

 .

It follows from this analysis that, in the scalar case, a necessary and sufficient condition
for Problem 1.5.1 to have a solution is that Tn > 0. This condition is still necessary and
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sufficient in the matrix-valued case. Assuming now this condition, we present a solution
to Problem 1.5.1 in terms of a linear fractional transformation. We set

T−1
n = (γ

(n)
i j )i, j=1,n

where the blocks γ
(n)
i j ∈ Cr×r. We set (see [168, p. 80])

An(z) =
n

∑
`=0

z`γ(n)`0 ,

Cn(z) =
n

∑
`=0

z`γ(n)`n ,

A◦n(z) = 2Ir−
n

∑
`=0

p`(z)γ
(n)
`0 ,

C◦n(z) =
n

∑
`=0

p`(z)γ
(n)
`n ,

where p`(z) = z`t0 +2∑
`
s=1 z`−st∗s .

In order to describe the solutions of the problem it is necessary to first associate to a
(potential solution) the function

Φ(z) = t0 +2
∞

∑
u=1

t−uzn.

The conditions Tm > 0 for m = n,n+1, . . . force the matrices tm to be uniformly bounded
in norm, and thus Φ(z) converges in D. Furthermore, we have the formula

Φ(z)+Φ(w)∗

2(1− zw)
=

∞

∑
n,m=0

znwmtn−m, z,w ∈ D. (1.17)

The function Φ will be analytic and with a positive real part in the open unit disk if and
only if the sequence t0, . . . , tn, tn+1, . . . is a solution to the given extension problem. Hence
the given sequence is a solution to the Carathéodory-Toeplitz extension problem if and
only if the corresponding function Φ is such that

Φ(z) = t0 +2t−1z+ · · ·+2t−nzn︸ ︷︷ ︸
fixed

+2t−(n+1)z
n+1 + · · ·

This is the Carathéodory-Fejér interpolation problem for matrix-valued Carathéodory
functions (see also Problem 3.2.1). The next theorem describes the set of all solutions
in the Wiener algebra, and is taken from Dym’s paper [168].

Theorem 1.5.2. The linear fractional transformation

Φ(z) = (A◦n(z)− zC◦n(z)G(z))(An(z)+ zCn(z)G(z))−1
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describes the set of all solutions of the Carathéodory-Fejér problem which belong to the
Wiener class W r×rwhen G varies in the class of elements of W r×r

+ which are moreover
strictly contractive on the unit circle.

1.6 Various classes of functions and realization theorems
In this section we introduce various families of meromorphic functions and associated
reproducing kernel Pontryagin spaces which play an important role in Schur analysis and
in the present book. The parallel section in the slice hyperholomorphic setting is Section
8.1. The reader should be aware that some other important families are not or barely
considered here, both in the classical and in the quaternionic setting. For instance we will
not study here Hilbert spaces of entire functions of the type introduced by de Branges,
partially in collaboration with Rovnyak (see [156, 172, 173]).

Definition 1.6.1. Let P1 and P2 be two Pontryagin spaces of same index. The B(P1,P2)-
valued function S meromorphic in an open subset Ω of the unit disk is called a generalized
Schur function if the kernel

IP2 −S(z)S(w)[∗]

1− zw
(1.18)

has a finite number κ of negative squares in Ω.
The class containing such functions is denoted by Sκ(P1,P2) or simply Sκ(P) when
P1 = P2 = P .

One can use the Hilbert space structures of the coefficient spaces associated to some pre-
assigned fundamental decomposition, with associated signature operators J1 and J2. Then,
(1.18) takes the form

J2−S(z)J1S(w)∗

1− zw
. (1.19)

Such functions S appear as characteristic operator functions of operators, and also as
coefficient matrices allowing to describe the solutions of some underlying problem in
terms of a linear fractional transformation.

Definition 1.6.2. Let P be a Pontryagin space. The B(P)-valued function Φ mero-
morphic in an open subset Ω of the open unit disk is called a generalized Carathéodory
function if the kernel

Φ(z)+Φ(w)[∗]

1− zw
(1.20)

has a finite number, say κ , of negative squares in Ω.
The class containing such functions is denoted by Cκ(P1,P2) or simply Cκ(P) when
P1 = P2 = P .

Such functions Φ appear in particular in operator models for pairs of unitary operators.
In Definitions 1.6.1 and 1.6.2 one could consider Krein spaces as coefficient spaces, but
the main realization theorems hold only in the case where the coefficient spaces are Pon-
tryagin spaces of same index.
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Definition 1.6.3. Let P be a Pontryagin space. The pair of B(P)-valued functions
(E+,E−) analytic in some open subset of the extended complex plane symmetric with
respect to the unit circle is called a de Branges pair if the kernel

E+(z)E+(w)[∗]−E−(z)E−(w)[∗]

1− zw

has a finite number of negative squares in Ω.

An important tool in the arguments in Schur analysis in the operator-valued case is a
factorization result for positive kernels of the form

A(z)A(w)[∗]−B(z)B(w)[∗]

1− zw

where A and B are analytic and operator-valued. This factorization is originally due to
Leech, see [232]. For the case of bounded operator-valued analytic functions we refer to
[249, Theorem 2, p. 134] and [250, p. 107] (these last works are based on the commutant
lifting theorem).
These various kernels, and the associated reproducing kernel Pontryagin spaces, can also
be considered in the open right half-plane Cr, when the denominator 1−zw is replaced by
2π(z+w) (the 2π factor is to make easier the use of Cauchy’s formula in Cr). The kernel
corresponding to (1.20) plays then an important role in models for pairs of self-adjoint
operators.

In every case the associated reproducing kernel Pontryagin space is a state space for a
realization of the given function. We give two examples in Theorems 1.6.4 and 1.6.6.
These various kernels, and others, are part of a general family of kernels. To describe this
family, we first consider a pair (a,b) of functions analytic in some connected open set Ω

and such that the sets

Ω+ = {z ∈Ω ; |b(z)|< |a(z)|} and Ω− = {z ∈Ω ; |b(z)|> |a(z)|}

are both non-empty. Then

Ω0 = {z ∈Ω ; |b(z)|= |a(z)|}

is also non-empty (this is a simple, but nice, exercise in complex variable, see for instance
[12, Exercise 4.1.12, p. 148]). Let

ρw(z) = a(z)a(w)−b(z)b(w).

The kernel
1

ρw(z)
is positive definite in Ω+. For instance, the case where

a(z) =
1+ z√

2
and b(z) =

1− z√
2
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corresponds to the case of the open right half-plane, Ω+ = Cr.

Let now J ∈ B(P1) be a signature operator, and X be a B(P1,P2)-valued function
analytic in an open subset U of Ω+. The kernels described above are all of the form

K(z,w) =
X(z)JX(w)∗

ρw(z)
. (1.21)

A general Schur algorithm for such kernels (in the matrix-valued case) has been devel-
oped in a series of papers which includes [54, 55]. The related one point interpolation
problem was studied in [45] when K is complex-valued (as opposed to matrix-valued).

The functions defined above and the associated reproducing kernel Pontryagin spaces
play an important role in operator theory and related topics. These applications originate
with the works of de Branges and Rovnyak, see [105, 106]. We mention in particular the
following applications:

1. Operator models

2. Prediction theory of Gaussian stochastic processes.

3. Inverse scattering problem.

4. Interpolation problems for Schur functions.

In the present work we consider the counterparts, in the setting of slice hyperholomorphic
functions, of some of these kernels individually. The general theory of reproducing kernel
Pontryagin spaces with reproducing kernel (1.21) uses interpolation of operator-valued
Schur functions and a factorization theorem for analytic functions due to Leech (see [233,
220] for the latter).
The case of finite dimensional spaces is of particular importance. Early (and sometimes
implicit) instances of the corresponding functions (1.19) with J1 and J2 equal to

J0 =

(
1 0
0 −1

)
(1.22)

appear in Schur’s papers [257, 258] and in the paper [116].

We now conclude with the realization theorems mentioned above. Let F be an operator-
valued function analytic in a neighborhood of the origin. A realization of F centered at
the origin is an expression of the form

F(z) = D+ zC(I− zA)−1B,

where D = F(0) and where A,B and C are operators between appropriate spaces. The
space where the operator A acts is called the state space of the realization. Functions
associated to kernels defined in Section 1.6 admit realizations in terms of the associated
reproducing kernel spaces.
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Theorem 1.6.4. Let S ∈ Sκ(P1,P2), where P1 and P2 are Pontryagin spaces with
same index κ , and let P(S) be the associated reproducing kernel Pontryagin space with
reproducing kernel (1.18). Then

S(z) = D+ zC(IP(S)− zA)−1B,

where the operator matrix(
A B
C D

)
: P(S)⊕P1 −→ P(S)⊕P2 (1.23)

is defined by

A f (z) =


f (z)− f (0)

z
, z 6= 0,

f ′(0), z = 0,

Bc1(z) =
S(z)−S(0)

z
c1,

C f = f (0),
Dc1 = S(0)c1,

(1.24)

where c1 ∈P1. Furthermore, the realization is coisometric and observable, meaning that(
A B
C D

)(
A B
C D

)[∗]
=

(
IP(S) 0

0 IP2

)
and

∞⋂
n=0

kerCAn = {0} . (1.25)

A proof of Theorem 1.6.4 can be found in [47]. We do not repeat it here since we give a
proof of the quaternionic counterpart of it in the sequel. It is useful to recall the formula

KS(z,w) =C(I− zA)−1(I−wA[∗])−1C[∗]

for the reproducing kernel of P(S).

Definition 1.6.5. The operator A in (1.24) is called the backward-shift operator, and is
usually denoted by R0:

R0 f (z) =


f (z)− f (0)

z
, z 6= 0,

f ′(0), z = 0,
(1.26)

for an operator-valued function analytic in a neighborhood of the origin.

Often, as in the next theorem, we do not write out the value at the origin, and simply set

R0 f (z) =
f (z)− f (0)

z
. We now recall the realization result for generalized Carathéodory

functions.
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Theorem 1.6.6. Let Φ ∈ Cκ(P), where P is a Pontryagin space, and let P(Φ) be the
associated reproducing kernel Pontryagin space with reproducing kernel (1.18). Then

Φ(z) = D+ zC(IP(Φ)− zA)−1B,

where

A f (z) =
f (z)− f (0)

z
,

C f = f (0),

Bc(z) =
Φ(z)−Φ(0)

z
c,

Dc =
1
2
(Φ(0)−Φ(0)∗)c.

Furthermore A is coisometric and the pair (C,A) is observable,

AA[∗] = I and
∞⋂

n=0

kerCAn = {0} . (1.27)

Remark 1.6.7. In the above theorems the realization is the celebrated backward-shift re-
alization. This realization appears also in the next section in Theorem 2.1.1 and in other
places in the book. Realizations for the analogous functions defined in the right half-plane
are more involved. We will not recall them for the complex-valued case, but present them
in later sections in the setting of slice hyperholomorphic functions.



Chapter 2

Rational functions

Since this book is intended to (at least) two different audiences we recall in the present
chapter the main features of realization theory for matrix-valued rational functions (that is,
of matrices whose entries are quotient of polynomials). Note that realization of elements
in certain classes of operator-valued analytic functions have been considered in Section
1.6.

2.1 Rational functions and minimal realizations
The theory of realization of rational, and more generally analytic and possibly operator-
valued functions, plays an important role in classical operator theory and in related fields.
The starting point is the following result, a proof of which is outlined after Definition
2.1.2.

Theorem 2.1.1. Let r be a Cn×m-valued rational function analytic at the origin. Then r
can be written in the form

r(z) = D+ zC(IN− zA)−1B (2.1)

where D = r(0) and (A,B,C) ∈ CN×N×CN×m×Cn×N for some N ∈ N.

Definition 2.1.2. Expression (2.1) is called a realization of r centered at the origin. The
realization is called minimal if N is minimal.

We have:

Proposition 2.1.3. A realization is minimal if and only if the following two conditions
hold:

1. The pair (C,A) is observable, meaning that

N−1⋂
u=0

kerCAu = {0} (2.2)
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and

2. The pair (A,B) is controllable, meaning that

N−1⋃
u=0

ranAuB = CN . (2.3)

Note that condition (2.2) is a special case of the second condition in (1.25) when A is a
N×N matrix, as is seen by using Cayley-Hamilton theorem.

A minimal realization is unique up to a similarity matrix, that is up to a transformation of
the form (

A B
C D

)
7→
(

S 0
0 In

)(
A B
C D

)(
S−1 0

0 Im

)
where S ∈ CN×N is invertible. We will not give a proof of these last facts, but will focus
on Theorem 2.1.1 instead.
There are various ways to prove Theorem 2.1.1. One is given in [12, Exercise 7.5.3, p.
329] (see in particular the hints given after the exercise). We here outline a proof which
exhibits an important realization, called the backward-shift realization. This realization
has also the advantage (in the rational case) to be minimal.

Outline of the proof of Theorem 2.1.1: The backward-shift realization. We note that the
linear span M (r) of the functions

z 7→ (Ru
0rc)(z), c ∈ Cm and u = 1,2, . . . ,

where R0 is defined by (1.26), is R0-invariant by construction, and is finite dimensional
since r is rational. To verify this last point, assume without loss of generality that r is
scalar-valued, and consider the partial fraction expansion of r. It is a sum of a polynomial

and of functions of the form
1

(z+a)t where a ∈ C and t ∈ N. The finite dimensionality

claim follows from the formulas

R0

(
1

(z+a)t

)
=

t−1

∑
u=1

1
(z+a)t−uau and R0zt = zt−1.

In particular the function R0rc belongs to M (r) for c ∈ Cm. It is then easy to check that
(2.1) is in force with A,B,C and D as in Theorem 1.6.4. �

As a consequence we have:

Theorem 2.1.4. Let r be a Cn×m-valued rational function analytic at infinity. Then r can
be written in the form

r(z) = D+C(zIN−A)−1B (2.4)

where D = r(∞) and (A,B,C) ∈ CN×N×CN×m×Cn×N for some N ∈ N.
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It is of interest to pass from a realization (2.1) to a realization (2.4). Starting from (2.1)
and assuming A invertible this is done as follows:

r(z) = D+ zC(IN− zA)−1B

= D+ zCA−1(A−1− zIN)
−1B

= D+CA−1(A−1− zIN)
−1(zIN−A−1 +A−1)B

= D−CA−1B−CA−1(zIN−A−1)−1A−1B. (2.5)

By renaming the various matrices we have (2.4).
We now recall two important formulas related to inverse and product of realizations, see
for instance [94]. We provide the proof since the argument is the same when the matrices
have quaternionic entries and z is restricted to be real. See Theorems 9.1.4 and 9.1.6. We
will use these formulas in such a context in various places in the book, see for instance
the proof of Theorem 9.1.8.

Proposition 2.1.5. Let
r(z) = D+ zC(I− zA)−1B,

where A,B,C and D are matrices with entries in C and of appropriate sizes, be a realiza-
tion of the rational function r, and assume that D is invertible. Then,

r(z)−1 = D−1− zD−1C(I− zA×)−1BD−1, (2.6)

with
A× = A−BD−1C. (2.7)

Proof. Write
r(z) = D(I + zD−1C(I− zA)−1B).

The formula is then a consequence of the well known formula

(I−ab)−1 = I +a(I−ba)−1b (2.8)

(where a,b are matrices of appropriate sizes) with

a =−zD−1C and b = (I− zA)−1B.

Then

(I + zD−1C(I− zA)−1B)−1 =

= I− zD−1C(I +(I− zA)−1BzD−1C)−1(I− zA)−1B

= I− zD−1C(I− zA×)−1B.

�
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Remark 2.1.6. Formulas (2.6) and (2.5) can be written as involution maps on matrices as(
A B
C D

)
7→
(

A−BD−1C BD−1

−D−1C D−1

)
,

and (
A B
C D

)
7→
(

A−1 A−1B
−CA−1 D−CA−1B

)
.

Remark 2.1.7. The transformations r 7→ r−1 and A 7→ A× have a flavor of perturbation
theory. This is indeed the case when r has a positive real part in a half-plane or in the disk,
see [105, 107] and [59, 60, 214].

Proposition 2.1.8. Let

r j(z) = D j + zC j(IN j − zA j)
−1B j, j = 1,2,

be two functions admitting realizations of the form (2.1). Let r1, r2 be Cm×n and Cn×u-
valued, respectively. Then the Cm×u-valued function r1r2 can be written in the form (2.1),
with D = D1D2 and

A =

(
A1 B1C2
0 A2

)
, B =

(
B1D2

B2

)
, C =

(
C1 D1C2

)
. (2.9)

When considering matrix-valued functions, addition is a particular case of multiplication:
given r1 and r2 two Cn×m-valued functions we have

r1(z)+ r2(z) =
(
r1(z) In

)( Im
r2(z)

)
.

Thus, as a corollary of Proposition 2.1.8 we obtain the realization formula for the sum
r1 + r2 (see for instance [12, (7.5.5) p. 330]):

r1(z)+ r2(z) =

= (D1 +D2)+ z
(
C1 C2

)(
IN1+N2 − z

(
A1 0
0 A2

))−1(B1
B2

)
.

(2.10)

2.2 Minimal factorization
Let r1 and r2 be two Cn×n-valued rational functions analytic at the origin. The factoriza-
tion r = r1r2 of the r into a product of two other Cn×n-valued rational functions r1 and r2
if called minimal if

degr = degr1 +degr2.

Minimal factorizations were characterized in [93, 94]. To present next Theorem 2.2.2, we
first recall the notion of supporting projection.
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Definition 2.2.1. Let r be a Cn×n-valued rational function analytic at the origin and as-
sume r(0) invertible. Let r(z) = D+ zC(IN − zA)−1B be a minimal realization of r. Let
M and N be a pair of subspaces of CN such that

AM ⊂ M and A×N ⊂ N ,

and assume
CN = M +N , M ∩N = {0} .

The projection π from CN on M parallel to N is called a supporting projection.

Theorem 2.2.2. Let r be a Cn×n-valued rational function analytic at the origin and as-
sume r(0) invertible. Let r(z) = D+ zC(IN − zA)−1B be a minimal realization of r. Then,
r = r1r2 is a minimal factorization if and only if there exists a supporting projection π

and invertible matrices D1 and D2 such that

r1(z) = D1 +Cz(IN− zA)−1(IN−π)BD−1
2 , (2.11)

r2(z) = D2 + zD−1
1 Cπ(IN− zA)−1B. (2.12)

We note that a rational matrix function may lack non-trivial minimal (square) factoriza-
tions, as the classical example

r(z) =
(

1 z2

0 1

)
. (2.13)

Indeed a minimal realization of the function r is given by

r(z) =
(

1 0
0 1

)
+ z
(

1 0
0 0

)(
I− z

(
0 1
0 0

))−1(0 0
0 1

)
,

and so

A× = A =

(
0 1
0 0

)
.

The matrix A has only one non-trivial invariant subspace, and so there exists no non trivial
supporting projection.

As we will explain in the sequel, a large part of the theory of realization of rational func-
tions extend to the setting of slice hyperholomorphic functions. In this short section we
point out in particular a point, the notion of degree, which do not, seemingly, extend to
the quaternionic setting. Not surprisingly this difference pertains to the notion of singu-
larities. In the complex case, given a rational function with pole at the point z0 ∈ C one
considers the Laurent expansion at z0

r(z) =
q

∑
u=1

r−u

(z− z0)u + s(z),

where s is analytic at z0.
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Definition 2.2.3. The local degree at z0 is the rank of the upper triangular block Toeplitz
matrix

H =


r−q r−q+1 · · · · · · r−1

0 r−q
...

...
. . .

...
0 · · · r−q


and similarly for the point ∞, see [94, p. 77].
The McMillan degree of r is then equal, by definition, to the sum of the local degrees over
the Riemann sphere.

It is worthwhile to note that the McMillan degree is the dimension of any minimal real-
ization.

In a minimal realization centered at infinity, that is of the form (2.4), the spectrum of the
main operator A coincides with the poles of the given rational function.

We also note, and we elaborate on this point later, that the notion of J-unitarity cannot be
extended in a straightforward way, since point-evaluation is not multiplicative in the slice
hyperholomorphic setting.

2.3 Rational functions J-unitary on the imaginary line
Let J ∈ Cn×n be a signature matrix

J = J∗ = J−1,

and set

KΘ(z,w) =
J−Θ(z)JΘ(w)∗

z+w
,

where Θ is analytic in some subset Ω(Θ) of the plane. We let P(Θ) denote the linear
span of the functions

z 7→ KΘ(z,w)c

when w runs through Ω(Θ) and c runs through Cn.

The following result is taken from [57, Theorem 2.1, p. 179]. The case of the real line is
considered in [43, §5]. We give a proof of this result in the quaternionic setting in Section
9.

Theorem 2.3.1. Let Θ be a Cn×n-valued function analytic at infinity, with minimal real-
ization

Θ(z) = D+C(zI−A)−1B.
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Then the following are equivalent:
(1) The function Θ is J-unitary on the imaginary line, meaning that

Θ(z)JΘ(z)∗ = J, ∀z ∈Ω(Θ)∩ iR. (2.14)

(2) The space P(Θ) is finite dimensional.
(3) D is J-unitary (that is D∗JD = J) and there exists a (uniquely defined invertible)
Hermitian matrix H such that

A∗H +HA =−C∗JC,

B =−H−1C∗JD.
(2.15)

This theorem can be proved in two different ways. One can use the finite dimensional
reproducing kernel Pontryagin space with reproducing kernel KΘ(z,w) (see [52]) as state
space for the backward shift realization. One can also rewrite (2.14) as

Θ(z)−1 = JΘ(−z)∗J

and use the fact that the corresponding two minimal realizations are similar. See [57].
Furthermore, one can prove the formulas

Θ(z) = (In−C(zI−A)−1H−1C∗J)D, (2.16)
J−Θ(z)JΘ(w)∗

z+w
= C(zI−A)−1H−1(wI−A)−∗C∗. (2.17)

Definition 2.3.2. The rational function Θ will be called J-inner when H > 0.

Remark 2.3.3. An important problem for J-unitary rational functions is the characteriza-
tion of minimal factorizations, where both factors are themselves J-unitary. In the positive
case (that is, when the function is J-inner), elementary factors have been characterized by
Potapov. See [245]. In the general case, minimal factorizations have been characterized
in [57].

When J = Im, a special factorization exists and Θ turns out to be a finite Blaschke product.
The following is a very particular case of a result of Krein and Langer, see [227].

Theorem 2.3.4. A rational function Θ is unitary on the real line if and only if it can be
written as Θ = B1B−1

2 where B1 and B2 are (finite) Blaschke products.

Remark 2.3.5. We note that rational J-inner functions play a key role in interpolation the-
ory for functions analytic and contractive in the open right half-plane (Schur functions of
the right half-plane). More generally, rational J-unitary functions play a role in interpo-
lation theory for generalized Schur functions (of the right half-plane). They also appear
in the theory of canonical differential systems with rational spectral data, see for instance
[64, 206].
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In the previous analysis the special case

J =

(
0 In
In 0

)
and Θ(z) =

(
In Φ(z)
0 In

)
where Φ(z) is a Cn×n-valued rational function leads to the following results (see [57,
Theorem 4.1, p. 210]).

Theorem 2.3.6. Let Φ be a Cn×n-rational function analytic at infinity, and let Φ(z) =
D+C(zIN−A)−1B be a minimal realization of Φ. Then the following are equivalent:
(1) Φ takes anti self-adjoint values on the imaginary line.
(2) The matrix D is anti self-adjoint and there exists an invertible Hermitian matrix H
such that

A∗H +HA = 0,
C = B∗H.

We note the formula

Φ(z)+Φ(w)∗

z+w
=C(zIN−A)−1H−1(wIN−A)−∗C∗, z,w ∈ ρ(A), (2.18)

where ρ(A) is the resolvent set of A. The matrix H in the theorem is uniquely defined
from the given realization, and is called the associated Hermitian matrix to the given
realization.

2.4 Rational functions J-unitary on the circle

Let J ∈ Cn×n be a signature matrix and let Θ be a rational Cn×n-valued function, with
domain of definition Ω(Θ). Let

KΘ(z,w) =
J−Θ(z)JΘ(w)∗

1− zw
,

and let P(Θ) denote the linear span of the functions

z 7→ KΘ(z,w)c

when w runs through Ω(Θ) and c runs through Cn. The space P(Θ) can of course be
infinite dimensional, as the example n = 1, J = 1 and Θ = 0 illustrates trivially. The next
theorem characterizes the case where P(Θ) is finite dimensional (see [52, 57]). Note that
we consider the case of functions analytic at the origin, while Theorem 2.3.1 considered,
for the imaginary line case, functions analytic at infinity.
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Theorem 2.4.1. Let Θ be a Cn×n-valued function analytic at the origin and at infinity,
with minimal realization

Θ(z) = D+ zC(I− zA)−1B.

Then the following are equivalent:
(1) The function Θ is J-unitary on the unit circle, meaning that

Θ(z)JΘ(z)∗ = J, ∀z ∈Ω(Θ)∩T. (2.19)

(2) The space P(Θ) is finite dimensional.
(3) There exists a (uniquely defined invertible) Hermitian matrix H such that(

A B
C D

)∗(H 0
0 J

)(
A B
C D

)
=

(
H 0
0 J

)
.

This theorem can be proved as follows. One can rewrite (2.19) as

Θ(z)−1 = JΘ

(
1
z

)∗
J

and compare minimal realizations. Note that in this approach one needs to assume Θ

analytic at infinity as well, or equivalently, Θ invertible at the origin. One can also use
the finite dimensional reproducing kernel Pontryagin space with reproducing kernel KΘ

as a state space for the backward shift realization. Finally, one can specialize the results
of [47] for Θ for which the associated space P(Θ) is finite dimensional, of dimension m.
A formula for Θ is given by

Θ(z) = In− (1− zw0)C(Im− zA)−1H−1(Im−w0A)−∗C∗J. (2.20)

where w0 ∈ T is such that (Im−w0A) is invertible. We also note the formula

C(Im− zA)−1H−1(Im−wA)−∗C∗ =
J−Θ(z)JΘ(w)∗

1− zw
, (2.21)

where z and w are such that the matrices (Im− zA) and (Im−wA) are invertible,
Blaschke products and rational J-inner functions are defined in a way similar to Defini-
tion 2.3.2. We note that Theorem 2.3.4 was proved first in the setting of the disk.

The counterpart of Theorem 2.3.6 is:

Theorem 2.4.2. Let Φ be a Cn×n-rational function analytic at the origin, and let Φ(z) =
D+ zC(IN− zA)−1B be a minimal realization of Φ. Then the following are equivalent:
(1) Φ takes anti self-adjoint values on the unit circle.
(2) The matrix D is anti self-adjoint and there exists an invertible Hermitian matrix H
such that

A∗HA = H,

C = B∗H.
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As in Theorem 2.3.6 the matrix H in the theorem is uniquely defined from the given
realization, and is called the associated Hermitian matrix to the given realization. We
have the formulas

Φ(z) = D+
1
2

C(IN− zA)−1(IN + zA)H−1C∗

= D+
1
2

CH−1C∗+ zC(IN− zA)−1H−1C,

(2.22)

and
Φ(z)+Φ(w)∗

1− zw
=C(IN− zA)−1H−1(IN−wA)−∗C∗, (2.23)

for z and w in the domain of analyticity of Φ.

Remarks 2.3.3 and 2.3.5 hold also for the circle case. With J0 as in (1.22), rational J0-inner
function play a key role in interpolation theory for functions analytic and contractive in the
open unit disk (Schur functions). More generally, rational J0-unitary function play a role
in interpolation theory for generalized Schur functions; see for instance [116, 158, 14].
They also appear in the theory of first order discrete systems with rational spectral data.
This corresponds to the case where the fn in Problem 1.4.2 are of the form

fn = canb,

where a,b and c are matrices of suitable sizes. The asymptotic equivalence function is

J0-unitary on the unit circle, with J0 =

(
Ip 0
0 −Ip

)
(for p = q = 1 this is (1.22)), while

the scattering function takes unitary values on the unit circle. See Section 3.3 for the
definition of these functions. At this stage we contend ourselves by extracting an explicit
example of rational J-unitary function from this theory. To that purpose, let Hn be defined
by (1.16). Then the entries of Hn are given by the formulas

αn(z) = Ip + canz(zI−a)−1(I−∆Ωn)
−1

∆a∗nc∗, (2.24)

βn(z) = canz(zI−a)−1(I−∆Ωn)
−1b, (2.25)

γn(z) = b∗(I− za∗)−1(I−Ωn∆)−1a∗nc∗, (2.26)
δn(z) = Ip +b∗(I− za∗)−1(I−Ωn∆)−1

Ωnb, (2.27)

where Ωn and ∆ are the solutions of the Stein equations

∆−a∆a∗ = bb∗,

Ωn−a∗Ωna = a∗nc∗can.

Let

tn = Ip + can(I−∆Ωn)
−1

∆a∗nc∗,

un = Ip +b∗(I−Ωn∆)−1
Ωnb.

Then, the matrices tn and un are strictly positive.
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Theorem 2.4.3. The function

Hn(z)

(
t−1/2
n 0

0 u−1/2
n

)

is J0–unitary on the unit circle, with minimal realization

Hn(z)

(
t−1/2
n 0

0 u−1/2
n

)
=

= Dn ·

(
t−1/2
n 0

0 u−1/2
n

)
+Cn(zI−A)−1Bn ·

(
t−1/2
n 0

0 u−1/2
n

)
.

where

A =

(
a 0
0 a−∗

)
,

Bn =

(
a 0
0 a−∗

)
·
(

(I−∆Ωn)
−1∆ (I−∆Ωn)

−1

−(I−Ωn∆)−1 −(I−Ωn∆)−1Ωn

)
·
(

a∗nc∗ 0
0 b

)
,

Cn =

(
can 0
0 b∗

)
,

Dn =

(
Ip + can(I−∆Ωn)

−1∆a∗nc∗ can(I−∆Ωn)
−1b

0 Ip

)
.

The Hermitian matrix associated to this realization is given by

Xn =

(
−Ωn −I
−I −a∆a∗

)
.

A proof in the rational case was given in [58] (this last paper is devoted to the scalar case,
but the proof given there is still valid in the matrix case). We repeat this proof in Section
10.6 for the case of matrices with quaternionic entries. See Theorem 10.7.5.
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Chapter 3

Schur analysis

As discussed in Chapter 1, functions analytic and contractive in the open unit disk, the
Schur functions, are part of classical mathematics, as is illustrated by the works of Schur
[257, 258], Takagi [265, 266] and Bloch [97], to name a few. They play an important role
in numerous areas of mathematics, and can be characterized in a number of ways. By the
name Schur analysis one means a collection of problems pertaining to Schur functions in
function theory, operator theory and related fields. In this chapter we gather the main as-
pects in this setting useful to the reader in preparation for the quaternionic generalization
presented in this book.

3.1 The Schur algorithm

Via an iterative procedure now called the Schur algorithm, Schur associated in 1917 to a
function s ∈ S a (possibly finite) sequence of numbers in the open unit disk (with addi-
tionally a number of modulus one if the sequence is finite), which uniquely characterizes
s. An important, but not so well known, consequence of the Schur algorithm is a proof of
the power expansion for an analytic function without using integration. See [152, 273].

Recall (see for instance [210, pp. 67-68]) that a function f analytic and bounded in the
open unit disk admits a multiplicative representation f (z)= i(z)o(z) into an inner function
i(z) and an outer function o(z), the inner function being itself a product of a constant c of
modulus 1, a Blaschke product b(z) and of a singular inner function j(z): thus,

f (z) = cb(z) j(z)o(z), z ∈ D
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with

b(z) = zp
∏
n∈J

zn

zn

zn− z
1− znz

,

j(z) = exp
(
− 1

2π

∫
[0,2π]

eit + z
eit − z

dµ(t)
)
,

o(z) = exp
(

1
2π

∫
[0,2π]

eit + z
eit − z

ln | f (eit)|dt
)
.

In these expressions, p ∈ N0, J ⊂ N and the points zn ∈ D \ {0}. Furthermore, dµ is a
finite singular positive measure. When the function at hand is a Schur function, the outer
part is also a Schur function.

The above representation is fundamental in function theory and in operator theory, and ad-
mits generalizations to the matrix-valued and operator-valued cases. See [245, 202, 203].
On the other hand, it does not seem to be the best tool to solve classical interpolation
problems such as the Carathéodory-Fejér interpolation problem. See Definition 3.2.1 for
the latter.

The recursion

ρn = sn(0),

sn+1(z) =


sn(z)− sn(0)

z(1− sn(z)sn(0))
, for, z 6= 0

s′n(0)
1−|sn(0)|2

, for z = 0,

(3.1)

is called Schur algorithm. It can be rewritten in a projective way as

zkn(z)
(
1 −sn+1(z)

)
=
(
1 −sn(z)

)( 1 ρn
ρn 1

)(
z 0
0 1

)
, n = 0,1, . . . , (3.2)

where kn(z) is analytic and invertible in the open unit disk.

Let now

θn(z) =
1√

1−|ρn|2

(
1 ρn
ρn 1

)(
z 0
0 1

)
, n = 0,1, . . . ,

and let
Θn(z) = θ0(z) · · ·θn(z). (3.3)

With Kn(z) = k0(z) · · ·kn(z), the recursion (3.1) can be rewritten as

zn+1Kn+1(z)
(
1 −sn+1(z)

)
=
(
1 −s(z)

)
Θn(z), (3.4)
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for n = 0,1, . . .. This last form is conducive to important generalizations, in particular to
a projective form of the Schur algorithm. See [159, 163, 234].

Relating properties of s∈ S and of its sequence of coefficients ρ0,ρ1, . . . leads to deep and
interesting problems. Let

Θn(z) =
(

An(z) Bn(z)
Cn(z) Dn(z)

)
.

We note that

s(z) =
An(z)sn+1(z)+Bn(z)
Cn(z)sn+1(z)+Dn(z)

. (3.5)

Furthermore, when one replaces in the linear fractional transformation (3.5) the function
sn+1 by an arbitrary Schur function, one obtains a description of all Schur functions whose
first n+1 Taylor coefficients coincide with the first n+1 Taylor coefficients of s, that is
the description of all the solutions to a corresponding Carathéodory-Fejér interpolation
problem.

Recall (see (1.22)) that J0 =

(
1 0
0 −1

)
. The matrix-valued polynomial function (3.3) is

J0-inner, meaning that

Θn(z)J0Θ(z)∗
{
≤ J0, z ∈ D,
= J0, z ∈ T.

More generally, the solutions of most of the classical interpolation problems in the Schur
class can be described in terms of a linear fractional transformation associated to a J-inner
function or to a J-unitary function.

We note that (3.3) is an example for J = J0 of a minimal factorization of a J-unitary
rational functions into elementary J-unitary factors.

3.2 Interpolation problems
In this section we briefly define three interpolation problems, in the scalar case. Their
quaternionic counterparts are considered in Chapter 10. They are special instances of
much more general problems, an example of which is given, in the quaternionic setting,
in Chapter 11. We begin with the Carathéodory-Fejér interpolation problem.

Problem 3.2.1. The Carathéodory-Fejér interpolation problem: Given a0, . . . ,aN ∈ C,
find a necessary and sufficient condition for a Schur function s to exist such that

s(z) = a0 +a1z+ · · ·+aNzN︸ ︷︷ ︸
fixed

+aN+1zN+1 + · · · ,

and describe the set of all solutions when this condition is in force.
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Next we have:

Problem 3.2.2. The Nevanlinna-Pick interpolation problem: Given N pairs

(z1,w1),(z2,w2), . . . ,(zN ,wN)

in D×D, find a necessary and sufficient condition for a Schur function s to exist such that

s(zi) = wi, i = 1, . . . ,N

and describe the set of all solutions when this condition is in force.

If one of the interpolation values, say wi, lies on the unit circle, the maximum modulus
principle implies that there is at most one solution, which is s(z)≡ wi.

In the previous two problems the interpolation nodes are inside D. The case where they
are chosen on the unit circle is much more complicated. The main reason is that Schur
functions have nontangential boundary values almost everywhere. But even if one re-
stricts to rational solutions, difficulties remain. This is best explained by mentioning
Carathéodory’s theorem (see for instance [113, pp. 203-205]), [255, p. 48]). We write
the result for a radial limit, but the result holds in fact for a non tangential limit.

Theorem 3.2.3. Let s be a Schur function and let eit0 be a point on the unit circle such
that

liminf
r→1

r∈(0,1)

1−|s(reit0)|
1− r

< ∞. (3.6)

Then, the limits

c = lim
r→1

r∈(0,1)

s(reit0) and lim
r→1

r∈(0,1)

1− s(reit0)c
1− r

(3.7)

exist, and the second one is positive.

This result plays an important role in the classical boundary interpolation problem for
Schur functions. See for instance [46, 88, 99, 256]. We note also that, conversely, condi-
tions (3.7) imply (3.6), as follows from the identity

1−|s(reit0)|2

1− r2 =
1− s(reit0)c
(1− r)(1+ r)

+(s(reit0)c)
1− cs(reit0)

(1− r)(1+ r)
. (3.8)

Problem 3.2.4. The boundary Nevanlinna-Pick interpolation problem: Given N pairs

(z1,w1),(z2,w2), . . . ,(zN ,wN)

in T2, and given N positive numbers κ1, . . . ,κN , find necessary and sufficient conditions
for a Schur function s to exist such that

lim
r→1

r∈(0,1)

s(rzi) = wi, i = 1, . . . ,N,

lim
r→1

r∈(0,1)

1−|s(rzi)|2

1− r2 ≤ κi, i = 1, . . . ,N,
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and describe the set of all solutions when these conditions are in force.

We refer to [225]for a solution of this problem, and to [99] for a solution in the setting of
generalized Schur functions.

3.3 First order discrete systems
Given a sequence {ρn} of points in the open unit disk, one associates to it expressions of
the form

Xn+1(z) =

(
1 −ρn

−ρn 1

)(
z 0
0 1

)
Xn(z), n = 0,1, . . . (3.9)

or of the form

Zn+1(z) = Zn(z)
(

1 ρn
ρn 1

)(
z 0
0 1

)
, n = 0,1, . . . (3.10)

where the ρn are in the open unit disk. Note that

Zn+1(z)

(
z−1 0
0 1

)
Xn+1(1/z) = (1−|ρn|2)Zn(z)

(
z−1 0
0 1

)
Xn(1/z)

= (
n+1

∏
u=0

(1−|ρu|2))Z0(z)

(
z−1 0
0 1

)
X0(1/z).

These expressions are called first order discrete systems. They are motivated by the pro-
jective form (3.2) of the Schur algorithm. They appear also in the theory of layered
medium. See [112, 111]. The first recursion plays an important role in the solution of
the Nehari extension problem, while the second one appears in the Carathéodory-Toeplitz
extension problem.

Associated to first order discrete systems are a number of functions meromorphic in the
open unit disk, called the characteristic spectral functions of the system. Associated in-
verse and direct problems consist in finding the coefficients ρn from these functions and
conversely. Direct and inverse problems have a long history, and they were studied in
the rational case in a series of papers which includes [58, 61, 62, 63]. Not surprisingly
the Schur function R(z) with Schur coefficients ρ1,ρ2, . . . is one of these functions. It is
then called the reflection coefficient function. The inverse problem associated to R is then
solved via the Schur algorithm.

Besides this function, there are also four other functions, namely:

1. The asymptotic equivalence matrix function V (z).

2. The scattering function S(z).
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3. The spectral function W (z).

4. The Weyl function N(z).

Discrete first order systems have also been considered in the matrix-valued case, and this
is the setting we will need in the quaternionic setting. In the matrix-valued case, one
considers expressions of the form

Xn+1(z) =
(

Im αn
βn Im

)∗(zIm 0
0 Im

)
Xn(z), n = 0,1,2, . . . (3.11)

or of the related form

Zn+1(z) = Zn(z)
(

Im −αn
−βn Im

)∗(zIm 0
0 Im

)
, n = 0,1,2, . . . (3.12)

where the αn and βn, (with n = 0,1, . . .) are strict contractions in Cm×m, subject to the
following condition: there exists a sequence of block diagonal matrices ∆n ∈ C2m×2m,
n = 0,1,2, . . ., such that(

Im αn
βn Im

)
J∆n

(
Im αn
βn Im

)∗
= J∆n−1, n = 1,2, . . . (3.13)

where J =

(
Im 0
0 −Im

)
.

Definition 3.3.1. The sequence (αn,βn) is called ∆–admissible for the given sequence of
block diagonal matrices.

To define the characteristic spectral functions we first need:

Theorem 3.3.2. Let (αn,βn) be a ∆–admissible sequence for some sequence of block
diagonal matrices ∆ = (∆n) and assume that limn→∞ ∆n exists and is equal to I2m, and
that, moreover:

∞

∑
n=1

(‖αn‖+‖βn‖)< ∞. (3.14)

Then the first order discrete system (3.9) has a unique solution Xn(z) such that

lim
n→∞

(
z−nIm 0

o Im

)
Xn(z) =

(
Im 0
0 Im

)
, |z|= 1.

The proof of this theorem and of the following results in the section can be found in [63]
to which we send the reader for proofs. In the quaternionic setting, we give a proof of
Theorem 3.3.2; see Theorem 10.6.2 there. The other results are considered in Section
10.7 in the rational case.

Definition 3.3.3. The function Y (z) = X0(z)−1 is called the asymptotic equivalence ma-
trix function associated to the discrete system.
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Theorem 3.3.4. The asymptotic equivalence matrix function belongs to W 2m×2m and has
the following properties:
(a) Y11 and Y12 belong to W m×m

− , and Y11 is invertible in W m×m
− . Furthermore,

Y11(∞) = Im and Y12(∞) = 0.

(b) Y21 and Y22 belong to W m×m
+ , and Y22 is invertible in W m×m

+ . Furthermore,

Y21(0) = 0 and Y22(0) = Im.

We define now the scattering function. An important role is played by the C2m×m–valued
solution An(z) to (3.9) such that(

Im −Im
)

A0(z) = 0 and lim
n→∞

(
0 Im

)
An(z) = Im, |z|= 1.

Theorem 3.3.5. The system (3.9) has a unique C2m×m–valued solution An(z) with the
following properties:
(a)
(
Im −Im

)
A0(z) = 0, and

(b)
(
0 Im

)
An(z) = Im +o(n), |z|= 1.

It then holds that (
Im 0

)
An(z) = znS(z)+o(n)

where S(z) = (Y11(z)+Y12(z))(Y21(z)+Y22(z))−1.

Definition 3.3.6. The function

S(z) = (Y11(z)+Y12(z))(Y21(z)+Y22(z))−1.

is called the scattering matrix function associated to the given first order discrete system.

Theorem 3.3.7. The scattering matrix function has the following properties: it is in the
Wiener algebra, takes unitary values on the unit circle, and admits a Wiener–Hopf fac-
torization:

S(z) = S−(z)S+(z),

where S−(z) = (Y11(z) +Y12(z)) and its inverse are in W m×m
− and S+(z) = (Y21(z) +

Y22(z))−1 and its inverse are in W m×m
+ .

To introduce the reflection coefficient function we first define for

M =

(
M11 M12
M21 M22

)
∈ C2m×2m and X ∈ Cm×m

the linear fractional transformation TM(X):

TM(X) = (M11X +M12)(M21X +M22)
−1. (3.15)
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Recall that TM1M2(X) = TM1 (TM2(X)) when all expressions make sense. We also recall that
TM(X) is contractive when M is J0–contractive and X is contractive.

Consider now the system

Ψn(z)∆
−1/2
n = Ψn−1(z)∆

−1/2
n−1

(
Im αn
βn Im

)(
zIm 0
0 Im

)
, n = 1,2, . . . (3.16)

and Ψ0(z) = Im.

Definition 3.3.8. Let (αn,βn) be a ∆–admissible sequence for some associated sequence
of diagonal matrices ∆= (∆n). Let Ψn be defined by (3.16). Then the reflection coefficient
matrix function associated to the first order discrete system (3.9) is:

R(z) = lim
n→∞

TΨn(z)(0).

Theorem 3.3.9. Let Y (z) = (Y` j(z))`, j=1,2 be the asymptotic equivalence matrix function.
Then,

R(z) =
1
z

Y21(z)∗(Y22(z))−∗ =
1
z
(Y11(1/z))−1Y12(1/z), |z|= 1. (3.17)

Furthermore, the reflection coefficient function is analytic and contractive in the open
unit disk and takes strictly contractive values on the unit circle.

We now define the Weyl function under the hypothesis that the series
∞

∑
`=0

‖β`‖
|z`|

(3.18)

converges for 1− ε < |z| ≤ 1 (for some ε > 0). In the following theorem, Mn denotes the
solution of the discrete system (3.9) subject to the initial condition M0(z) = I2.

Theorem 3.3.10. Under hypothesis (3.18) the Weyl function is the unique function N(z)
defined in 1− ε < |z|< 1+ ε and such that the sequence

Mn(z)
(

Im Im
Im −Im

)(
iN(z)∗

Im

)
(3.19)

has its entries in `2 for at least one z in the open unit disk. Furthermore, N(z) is given by
the formula

N(z) = i(Im− zR(z))(Im + zR(z))−1. (3.20)

We conclude this section by mentioning:

Theorem 3.3.11. The following formula holds for the asymptotic equivalence matrix
function:

Y (z) =
1
2

(
S−(z)(Im− iN(1/z)) S−(z)(Im + iN(1/z))
S+(z)−1(Im− iN(z)∗) S+(z)−1(Im + iN(z)∗)

)
.

In Sections 10.6 and 10.7 we consider the counterpart of these systems in the quaternionic
setting, and in particular in the rational case.
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3.4 The Schur algorithm and reproducing kernel spaces
We first give some background to provide motivation for the results presented in this
section. Recall that we denote by R0 the backward-shift operator:

R0 f (z) =
f (z)− f (0)

z
,

where f is analytic in a neighborhood of the origin. Beurling’s theorem gives a charac-
terization of closed subspaces of H2(D) invariant under the operator Mz of multiplication
by z. These are exactly spaces of the form jH2(D), where j is an inner function. Since
M∗z = R0 in H2(D) Beurling’s theorem can be seen as the characterization of R0-invariant
subspaces of the Hardy space H2(D) as being the spaces H2(D)	 jH2(D). Equivalently,
these are the reproducing kernel Hilbert spaces with reproducing kernel

K j(z,w) =
1− j(z) j(w)

1− zw
.

When replacing j inner by s analytic and contractive in the open unit disk, the kernel

Ks(z,w) =
1− s(z)s(w)

1− zw
(3.21)

is still positive definite in the open unit disk, but it is more difficult to characterize the
reproducing kernel Hilbert spaces H (s) with reproducing kernel Ks(z,w). Allowing for s
not necessarily scalar valued, de Branges gave a characterization of H (s) spaces in [104,
Theorem 11, p. 171]. This result was extended in [47, Theorem 3.1.2, p. 85] to the case
of Pontryagin spaces.

The Schur algorithm leads to a representation of a Schur function s in the form (3.15)

s =
ae+b
ce+d

def.
= TΘ(e),

where Θ=

(
a b
c d

)
is a C2×2-valued polynomial which is J0-inner and e is another Schur

function. In fact, and as proved in [14] in the wider context of generalized Schur functions,
the Schur algorithm provides all representations of s of the form (3.15) which are J0-inner
polynomials. The problem of finding all representations of s of the previous form is called
the inverse spectral problem.
More generally, one can ask for all these representations of s, where Θ is J0-inner but not
necessarily of polynomial form. This is the inverse scattering problem, and can be solved
using the theory of de Branges-Rovnyak spaces. Before mentioning the key result toward
this approach we recall that, given a J0-inner function Θ analytic in Ω(Θ)⊂D, the kernel

KΘ(z,w) =
J0−Θ(z)J0Θ(w)∗

1− zw
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is positive definite in Ω(Θ). We denote by H (Θ) the associated reproducing kernel
Hilbert space.

The key in the approach to inverse scattering using de Branges-Rovnyak spaces is the
following result, which appears (in the setting of operator-valued functions) in [105].

Theorem 3.4.1. Let s be a Schur function. Then the J0-inner function Θ is such that
s = TΘ(e) for some Schur function e if and only if the map

τ( f ) =
(
1 −s

)
f (3.22)

is a contraction from H (Θ) into H (s).

The idea behind the proof of this result (and of its counterpart in the quaternionic setting;
see for instance (11.19)) is the decomposition

Ks(z,w) =
(
1 −s(z)

) J0−Θ(z)J0Θ(w)∗

1− zw

 1

−s(w)

+

+
(
1 −s(z)

) Θ(z)J0Θ(w)∗

1− zw

 1

−s(w)


of the positive definite kernel Ks into a sum of two kernels.
In [50, 51] the inverse scattering problem was solved by going from s to the function

ϕ =
1− s
1+ s

.

In the case of functions analytic in the open unit disk, the idea is to use the integral rep-
resentation (1.5) of ϕ . The solutions of the inverse scattering problem are then expressed
in terms of the backward shift invariant subspaces of analytic functions inside L2(dµ).

A similar analysis holds for functions analytic and contractive in a half-plane, say the up-
per half-plane C+. Then the inverse spectral problem consists in finding entire functions
Θ, J-inner in C+. See the works of de Branges [156], Krein [226], and Dym and McKean
[173].



Part II

Quaternionic analysis
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In this part of the book we provide the necessary preliminaries on quaternions, and we
review some basic facts on matrices and polynomials in this framework. This material is
largely classical and we refer the reader to [231, 248, 276] for more information. We also
present a chapter on quaternionic functional analysis. The majority of the results in the
chapter is new and it is largely taken from [37], while Hilbert and Pontryagin spaces have
also been treated in [68, 193]. We then introduce the notion of slice hyperholomorphic
function and in Chapter 6 we provide some results for this function theory which useful
in this work. In particular, we study the Hardy spaces on the unit ball and half space as
well as the Blaschke products, see also the original sources [20, 32, 34].
We note that some other important function spaces of slice hyperholomorphic functions
have been studied in the recent years namely the Bloch, Besov, Dirichlet space, see [115],
the Fock space, see [40], and the Bergman spaces which are treated in [115, 123, 124,
125, 126, 127]. Since they are not considered in this work, we refer the reader to the
original sources.
The notion of operator-valued slice hyperholomorphic function studied in Chapter 7 is
more recent and it is also related to the so-called S-functional calculus. This calculus is
based on the Cauchy formula for slice hyperholomorphic functions and it is the natural
generalization of the Riesz-Dunford functional calculus for quaternionic operators, see
[133, 135, 136, 137, 138]. We note that the continuous version of this functional calculus
is studied in [193].
A suitable modification of the S-functional calculus also applies to n-tuples of linear
operators, see [28, 118, 121, 122, 130, 132, 134, 142].
We remark for the interested reader that the theory of slice hyperholomorphic functions
is nowadays quite well developed, see the papers [95, 96, 119, 120, 157, 185, 186, 187,
188, 189, 192, 190, 191, 263, 264], while some approximation results are proved in [181,
182, 183]. There is also a Clifford algebra valued analogue of these functions, called slice
monogenic, and we refer the reader to [120, 128, 129, 131, 134, 141, 149, 143, 150, 145,
146, 147, 148, 151]. Finally, the generalization to functions with values in an alternative
real algebra is treated in [195, 196, 197, 198, 199, 200].
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Chapter 4

Finite dimensional preliminaries

In this chapter we discuss the finite dimensional aspects of quaternionic analysis which
are needed in the sequel. In the first section we survey the main properties of quaternions.
Then we consider quaternionic polynomials and we discuss their zeros. In the third sec-
tion we discuss quaternionic matrices and basic definitions such as adjoint, transpose and
inverse. We introduce the map χ which to any quaternionic square matrix associates a
complex matrix of double size. In particular this map is also defined for quaternions. We
discuss the eigenvalue problem and show that it is associated with the notion of left, right
spectrum and with the so-called S-spectrum. Finally, we present the Jordan decomposi-
tion of a matrix. In the fourth and last section we consider some matrix equations which
appear in the sequel.

4.1 Some preliminaries on quaternions
The set of quaternions, denoted by H in honor of Hamilton who introduced this set of
numbers, contains elements of the form

p = x0 + x1i+ x2 j+ x3k,

where the three imaginary units i, j,k satisfy i2 = j2 = k2 =−1, i j =− ji = k, ki =−ik =
j, jk = −k j = i. The sum and the product of two quaternions p = x0 + x1i+ x2 j+ x3k,
q = y0 + y1i+ y2 j+ y3k are defined by

p+q = (x0 + y0)+(x1 + y1)i+(x2 + y2) j+(x3 + y3)k

pq = (x0y0− x1y1− x2y2− x3y3)+(x0y1 + x1y0 + x2y3− x3y2)i+

+(x0y2− x1y3 + x2y0 + x3y1) j+(x0y3 + x1y2− x2y1 + x3y0)k.

With respect to these operations H turns out to be a skew field. The element

p̄ = x0− x1i− x2 j− x3k
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is called the conjugate of p and the expression

√
pp̄ =

√
p̄p =

√
x2

0 + x2
1 + x2

2 + x2
3

is called the modulus of the quaternion p and is denoted by |p|. Given p = x0 + x1i+
x2 j+ x3k, its real (or scalar) part x0 will be denoted also by Re(p) while x1i+ x2 j+ x3k
is the imaginary part of p, denoted also by Im(p).

Proposition 4.1.1. Let p,q ∈H. The following properties are immediate:

(1) pq = q̄ p̄;

(2) |pq|= |p||q|;

(3) |p+q| ≤ |p|+ |q| and |p−q| ≥ ||p|− |q||;

(4) if p 6= 0, p−1 =
p̄
|p|2

;

(5) if pq 6= 0, (pq)−1 = q−1 p−1.

Let
S= {p = x1i+ x2 j+ x3k such that x2

1 + x2
2 + x2

3 = 1};
then S is a 2-dimensional sphere in H identified with R4. Any element I ∈ S satisfies
I2 =−1 and thus will be called imaginary unit.
Remark 4.1.2. To p = x0 + x1i+ x2 j+ x3k with Im(p) 6= 0 one associates the imaginary
unit Ip defined by Ip =

Im(p)
|Im(p)| . Moreover, p = |p|(cosϕ + Ip sinϕ) where

cosϕ =
Re(p)
|p|

, sinϕ =
|Im(p)|
|p|

.

In the sequel, we will make use of the following definition.

Definition 4.1.3. Let p ∈H. The set of elements

[p] =
{

qpq−1 when q runs through H\{0}
}

is called the sphere associated to p.

Observe that [p] contains just p if and only if p ∈ R.
We have:

Lemma 4.1.4. Two points belong to the same sphere if and only if they have same real
part and same absolute value.

Proof. If p′ ∈ [p] then p′ = qpq−1. By taking the absolute value of both sides and using
point (2) in Proposition 4.1.1 we immediately have |p′|= |p|. Moreover

Re(p′) =
1
2
(p′+ p̄′) =

1
2|q|2

(qpq̄+qp̄q̄) =
1
2

q(p+ p̄)q−1 = Re(p).
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Conversely, if p′ has same real part and modulus as p then

p′ = Re(p′)+ Ip′ |Im(p′)|= Re(p)+ Ip′ |Im(p)|.

Then the proof is completed by direct computations to show that the equation p′q = qp
has always a nonzero solution q. �

Let us write
p = x0 + x1i+ x2 j+ x3k = z1 + z2 j ∈H,

with
z1 = x0 + ix1 and z2 = x2 + ix3 ∈ C,

where we identify C with the subset of H given by the elements of the form x+ iy, x,y∈R.
Let χ : H→ C2×2 be the map, see [219],

χ(p) =
(

z1 z2
−z2 z1

)
. (4.1)

The map χ allows to translate problems from the quaternionic to the complex matricial
setting. Then H can be identified with a subset of the ring C2×2 which is in fact a skew
field.

Proposition 4.1.5. The map χ : H→ C2×2 is an injective homomorphism of rings, i.e.

χ(p+q) = χ(p)+χ(q), χ(pq) = χ(p)χ(q).

Lemma 4.1.6. Let p ∈H\R. If x is a solution of

xp = px, (4.2)

then it is purely imaginary.

Proof. The conjugate of (4.2) is
xp = p x. (4.3)

Adding (4.2) and (4.3) we obtain

Re(x)p = pRe(x).

Since p is not real we get that Re(x) = 0. �

Lemma 4.1.7. Let p and q be quaternions of modulus 1. Then, the equation

ph−hq = 0, (4.4)

where h ∈H, has the only solution h = 0 if and only if Re(p) 6= Re(q), that is, if and only
if [p]∩ [q] = /0.
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Proof. If (4.4) has a solution h 6= 0, then p= hqh−1 and so p and q are in the same sphere.
So a necessary condition for (4.4) to have only h = 0 as solution is that [p]∩ [q] = /0. We
now show that this condition is also sufficient. Let p = z1 + z2 j and q = w1 +w2 j, where
z1,z2,w1,w2 ∈ C. Since Re(p) 6= Re(q) we have

Re(z1)± i
√

1− (Re(z1))2 6= Re(w1)± i
√

1− (Re(w1))2. (4.5)

Using the map χ and the fact that it is a ring homomorphism, equation (4.4) becomes

χ(p)χ(h)−χ(h)χ(q) = 0. (4.6)

The eigenvalues of χ(p) are the solutions of

λ
2−2(Re(z1))λ +1 = 0,

that is, λ = Re(z1)± i
√

1− (Re(z1))2, and similarly the eigenvalues of χ(q) are of the
form Re(w1)± i

√
1− (Re(w1))2. By a well known result on matrix equations (see e.g.,

Corollary 4.4.7 in [211]), equation (4.6) has only the solution χ(h) = 0 if and only if
λ − µ 6= 0 for all possible choices of eigenvalues of χ(p) and χ(q), and this condition
holds in view of (4.5). So the only solution of (4.6) is h = 0. �

Remark 4.1.8. Lemma 4.1.7 still holds when p and q have the same modulus.

4.2 Polynomials with quaternionic coefficients
In this section we study polynomials with quaternionic coefficients. Because of the non-
commutativity of quaternions, one can consider polynomials with coefficients on one side
(either left or right) or on both sides or even polynomials which are sum of monomials
of the form a0 pa1 p · · · pan where a` are the coefficients and p is the indeterminate. To
our purposes, it will be of interest to consider one sided polynomials. These are very well
known in the literature, see for example [231], and are examples of slice hyperholomor-
phic functions. Thus we will consider polynomials with coefficients on the right and the
set of such polynomials in the variable p shall be denoted by H[p]. One peculiarity with
quaternions, is that second degree polynomials may have an infinite number of roots. This
is readily seen with p2+1 whose roots are all the elements in the sphere S. But this a quite
general situation as we shall see below.
Let us recall that two polynomials f (p) = pnan + . . .+ pa1 + a0, g(p) = pnbn + . . .+
pb1 + b0 with quaternionic coefficients (more in general with coefficients in a division
ring, see [231]) can be added in the standard way and multiplied using a suitable product,
denoted by ?, by taking the convolutions of the coefficients:

( f ?g)(p) =
m+n

∑
s=0

pscs, cs = ∑
`+r=s

a`br.
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This product is associative, distributive with respect to the sum and noncommutative.
Note that the ?-product can also be written as:

( f ?g)(p) =
m

∑
r=0

pr f (p)br

The evaluation f (p0) of a polynomial f (p) = ∑
n
`=0 p`a` at a point p0 is defined to be the

quaternion f (p0) = ∑
n
`=0 p`0a`. The evaluation ep0 : H[p]→ H is not a ring homomor-

phism, in fact ( f ?g)(p0) 6= f (p0)g(p0). Instead, we have the following result:

Proposition 4.2.1. Let f (p) = ∑
n
`=0 p`a`, g(p) = ∑

m
r=0 pmbm ∈ H[p] and let f (p0) 6= 0.

Then
( f ?g)(p0) = f (p0)g( f (p0)

−1 p0 f (p0)).

Thus if ( f ?g)(p0) = 0 and f (p0) 6= 0 then g( f (p0)
−1 p0 f (p0)) = 0.

Proof. From the above formula, if f (p0) 6= 0 we have

( f ?g)(p0) =
m

∑
r=0

pr
0 f (p0)br =

m

∑
r=0

f (p0)( f (p0)
−1 pr

0 f (p0))br

= f (p0)
m

∑
r=0

( f (p0)
−1 p0 f (p0))

rbr = f (p0)g( f (p0)
−1 p0 f (p0)).

�

In particular, the above result applies in the case of quadratic polynomials. Consider

p2− p(α +β )+αβ = (p−α)? (p−β ),

and assume that β 6= α . Then the left factor p−α gives the root α while the second root
is not β but instead (β −α)−1β (β −α). If β = α the situation is quite different and it is
illustrated below (with s instead of α).

Definition 4.2.2. The polynomial Qs(p) = p2− 2Re(s)p+ |s|2 is the so-called minimal
(or companion) polynomial associated with the sphere [s].

Lemma 4.2.3. The polynomial Qs(p) vanishes exactly at the points on the sphere [s].

Proof. Let s = a+ Ib so that Re(s) = a and |s|2 = a2+b2. An easy calculation shows that
a+ Jb for any J ∈ S is a zero of Qs(p) = 0. The fact that there are no zeros of Qs(p) = 0
outside the sphere [s] can be shown using Lemma 4.1.7. Indeed, assume there is a zero
p 6∈ [s], then

|s|2−2Re(s)p+ p2 = s(s− p)− (s− p)p = 0, (4.7)

from which we deduce that |s|= |p|. Using Remark 4.1.8 we have that (4.7) has only the
solution p = s since p and s are assumed on different spheres. But this contradicts our
assumption. �
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The polynomial ring H[p] is Euclidean, both on the left and on the right, i.e. it allows right
and left division (in general with remainder). In fact, for every two polynomials f (p) and
d(p), with d(p) nonzero, there exist q(p), r(p) ∈H[p] such that

f (p) = d(p)?q(p)+ r(p), with degr(p)< degd(p) or r(p) = 0

and similarly for the right division.
Moreover, we have:

Proposition 4.2.4. We have Qs(p) = Qs′(p) if and only if [s] = [s′]. If Qs divides a poly-
nomial f (p) then f (p) = 0 for every p ∈ [s]. Otherwise, at most one element in [s] is a
zero of f .

Theorem 4.2.5. (1) A quaternion α is a zero of a (nonzero) polynomial f ∈H[p] if and
only if the polynomial p−α is a left divisor of f (p), i.e. f (p) = (p−α)?g(p).

(2) If f (p) = (p−α1)∗ . . .∗ (p−αn) ∈H[p], where α1, . . . ,αn ∈H, α j+1 6= α j then α1
is a zero of f and every other zero of f is in the equivalence class of αi, i = 2, . . . ,n.

(3) If f has two distinct zeros in an equivalence class [α], then all the elements in [α]
are zeros of f .

Remark 4.2.6. Assume that f (p) ∈H[p] factors as

f (p) = (p−α1)? · · ·? (p−αn), α j+1 6= ᾱ j, j = 1, . . . ,n−1,

and assume that α j ∈ [α1] for all j = 2, . . . ,n. Then the only root of f (p) is p = α1, see
[242, Lemma 2.2.11], [244, p. 519] the decomposition in linear factors is unique, and α1
is the only root of f .
Assume that [α j] is a spherical zero. Then, for any a j ∈ [α j] we have

p2 +2Re(α j)p+ |α j|2 = (p−a j)? (p− ā j) = (p− ā j)? (p−a j)

thus showing that both a j and ā j are zeroes of multiplicity 1. So we can say that the
(points of the) sphere [α j] have multiplicity 1. Thus the multiplicity of a spherical zero
[α j] equals the exponent of p2 +2Re(α j)p+ |α j|2 in a factorization of f (p).

The discussion in the previous remark justifies the following:

Definition 4.2.7. Let

f (p)= (p−α1)?· · ·?(p−αn)?g(p), α j+1 6= ᾱ j, j = 1, . . . ,n−1, g(p) 6= 0 for p∈ [α1].

We say that α1 ∈H\R is a zero of f of multiplicity 1 if α j 6∈ [α1] for j = 2, . . . ,n.
We say that α1 ∈H\R is a zero of f of multiplicity n≥ 2 if α j ∈ [α1] for all j = 2, . . . ,n.
We say that α1 ∈ R is a zero of f of multiplicity n≥ 1 of f if f (p) = (p−α1)

ng(p) with
g(α1) 6= 0. Assume now that f (p) contains the factor (p2+2Re(α j)p+ |α j|2) so that [α j]
is a zero of f (p). We say that the multiplicity of the spherical zero [α j] is m j if m j is the
maximum of the integers m such that (p2 +2Re(α j)p+ |α j|2)m divides f (p).
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4.3 Matrices with quaternionic entries
Matrices with quaternionic entries have been the subject of numerous studies; see for
instance [276]. They arise in slice hyperholomorphic Schur analysis in at least three key
places.

(a) Hermitian matrices occur in the definition of positive definite kernels and of ker-
nels having a finite number of negative squares (see Definition 5.10.1).

(b) General matrices appear in realization theory of slice hyperholomorphic rational
functions.

(c) Matrix equations appear in the theory of structured rational matrices. See equations
(4.16) and (4.17) for instance.

The present section is built having in view these cases. We begin with some definitions on
elements in Hm×n. Let A = (ai j) ∈ Hm×n and q ∈ H. The addition of matrices is defined
componentwise and the product is the standard product of matrices. Then Hm×n becomes
a right (or left) linear space over H by defining

Aq = (ai jq) or qA = (qai j).

The following properties are immediate:

(1) A(Bq) = (AB)q, for every A,B ∈Hn×n and q ∈H;

(2) A(pq) = (Ap)q, for every A ∈Hn×n and p,q ∈H;

(3) (Aq)B = A(qB), for every A,B ∈Hn×n and q ∈H.

Definition 4.3.1. Let A = (ai j) ∈ Hm×n. The conjugate of A is the matrix A = (ai j) ∈
Hm×n. The transpose of A is the matrix AT = (a ji)∈Hn×m and the adjoint is A∗ = (A)T =
(a ji) ∈Hn×m.
A matrix A = (ai j) ∈Hn×n is invertible if there is a matrix in Hn×n, denoted by A−1, such
that AA−1 = A−1A = I, where I denotes the identity matrix (that will also be denoted by
In when it is important to show the size of the matrix); it is said normal if AA∗ = A∗A,
Hermitian if A∗ = A and unitary if AA∗ = I.

The proof of the following theorem is immediate:

Theorem 4.3.2. Let A ∈Hm×n, B,C ∈Hn×n and D ∈Hn×t . Then

(1) (AD)∗ = D∗A∗,

(2) if B,C are both invertible then (BC)−1 =C−1B−1;

(3) if B is invertible then (B∗)−1 = (B−1)∗.

However some classical properties possessed by complex matrices do not hold in the
quaternionic setting. In fact we have:
Remark 4.3.3. Let A ∈ Hm×n, D ∈ Hn×t . Then, in general (and assuming A square and
invertible for the third and fourth claims)
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(1) (AD) 6= ĀD̄;

(2) (AD)T 6= DT AT ;

(3) (Ā)−1 6= (A−1);

(4) (AT )−1 6= (A−1)T .

In fact consider

A =

(
i j
0 k

)
D =

(
i 1
0 k

)
.

Then

(AD) =

(
−1 −2i
0 −1

)
while

ĀD̄ =

(
−1 0
0 −1

)
.

Moreover

(AD)T =

(
−1 0
2i −1

)
, DT AT =

(
−1 0
0 −1

)
.

Finally

(Ā)−1 =

(
i −1
0 k

)
, (A−1) =

(
i 1
0 k

)
(AT )−1 =

(
−i 0
−1 −k

)
, (A−1)

T
=

(
−i 0
1 −k

)
which show (3) and (4).
We can extend the map χ in (4.1) to matrices and define another map, still denoted by
χ , such that χ : Hn×n→ C2n×2n. Given a matrix A ∈ Hn×n, we can write it in the form
A = A1 +A2 j where A1,A2 ∈ C2n×2n. Then we set

χ(A) =
(

A1 A2
−A2 A1

)
. (4.8)

The matrix χ(A) is called complex adjoint matrix. The properties of the map χ are illus-
trated below. Their proofs follow from direct computations.

Proposition 4.3.4. Let A,B ∈Hn×n, then

(1) χ(A+B) = χ(A)+χ(B);

(2) χ(AB) = χ(A)χ(B);

(3) χ(In) = I2n;

(4) χ(A∗) = χ(A)∗;

(5) if A is invertible, χ(A−1) = χ(A)−1.
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A matrix A can be considered a linear operator acting on the right linear space Hn×1

of columns with n quaternionic components. We will denote this space by Hn. Given
A ∈Hn×n there are two possibilities to define eigenvalues:

Definition 4.3.5. Let A ∈Hn×n and let λ ∈H. The quaternion λ is a left eigenvalue of A
if Av = λv for some v 6= 0, while it is a right eigenvalue of A if Av = vλ for some v 6= 0.

The set of right (resp. left) eigenvalues of A is called right (resp. left) spectrum and is
denoted by σr(A) (resp. σl(A)).
Right eigenvalues are the most used in the literature. If λ is a right eigenvalue, all the
elements in the sphere [λ ] are right eigenvalues, in fact if Av = vλ then for any q 6= 0

A(vq) = (Av)q = vλq = vq(q−1
λq)

so if λ is a right eigenvalue, all the elements in the sphere [λ ] are right eigenvalues.
The right eigenvalues are then either real or spheres. Real points can be considered as
spheres reduced to one point. Thus we have the following result:

Theorem 4.3.6. Any matrix A ∈Hn×n has n spheres of right eigenvalues, if each of them
is counted with its multiplicity.

Remark 4.3.7. The left and right spectrum are not related. To give an example, let us
consider the matrix

A =

(
1 0
0 k

)
.

Then σl(A) = {1,k} while σr(A) = {1}∪S.
When A has real entries, the left and the right spectrum coincide.

Theorem 4.3.8. Let A ∈Hn×n. The following are equivalent:

(1) A is invertible;

(2) Ax = 0 has a unique solution x = 0;

(3) χ(A) is invertible;

(4) 0 is neither a right nor a left eigenvalue of A.

Proof. It is immediate that condition (1) implies (2). To show that (2) and (3) are equiva-
lent, let us write A = A1 +A2 j. Let x = x1 + x2 j be such that Ax = 0 then

Ax = (A1 +A2 j)(x1 + x2 j) = (A1x1−A2x̄2)+(A1x2 +A2x̄1) j = 0

that is
A1x1−A2x̄2 = 0 A1x2 +A2x̄1 = 0.

These two conditions are equivalent to(
A1 A2
−Ā2 Ā1

)(
x1
−x̄2

)
= χ(A)

(
x1
−x̄2

)
= 0.
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Thus Ax = 0 has only the trivial solution if and only if χ(A)y = 0, where y =
(

x1
−x̄2

)
, has

only the trivial solution if and only if χ(A) is invertible.
Assume that (3) holds and let

χ(A)−1 =

(
B1 B2
−B̄2 B̄1

)
.

By setting B = B1 +B2 j it is easy to check that BA = I and so (1) holds.
To show that condition (3) implies (4), assume that λ = 0 is a left or a right eigenvalue.
Then Ax = 0 for a nonzero vector x and so by the equivalence between (2) and (3), χ(A)
would not be invertible. Conversely, if (4) holds then Ax = 0 has only trivial solutions and
thus (3) is in force. �

Brenner has shown in his paper [108] that for any matrix A ∈Hn×n there exists a unitary
matrix U such that U∗AU is upper triangular. Moreover if T is a triangular matrix, its
diagonal elements are right eigenvalues of A. Moreover, every quaternion similar to a
diagonal element of T is a right eigenvalue of T . In each sphere of eigenvalues [λ ], where
λ = λ0 + Iλ1 we can chose a so-called standard eigenvalue which is the element in [λ ]
of the form λ = λ0 + iλ1 with λ1 ≥ 0 (this is always possible by changing i with −i if
necessary). The above discussion can be made more precise in the following result:

Theorem 4.3.9. Let A ∈ Hn×n and let λ10 + iλ11, . . . ,λn0 + iλn1 be its n standard eigen-
values. Then there exists a unitary matrix U such that U∗AU is upper triangular and its
diagonal entries are the standard eigenvalues of A.

The next result corresponds to the spectral theorem for Hermitian matrices. It plays an
important role and it allows, in particular, to define functions and kernels with a finite
number of negative squares (see Definition 5.10.1).

Theorem 4.3.10. The matrix A ∈ Hn×n with standard eigenvalues λ10 + iλ11, . . . ,λn0 +
iλn1 is normal if and only if there exists a unitary matrix such that

U∗AU = diag(λ10 + iλ11, . . . ,λn0 + iλn1).

The matrix A is Hermitian if and only if all the eigenvalues are real, namely λi1 = 0 for
all i = 1, . . . ,n.

The following is an application of the definition of the map χ and of the previous result.

Proposition 4.3.11. Let A ∈Hn×n. Then:

(1) A is Hermitian if and only if χ(A) is Hermitian;

(2) the Hermitian matrix A has signature (ν+,ν−,ν0) if and only if χ(A) has signature
(2ν+,2ν−,2ν0);

(3) the Hermitian matrix A is positive if and only if χ(A) is positive.
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Proof. To prove (1), assume that A is Hermitian. By Proposition 4.3.4 we deduce χ(A) =
χ(A∗) = χ(A)∗ and so χ(A) is Hermitian. Conversely, let χ(A) be Hermitian. Proposition
4.3.4 yields χ(A)∗ = χ(A∗) and so A = A∗. To show (2) and (3) we use Theorem 4.3.10
and the properties of the map χ . We then have

χ(A) = χ(U)∗diag(λ1,λ2, . . . ,λn,λ1,λ2, . . . ,λn)χ(U)

from which the statements follow. �

The following result is used in the proof of Lemma 8.2.1 pertaining to the Potapov-
Ginzburg transform. It related to the Hadamard (that is, entrywise) product of positive
functions. In the case of two matrices with complex entries it appears in [48, Lemma 2.1,
p. 20]. Note that in the statement Q can be singular. The result in [48, Lemma 2.1, p. 20]
is proved for the case of complex numbers, but extends to the quaternionic case, as is seen
by using the map χ defined in (4.1) and Lemma 4.3.11. For completeness we present the
proof of the proposition.

Proposition 4.3.12. . Let x1, . . . ,xN be N different positive strictly numbers, and let Q ∈
HN×N be a positive matrix such that Qii > 0 for i = 1, . . . ,N. Then the matrix P with ( j,k)
entry equal to Q jk

x j+xk
is strictly positive.

Proof. We follow the argument in the proof of [48, Lemma 2.1, p. 20]. By a Cayley
transform we replace the denominators x j + xk by 1− y jyk, where y1, . . . ,yN ∈ (−1,1).
We can then write

P =
∞

∑
u=0

DuQDu,

where D ∈ RN×N is the diagonal matrice with entries x1, . . . ,xN . Thus P is positive since
each of the matrices DuQDu is positive. Let ξ ∈ HN be such that Pξ = 0. The positivity
of the various matrices implies that

QDu
ξ = 0, u = 0,1, . . .

and hence Qp(D)ξ = 0 for any polynomial with real entries. The choice

p(x) =
∏

N
a=1
a6= j

(x− xa)

∏
N
a=1
a6= j

(x j− xa)

leads to p(D) = diag(0,0, . . . ,1,0, . . .0), where the 1 is at the j-th place. The condition
Qp(D)ξ = 0 implies that Q j jξ j = 0 and so ξ j = 0,and so ξ = 0. �

Proposition 4.3.13. Let

M =

(
m11 b
b∗ D

)
∈Hn×n

be an Hermitian positive matrix. Then, M is invertible if and only if

m11 > 0 and D− b∗b
m11

> 0.
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In the above statement, recall that m11 is real since M is Hermitian. The matrix D− b∗b
m11

is called the Schur complement of m11 in M.

Proof. Assume first M invertible. Since M ≥ 0 we have(
m11 m1k
mk1 mkk

)
≥ 0

for k = 2, . . . ,n. Therefore for every p ∈H

m11 +m1k p+ pmk1 + |p|2mkk ≥ 0, ∀p ∈H.

Assume now m11 = 0. Then the above inequality forces m1k = 0 and in particular M will
have its first line (and column) equal to 0 and therefore M will not be invertible. We thus
assume m11 > 0. The formula (recall that m11 is a positive number)(

m11 b
b∗ D

)
=

 1 0
b∗

m11
In−1

m11 0

0 D− b∗b
m11

1
b

m11
0 In−1


allows to conclude. That same formula allows to go backwards and prove the converse
direction. �

Besides the left and right spectrum it is useful to introduce another notion of spectrum:

Definition 4.3.14. Given a matrix A ∈Hn×n the S-spectrum of A, is defined as

σS(A) = {p ∈H | A2−2(Re p)A+ |p|2In is not invertible}. (4.9)

By its definition it is clear that if λ ∈ σS(A) then all the elements in [λ ] belong to σS(A).
In fact, a stronger result holds:

Proposition 4.3.15. Let A ∈Hn×n then σr(A) = σS(A).

Proof. If p∈R, A2−2(Re p)A+ |p|2In = (A− pIn)
2 and σr(A)∩R= σS(A)∩R. If p 6∈R

and p ∈ σS(A) then p = a+ Jb, for J ∈ S. So A2− 2aA+ (a2 + b2)In is not invertible
and there exists v 6= 0 such that (A2− 2aA+ (a2 + b2)I)v = 0. If Av = v(a+ Jb) then
a+Jb ∈ σr(A) and we have the statement; otherwise Av−v(a+Jb) is nonzero. Rewriting
(A2−2aA+(a2 +b2)In)v = 0 as

A(Av− v(a+ Jb)) = (Av− v(a+ Jb))(a− Jb)

we deduce that a− Jb, and so the whole sphere [a+ Jb], belongs to σr(A). Conversely,
assume that a+ Jb ∈ σr(A), and so Av = v(a+ Jb), for some v 6= 0. Then a+ Jb and the
whole 2-sphere [a+ Jb] belong to σS(A). Indeed

A2v−2aAv+(a2 +b2)v = v(a+ Jb)2−2av(a+ Jb)+(a2 +b2)v = 0

and so (A2−2aA+(a2 +b2)I) is not invertible. Thus a+ Jb ∈ σS(A). �
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Remark 4.3.16. Note however that the eigenvalue equation Av = vλ is not associated to
a right linear operator, in fact the multiplication on the right by a quaternion is obviously
not linear. The operator A2− 2(Re p)A+ |p|2In is right linear on Hn, thus it is the linear
operator associated with σr(A).

Given a polynomial f (p) = ∑
r
n=0 pnan (or f (p) = ∑

r
n=0 an pn) then we can define f (A) =

∑
r
n=0 Anan (or f (A) = ∑

r
n=0 anAn).

If the coefficients an are real then f (p) = ∑
r
n=0 pnan = ∑

r
n=0 an pn. From now on, we will

assume an ∈ R. Moreover, for any A,P ∈Hm×m, P invertible, we have

f (P−1AP) = P−1 f (A)P.

Since the real vector space Hm×m is finite dimensional the powers An of A cannot be
linearly independent and so there exists a polynomial f with real coefficients such that
f (A) = 0. We denote by mA(p) the monic polynomial with real coefficients such that

mA(A) = 0, (4.10)

and mA has minimal degree. It can be shown, using the same arguments as in the classical
complex case, that mA is unique. The polynomial mA will be called minimal polynomial
of A.
We can then factorize the minimal polynomial mA(p) as

mA(p) =
ν

∏
j=1

(p−a j)
r j

µ

∏
j=1

(p2 +(Reb j)p+ |b j|2)s j (4.11)

where a j,b j,c j ∈ R, r js j ∈ N and the polynomials p2 + b j p+ c j do not have real roots.
Thus the roots of mA(p) are the real numbers a j with multiplicity r j and the spheres [b j]
with multiplicity s j. Let us denote by f j(p) any of the polynomials (p− a j) or (p2 +
(Reb j)p+ |b j|2), j = 1, . . . ,ν +µ and let n j = r j if f j(p) = p−a j or n j = s j if f j(p) =
p2 +(Reb j)p+ |b j|2.
The root subspaces are defined as:

R j(A) =
{

v ∈Hn×1 : f j(p)n j v = 0
}
, j = 1, . . . ,ν +µ.

Remark 4.3.17. It is immediate to verify that AR j(A) ⊆ R j(A), i.e. the root subspaces
R j(A) are A-invariant.

We now mention the following result whose proof can be found in [248]:

Proposition 4.3.18. Let A ∈ Hn×n. Then the sets R j(A) are right subspaces of Hn and
Hn is the direct sum of R j(A), j = 1, . . . ,ν +µ .
If V is an A-invariant subspace of Hn then

V =⊕ν+µ

j=1 (R j(A)∩V ).

In order to state the Jordan decomposition of a matrix we need some more definitions.
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Definition 4.3.19. Let A,B ∈Hn×n. We say that A is similar to B if there exists an invert-
ible matrix P ∈Hn×n such that B = P−1AP.

Since the relation of similarity is symmetric we will simply say that A and B are similar.

Definition 4.3.20. A Jordan block is a s× s matrix of the form

Js(λ ) =


λ 1 0 . . . 0
0 λ 1 . . . 0
...

...
. . . . . . 0

...
... λ 1

0 0 . . . 0 λ


where λ ∈H.

The following result is stated without proof. We refer the reader to [274] and [248].

Theorem 4.3.21. Any A∈Hn×n is similar to a Jordan matrix⊕r
m=1Jsm(λm) where Jsm(λm)

denotes the upper triangular sm× sm Jordan block and λm is a standard eigenvalue of A.
A Jordan matrix is unique up to the permutation of the Jordan blocks and up to replacing
λm by any element in [λm] and it is called Jordan form of A.

4.4 Matrix equations
The following lemma will be used in the study of first order discrete linear systems with
quaternionic entries. See Section 10.6.

Lemma 4.4.1. Let p,q ∈H and assume that(
1 p
q 1

)(
d1 0
0 −d2

)(
1 p
q 1

)∗
=

(
d3 0
0 −d4

)
(4.12)

where d1,d2,d3 and d4 are strictly positive. Then qp and pq are real and belong to [0,1).

Proof. Equation (4.12) is equivalent to

d1−|p|2d2 = d3, (4.13)
qd1 = d2 p, (4.14)

|q|2d1−d2 = −d4. (4.15)

If p = 0 (resp. q = 0) then (4.14) leads to q = 0 (resp. p = 0). We now assume p 6= 0.
Then,

d2 = qd1 p−1,

and plugging this equality in (4.13) gives

d1− ppqd1 p−1 = d3.

Thus d1(1− qp) = d3 and the conclusion for qp follows since d1 > 0 and d3 > 0. The
conclusion for pq is obtained by interchanging the roles of p and q. �
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We will encounter equations of the form

P−A∗PA =C∗JC (4.16)

(called Stein equations) and
A∗P+PA =C∗JC, (4.17)

(called Lyapunov equation), where the various symbols denote quaternionic matrices.
Before proving results on matrix equations we first present a lemma in the special case of
Jordan blocks. For more information on matrix equations we refer the reader to [248].

Lemma 4.4.2. Let λ , ρ be such that [λ ] 6= [ρ]. Then the equation

Jr(λ )X = XJs(ρ), X ∈Hr×s

has only the solution X = 0.

Proof. Let X = [xi j], xi j ∈H. By writing explicitly the scalar equations corresponding to
the matrix equation Jr(λ )X = XJs(ρ) we obtain

λxr1 = xr1ρ

λxr2 = xr1 + xr2ρ

. . .

λxrs = xr,s−1 + xrsρ.

We know that λxr1 = xr1ρ admits just the solution xr1 = 0 since λ and ρ belong to
different spheres. By substituting in the second equation and by iterating the procedure,
we obtain the statement. �

Remark 4.4.3. It is immediate that if [λ ] ∈ σr(A) then [λ ] ∈ σr(A∗). In fact by taking the
inner product in Hm×1 given by 〈x,y〉 := y∗x, and assuming that Ax = xλ , A∗x = xρ we
have

〈A∗x,x〉= 〈x,Ax〉= 〈x,xλ 〉= λ‖x‖2,

and
〈A∗x,x〉= 〈xρ,x〉= ρ‖x‖2,

from which we deduce λ = ρ . If λ ∈R this equality translates into λ = ρ . If λ is not real
then the whole sphere [λ ] consists of eigenvalues and so is [ρ]. In all the cases, [λ ] = [ρ].

Theorem 4.4.4. Let A,B ∈Hn×n. Then the equation

AX−XB =C

has a unique solution for every C ∈Hn×n if and only if

σr(A)∩σr(B) = /0.
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Proof. The given equation can be translated into a linear system in 4n2 real unknowns
which admits a unique solution if and only if the equation AX −XB = 0 has X = 0 as
its unique solution. We can always assume that A, B are in Jordan form, if not it is suf-
ficient the consider the maps A 7→ P−1AP, B 7→ Q−1BQ, X 7→ P−1XQ. So we assume
A =⊕k

j=1Jr j(λ j), B =⊕h
j=1Js j(ρ j). Write X = [Xi, j] where Xi, j ∈Hr j×s` . Then we obtain

the equations
Jri(λi)Xi, j +Xi, jJs j(ρ j) = 0

which, since for all j, ` [λ j] 6= [ρ`], has only the trivial solution by Lemma 4.4.2. To show
the converse, let us assume that there is λ ∈ σS(A)∩ σS(B). Then there exist suitable
x,y ∈ Hm×1 such that Ax = xλ , B∗y = yλ from which we deduce y∗B = λy∗. By setting
X = xy∗ we have

AX−XB = Axy∗− xy∗B = xλy∗− xλy∗ = 0

so X = xy∗ is a nontrivial solution of the given equation, which is a contradiction. �

The following corollary is a special case of the previous result:

Corollary 4.4.5. Let A ∈Hn×n. Then the equation

A∗X +XA =C

has a unique solution for every C ∈Hn×n if and only if

σr(A∗)∩σr(−A) = /0.

Remark 4.4.6. If λ is a real eigenvalue of A∗ then −λ is eigenvalue of −A and if λ is
a non real eigenvalue of A∗ then −λ is an eigenvalue of −A. It is then clear that A∗,−A
have disjoint spectrum if their real eigenvalues are different and their nonreal eigenvalues
are not purely imaginary.

Theorem 4.4.7. Let A ∈Hn×n. Then the equation

X−A∗XA =C

has a solution for every C ∈Hn×n if and only if

λρ 6= 1 (4.18)

for all λ ∈ σr(A), ρ ∈ σr(A∗).

Proof. The statement holds true if it is valid in the case C = 0, so we consider A∗XA−X =
0 and we show that it has only the trivial solution if and only if (4.18) holds.
Suppose that (4.18) is in force. As in the proof of Theorem 4.4.4, we can assume that
A = Jr(λ ), A∗ = Js(ρ) and so we consider Js(ρ)XJr(λ ) = X . If λ 6= 0 then Jr(λ ) is in-
vertible, the equation becomes Js(ρ)X = X(Jr(λ ))

−1. Since the eigenvalues of (Jr(λ ))
−1

correspond to [λ−1], by Theorem 4.4.4 this equation has only the trivial solution. We con-
clude similarly if ρ 6= 0. So let us suppose that ρ = λ = 0. We have, by using iteratively
the equation Js(ρ)XJr(λ ) = X :

X = Js(ρ)XJr(λ ) = (Js(ρ))
2X(Jr(λ ))

2 = · · ·= (Js(ρ))
kX(Jr(λ ))

k = 0
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for k ≥min{s,r}.
We now show the converse and so we assume that the equation A∗XA−X = 0 has only
the solution X = 0. Suppose, by absurd that there exist λ ∈ σr(A), ρ ∈ σr(A∗) such that
λρ = 1. We assume that A and A∗ are in Jordan form A =⊕k

j=1Jr j(λ j), A∗ =⊕h
j=1Js j(ρ j)

where it is not reductive to take λ1 = λ , ρ1 = ρ . We write X = [Xi, j] where Xi, j ∈Hr j×s` .
Then we obtain the equation

Jr1(λ1)X1,1Js1(ρ1)−X1,1 = 0

which can be written as
Jr1(λ1)X1,1 = X1,1(Js1(ρ1))

−1

and this last equation has nontrivial solutions, which is a contradiction. �

In particular, denoting by B the unit ball of H and by ∂B its boundary, we have:

Proposition 4.4.8. Let p,q∈ ∂B be such that [p]∩ [q] = /0, and let h∈H. Then the unique
solution of the equation x− pxq = h is given by

x = (h− phq)(1−2Re(p)q+q2)−1. (4.19)

Proof. The solution is unique in view of Theorem 4.4.4. It remains then to check directly
that (4.19) answers the question. More precisely, and since q and (1−2Re(p)q+ |p|2q2)
commute and |p|= 1, we can write

x− pxq = (h− phq)(1−2Re(p)q+ |p|2q2)−1−
−
(

phq−|p|2hq2)(1−2Re(p)q+q2)−1

=
(
h−2Re(p)hq+ |p|2hq2)(1−2Re(p)q+q2)−1

= h.

�

The notion of observability and controllability still make sense in the quaternionic setting.

Definition 4.4.9. The pair (A,B) ∈Hn×n×Hn×m is called controllable if

∪∞
u=0ranAuB =Hm.

Definition 4.4.10. The pair (C,A) ∈Hn×m×Hm×m is called observable if

∩∞
u=0 kerCAu = {0} .

Note that in the above union and intersection one can replace ∞ by the degree of the min-
imal polynomial mA (see (4.10)). Another way to see that is to remark that the functions

n 7→ dim(∪n
u=0ranAuB) and n 7→ dim(∩n

u=0 kerCAu)

have values in {0, . . . ,m} and are respectively increasing and decreasing.
It is interesting to note that the quaternionic setting enlights the fact that the use of the
Cayley-Hamilton theorem (which does not hold in this framework) is not needed.
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Proposition 4.4.11. Let (C,A) ∈ Hn×m×Hm×m be an observable pair of matrices such
that σS(A)⊂ B. Then,

P =
∞

∑
u=0

A∗uC∗JCAu (4.20)

is the unique solution of (4.16).

Proof. Assume that X is a solution of (4.16). Then for every N,

X =
N

∑
u=0

A∗uC∗JCAu +A∗(N+1)XAN+1.

The condition σS(A)⊂B implies that the series (4.20) converges absolutely, and it follows
that X = P. �



Chapter 5

Quaternionic functional analysis

To develop Schur analysis in the slice hyperholomophic setting, a number of facts and
results from quaternionic functional analysis for which no references were available are
needed. These are developed in the present chapter, largely taken from [37]. Most of the
results can be proved with the same arguments as in the classical proofs since they do not
rely on specific properties of complex numbers that do not hold for quaternions. In some
cases we repeat here the arguments to show that indeed they carry out.

5.1 Quaternionic locally convex vector spaces

We will work in quaternionic right linear spaces V on H in which are defined the op-
erations of sum and scalar multiplication on the right. This is a particular case of linear
space over a (skew) field which is well known in the literature. The following results are
for example in [100, Théorème 1 and Proposition 4, Ch. 2, §7]:

Theorem 5.1.1. (1) Every right quaternionic vector space has a basis.
(2) Every (right) linear subspace of a quaternionic vector space has a direct complement.

From now on, if not otherwise stated, when we will write quaternionic linear spaces we
will mean quaternionic right linear spaces (i.e. we will omit to write ”right”).

Definition 5.1.2. Let V , W be quaternionic linear spaces and let T : V → W be such
that

T (uα + vβ ) = T (u)α +T (v)β , ∀u,v ∈ V , ∀α,β ∈H.

Then T is called a (right) linear map. The set of linear maps from V to W is denoted by
L(V ,W ) or by L(V ) when W = V . Note that L(V ,W ) has no linear structure, unless
W is two sided.
When W =H, T is called functional.
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Definition 5.1.3. Let V be a quaternionic linear space. A semi-norm is defined as a map
p : V → R such that

p(v1 + v2)≤ p(v1)+ p(v2), ∀v1,v2 ∈ V , (5.1)

and
p(vc) = |c|p(v), ∀v ∈ V and c ∈H. (5.2)

It is immediate that (5.2) implies that p(0) = 0 and (5.1) implies

0 = p(v− v)≤ 2p(v),

so that a semi-norm has values in R+.
In the sequel, we will make use of the quaternionic version of the Hahn-Banach theorem
and of Corollary 5.1.7 below:

Theorem 5.1.4 (Hahn-Banach). Let V0 be a subspace of a right quaternionic linear space
V . Suppose that p is a seminorm on V and let φ be a linear functional on V0 such that

|〈φ ,v〉| ≤ p(v), ∀v ∈ V0. (5.3)

Then φ extends to a linear functional Φ on V satisfying the estimate (5.3) for all v ∈ V .

Let p be a semi-norm and set

Uv0(p,α) = {v ∈ V | p(v− v0)< α}.

A family {pγ}γ∈Γ of semi-norms on V indexed by some set Γ defines a topology on V ,
in which a subset U ⊆ V is said to be open if and only if for every v0 ∈ U there are
γ1, . . . ,γn ∈ Γ and ε > 0 such that v ∈Uv0(pγ j ,ε), j = 1, . . . ,n, implies v ∈U .

Following standard arguments, one can easily use (5.1) and (5.2) to verify that when V
is endowed with the topology induced by a family of semi-norms, it is a locally convex
space. Also the converse is true in fact we have, see [37]:

Proposition 5.1.5. A topological quaternionic vector space is locally convex if and only
if the topology is defined by a family of semi-norms.

Definition 5.1.6. A locally convex quaternionic linear space V is a Fréchet space if it
is complete with respect to a (translation invariant) metric. If the metric is induced by a
norm then we say that V is a Banach space.

Corollary 5.1.7. Let V be a quaternionic Banach space and let v ∈ V . If 〈φ ,v〉 = 0 for
every linear continuous functional φ in V ′, then v = 0.

We now state the quaternionic counterpart of some classical results. We begin with a
result which implies the principle of uniform boundedness.

Theorem 5.1.8. For each a ∈ A, where A is a set, let Sa be a continuous map of a quater-
nionic Fréchet space V into a quaternionic Fréchet space W , which satisfies the follow-
ing properties
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(1) |Sa(u+w)| ≤ |Sa(u)|+ |Sa(w)|, ∀u,w ∈ V ,

(2) |Sa(wα)|= |Sa(w)α|, ∀w ∈ V , ∀α ≥ 0.

If, for each u ∈ V , the set {Sav}a∈A is bounded, then limv→0 Sav = 0 uniformly in a ∈ A.

Definition 5.1.9. Let V , W be normed spaces. A linear operator T is said to be bounded
(or continuous) if

‖T‖ := sup
‖v‖=1

‖T v‖< ∞.

The set of linear, bounded operators from V to W is denoted by B(V ,W ) or by B(V )
when W = V .

In the special case of linear maps, Theorem 5.1.8 becomes the following result:

Theorem 5.1.10 (Principle of uniform boundedness). For each a ∈ A, where A is a set,
let Ta be continuous linear map of a quaternionic Fréchet space V into a quaternionic
Fréchet space W . If, for each v ∈ V , the set {Tav}a∈A is bounded, then limv→0 Tav = 0
uniformly in a ∈ A.

The same result can be also formulated in the setting of quaternionic Banach spaces.

Theorem 5.1.11. Let V and W be two quaternionic Banach spaces and let {Ta}a∈A be
bounded linear maps from V to W . Suppose that sup

a∈A
‖Tav‖< ∞ for any v ∈ V . Then

sup
a∈A
‖Ta‖< ∞.

Another classical result which generalizes to the quaternionic setting is the open mapping
theorem:

Theorem 5.1.12 (Open mapping theorem). Let V and W be two quaternionic Fréchet
spaces, and let T be a linear continuous quaternionic map from V onto W . Then the
image of every open set is open.

Theorem 5.1.13 (Banach continuous inverse theorem). Let V and W be two quater-
nionic Fréchet spaces and let T : V → W be a linear continuous quaternionic map
which is one-to-one and onto. Then T has a linear continuous inverse.

Definition 5.1.14. Let V and W be two quaternionic Fréchet spaces. Suppose that T is a
quaternionic operator whose domain D(T ) is a linear manifold contained in V and whose
range belongs to W . The graph of T consists of all point (v,T v), with v ∈ D(T ), in the
product space V ×W .

Definition 5.1.15. We say that T is a closed operator if its graph is closed in V ×W .

In an equivalent way, we say that T is closed if vn ∈ D(T ), vn→ v, T vn→ y imply that
v ∈D(T ) and T v = y.
The proof of the following theorem can be found in [101, Corollaire 5, p. I.19] and also
in [37, Theorem 3.9].
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Theorem 5.1.16 (Closed graph theorem). Let V and W be two quaternionic Fréchet
spaces. Let T : V →W be a linear closed quaternionic operator. Then T is continuous.

In the sequel we will use a consequence of the Ascoli-Arzelà theorem that we state in this
lemma, which can be proved as in Corollary 9 p. 267 in [166].

Lemma 5.1.17 (Corollary of Ascoli-Arzelá theorem). Let G1 be a compact subset of a
topological group G and let K be a bounded subset of the space of continuous functions
C(G1). Then K is conditionally compact if and only if for every ε > 0 there is a neigh-
borhood U of the identity in G such that | f (t)− f (s)| < ε for every f ∈K and every
pair s, t ∈ G1 with t ∈U s.

Definition 5.1.18. We say that a quaternionic topological space T has the fixed point
property if for every continuous mapping T : T → T there exists u ∈ T such that u =
T (u).

To show our result we need the following Lemmas:

Lemma 5.1.19. Let C be the subset of `2(H) defined by

C= {{ξn} ∈ `2(H) : |ξn| ≤ 1/n, ∀n ∈ N}.

Then C has the fixed point property.

Lemma 5.1.20. Let K be a compact convex subset of a locally convex linear quater-
nionic space V and let T : K →K be continuous. If K contains at least two points,
then there exists a proper closed convex subset K1 ⊂K such that T (K1)⊆K1.

Theorem 5.1.21 (Schauder-Tychonoff). A compact convex subset of a locally convex
quaternionic linear space has the fixed point property.

5.2 Quaternionic inner product spaces
In this section we consider quaternionic inner product spaces, their decomposition and
ortho-complemented subspaces. The main source for this part is our paper [37].

Definition 5.2.1. Let V be a quaternionic vector space. The map

[·, ·] : V ×V −→ H

is called an inner product if it is a (right) sesquilinear form:

[v1c1,v2c2] = c2[v1,v2]c1, ∀v1,v2 ∈ V , and c1,c2 ∈H,

and Hermitian:
[v,w] = [w,v], ∀v,w ∈ V .



5.2. Quaternionic inner product spaces 69

When the space V is two-sided, we require moreover that

[ f ,cg] = [c f ,g], c ∈H, f ,g ∈ V . (5.4)

We will call the pair (V , [·, ·]) (or the space V for short when the form is understood
from the context) a (right) quaternionic indefinite inner product space. The form is called
positive (or non-negative) if [v,v]≥ 0 for all v ∈ V .

Definition 5.2.2. A linear subspace M ⊂V is called positive if [m,m]≥ 0 for all m∈M .
It is called strictly positive if the inequality is strict for all m 6= 0. Similarly, M is called

negative if [m,m]≤ 0 for all m ∈M and strictly negative if the inequality is strict for all
m 6= 0.

Two vectors v,w ∈ V are orthogonal if [v,w] = 0. An element v ∈ V such that [v,v] = 0 is
said to be neutral and the set of neutral elements of V forms the so-called neutral part of
V . For L ⊂ V we set

L [⊥] = {v ∈ V : [v,w] = 0, ∀w ∈L } .

The definition of L [⊥] makes sense even when L is simply a subset of V , not necessarily
a subspace, and the set L [⊥], called the orthogonal companion of L , is always a subspace
of V .

Definition 5.2.3. Let L ⊆ V be a linear subspace of V . The subspace L 0 = L ∩L [⊥]

is called isotropic part of L .

We have:

L ⊂
(
L [⊥]

)[⊥] def.
= L [⊥⊥]. (5.5)

When V ∩V [⊥] 6= {0} we say that V is degenerate.
The quaternionic inner product space V is decomposable if it can be written as a direct
and orthogonal sum

V = V+[⊕]V−[⊕]N (5.6)

where V+ is a strictly positive subspace, V− is a strictly negative subspace, and N is a
neutral subspace.

Proposition 5.2.4. Assume that (5.6) holds. Then N = V ∩ V [⊥] (namely N is the
isotropic part of V ).

The representation (5.6) is called a fundamental decomposition. A quaternionic inner
product space need not be decomposable (see for instance [98, Example 11.3, p. 23]
for an example in the complex setting, which still holds in the quaternionic case), and
the decomposition will not be unique, unless one of the spaces V± is trivial. A precise
characterization of the decompositions is given in the following results.
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Lemma 5.2.5. Let V denote a quaternionic inner product space, and let V 0 be its
isotropic part. Let V1 be a direct complement of V 0. Then V1 is nondegenerate and the
direct sum decomposition

V = V 0[⊕]V1 (5.7)

holds.

Proof. Let v ∈ V 0∩V1 be such that

[v,v1] = 0, ∀v1 ∈ V1.

By definition of the isotropic part, we have

[v,v0] = 0, ∀v0 ∈ V 0.

Since V1 is a direct complement of V 0 in V , we have v ∈ V 0, and so v = 0 since V 0 ∩
V1 = {0}. Then equality (5.7) follows. �

Proposition 5.2.6.
(1) Let V = V1[⊕]V2 denote an orthogonal direct decomposition of the indefinite inner
product quaternionic vector space V , where V1 is positive and V2 is maximal strictly
negative. Then, V1 is maximal positive.
(2) The space orthogonal to a maximal positive subspace is negative.
(3) The space orthogonal to a maximal strictly positive subspace is negative.

Proof.
(1) Let W1 ⊃ V1 be a positive subspace of V containing V1 and let v ∈ W1 \V1. Since
V = V1[⊕]V2, we can write v = v1 + v2, where v1 ∈ V1 and v2 ∈ V2. Then, we have that
v2 = v− v1 ∈ W1 since W1 is a subspace. On the other hand, v2 6= 0 (otherwise v ∈ V1)
and so [v2,v2]< 0. This contradicts the assumption that W1 is positive.

(2) Let L be a maximal positive subspace of V , and let v ∈L [⊥]. We have three cases:

(a) If v 6∈L and [v,v] = 0, there is nothing to prove.

(b) If v 6∈L and [v,v]> 0, then the space spanned by v and L is positive, contradicting
the maximality of L . So [v,v]≤ 0.

(c) If v ∈L . Then, v ∈L ∩L [⊥], and so [v,v] = 0, which is what we wanted to prove.

(3) Let now L be a maximal positive definite subspace of V , and let v ∈L [⊥] a nonzero
element. If [v,v]≤ 0 there is nothing to prove. If [v,v]> 0, the space spanned by v and L
is strictly positive, contradicting the maximality of L . �

To state and prove next result, we recall that if V is a right quaternionic vector space and
V1 ⊂ V is a (right) linear subspace of V , the quotient space V /V1 endowed with

(v+V1)q = vq+V1

is also a right quaternionic vector space. The symbol v+V1 denotes the equivalence class
of v ∈ V1 in the quotient space V /V1.
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Definition 5.2.7. The linear subspace L of V is ortho-complemented if V is spanned
by the sum of L and L [⊥].

Theorem 5.2.8. Let V denote a quaternionic inner product space. Then the subspace L
is ortho-complemented if and only if the following two conditions hold:
(1) The isotropic part of L is included in the isotropic part of V .
(2) The image under the inclusion map

ι : L /L 0→ V /V 0

ι(`+L 0) = `+V0

of the quotient space L /L 0 is ortho-complemented in V /V 0.

Proof. Assume that L is ortho-complemented: by definition V = L [+]L [⊥]. The for-
mula

[v+V 0,w+V 0]q
def.
= [v,w] (5.8)

defines a nondegenerate indefinite inner product on V /V 0. It is immediate to verify that
the inner product (5.8) preserves orthogonality, and thus

V /V 0 = (L /V 0)[+](L [⊥]/V 0).

Since L , V 0 are subspaces of the quaternionic vector space V , and V 0 ⊂ V , the map ι

from L /L 0 into V /V0 is well defined. Let us show that ι is one-to-one, so that

(L /V 0) = ι(L /L 0),

and this will conclude the proof of the direct assertion. To this end, observe that every v
in V can be written as

v = `+m, ` ∈L , m ∈L [⊥].

If `0 ∈L 0 then
[`0,v] = [`0, `]+ [`0,m] = 0

and thus L 0 ⊂ V 0. Since
V 0∩L ⊂L 0, (5.9)

one deduces that the map ι is well defined and one-to-one and so (2) holds.

Conversely we assume now that (1) and (2) hold. We prove that L is ortho-complemented.
The condition (1) insures that the map ι is well defined and the inclusion (5.9) holds by
definition of V0. Thus ι is one-to-one. The property (2) shows that for every v ∈ V there
exist ` ∈L and m ∈L [⊥] such that

v+V 0 = `+V 0 +m+V 0.

Thus we have v = `+m+ v0 and this concludes the proof since V 0∩L ⊂L 0 ⊂L [⊥].
�
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Next result holds for a nondegenerate inner product space.

Proposition 5.2.9. Let V be a quaternionic nondegenerate inner product space. Then:
(1) Every ortho-complemented subspace is nondegenerate.
(2) Let L ⊂ V be ortho-complemented. Then L = L [⊥⊥].

Proof. Property (1) follows directly from Theorem 5.2.8 (1) since

L ∩L [⊥] ⊂ V 0 = {0} .

To show (2), we observe that
L ⊂L [⊥⊥]. (5.10)

We assume that L is ortho-complemented. Let v ∈L [⊥⊥], and let

v = v1 + v2, v1 ∈L , and v2 ∈L [⊥].

Then, in view of (5.10), v2 = v− v1 ∈L [⊥⊥], and so v2 ∈L [⊥]∩L [⊥⊥]. We have

L [⊥][+]L [⊥⊥] = V .

In fact if L is ortho-complemented, also L [⊥] is also ortho-complemented by formula
(5.5). This implies that v2 = 0 since V is nondegenerate. We conclude that equality holds
in (5.10). �

Proposition 5.2.10. Let V be a quaternionic inner product space, and let L be a positive
definite subspace of V . There exists a fundamental decomposition of V with V+ = L if
and only if L is maximal positive definite and ortho-complemented.

Proof. Let us assume that there exists a fundamental decomposition of V with V+ = L ,
namely V = L [⊕]V−[⊕]V 0, where V− is negative definite and V 0 is the isotropic part
of V . Then L is ortho-complemented. To show that L is maximal, assume that M ⊃L
be a positive definite subspace containing L and let v ∈M , with decomposition

v = v++ v−+n, v+ ∈L , v− ∈L−, n ∈ V 0.

By linearity, v− v+ = v−+n ∈M . But

[v− v+,v− v+] = [v−,v−]+ [n,n]< 0,

unless v− = 0. But then [v− v+,v− v+] = 0 implies v = v+ (and so n = 0) since M is
positive definite. Thus v = v+ and L = M . Thus, L is maximal positive definite.
Conversely, if L is ortho-complemented, then V = L [+]L [⊥] and, since L is positive
definite, the latter sum is direct, that is, V = L [⊕]L [⊥].
Since L is maximal positive definite, we have that L [⊥] is negative. Indeed, neither
L [⊥]\L nor L [⊥]∩L contain positive vectors v since in the first case the space spanned
by v and L would be positive, contradicting the maximality of L and in the second case
we would have [v,v] = 0 contradicting the positivity of v. Using Lemma 5.2.5 we can
write L [⊥] as a direct orthogonal sum of a negative definite space and of an isotropic
space N . Finally, the isotropic part N of L [⊥] is the isotropic part of V . �



5.3. Quaternionic Hilbert spaces. Main properties 73

5.3 Quaternionic Hilbert spaces. Main properties
Quaternionic Hilbert spaces have been treated in the literature in several papers, see e.g.
[68, 193, 213, 246, 270]. Our study here starts from the definition of right quaternionic
pre-Hilbert space, then moves to the notion of Hilbert space and we show how it is possi-
ble to make a right Hilbert space a two-sided Hilbert space, once that a Hilbert basis has
been selected.

Definition 5.3.1. A quaternionic linear space H is said to be a quaternionic pre-Hilbert
space if it is a quaternionic linear space endowed with an H–valued form [·, ·] which is
sesquilinear, Hermitian and positive.

Remark 5.3.2. In this book we will denote usually inner product in Hilbert spaces by the
symbol 〈·, ·〉 rather than [·, ·]. Thus two elements belonging to a quaternionic pre-Hilbert
space H will be called orthogonal if 〈 f ,g〉= 0. Given a subset M of H we define M⊥

as
M⊥ = {v ∈H : 〈v,m〉= 0, ∀m ∈M }.

Let us define
‖v‖=

√
〈v,v〉.

Observe that 〈vq,vq〉 = |q|2‖v‖2. Then ‖ · ‖ is a norm for which the Cauchy-Schwarz
inequality holds:

|〈u,v〉|2 ≤ ‖u‖2 ‖v‖2. (5.11)

Definition 5.3.3. A quaternionic pre-Hilbert space is said to be a quaternionic Hilbert
space if

‖v‖=
√
〈v,v〉

defines a norm for which H is complete.

We note that every quaternionic pre-Hilbert space has a completion, as follows from [101,
10, p. I.6].
If H is a quaternionic Hilbert space and M ⊆H is a closed subspace then

H = M ⊕M⊥.

The Riesz representation theorem for continuous functionals holds, see [102, p.24]:

Theorem 5.3.4. Let H be a quaternionic Hilbert space with quaternionic inner product
〈·, ·〉. Let ϕ be a continuous right linear functional. Then there is a uniquely defined
element uϕ ∈H such that

ϕ(v) = 〈v,uϕ〉, ∀v ∈H .

Using the Riesz representation theorem one can introduce the notion of adjoint of a linear
operator.
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Definition 5.3.5. Let (H1,〈·, ·〉1), (H2,〈·, ·〉2) be two quaternionic Hilbert spaces and
A : H1→H2 be a bounded (right) linear operator. Then there exists a uniquely defined
bounded (right) linear operator

A∗ : H2 → H1

such that for any u ∈H1 and v ∈H2

〈u,A∗v〉1 = 〈Au,v〉2

The operator A∗ is called the adjoint of A.

We define the norm of a linear bounded operator as

‖A‖= sup
u∈H1,u6=0

‖Au‖2

‖u‖1
.

The following result is proved as in case of complex Hilbert spaces, and is used in partic-
ular in proving the quaternionic version of Bohr’s inequality. See Theorem 8.7.4 for the
latter.

Proposition 5.3.6. Let H1 and H2 be two right quaternionic Hilbert spaces and let
A ∈ B(H1,H2). Then,

‖A‖= ‖A∗‖ and ‖AA∗‖= ‖A‖2. (5.12)

We now discuss an example. Given a quaternionic Hilbert space H , we associate with
u ∈H the operator Mu of multiplication by u on the left defined by

Muq = uq, q ∈H. (5.13)

u We have
M∗u(v) = 〈v,u〉, v ∈H .

Indeed, for q ∈H,

〈M∗u(v),q〉= 〈v,uq〉= q〈v,u〉.

In particular we have
M∗u Mv = 〈v , u〉. (5.14)

We now introduce the notion of Hilbert basis in the quaternionic setting, see [193, 269,
270]. We first state the following result whose proof follows as in the complex case, see
[252]:

Proposition 5.3.7. Let H be a quaternionic Hilbert space and let N be a subset of H
such that for all u,u′ ∈ N, 〈u,u′〉 = 0 if u 6= u′ and 〈u,u〉 = 1. The following conditions
are equivalent:
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a) For every w,v ∈H , the series ∑u∈N〈w,u〉〈u,v〉 converges absolutely and:

〈w,v〉= ∑
u∈N
〈w,u〉〈u,v〉.

b) For every v ∈H , it holds:

‖v‖2 = ∑
u∈N
|〈u,v〉|2.

c) N⊥ = {0}.

d) The linear subspace of H consisting of all finite right linear combinations of ele-
ments of N with quaternionic coefficients is dense in H .

Proposition 5.3.8. Every quaternionic Hilbert space H admits a subset N, called Hilbert
basis, such that for u,u′ ∈ N, 〈u,u′〉= 0 if u 6= u′ and 〈u,u〉= 1, and N satisfies one of the
equivalent conditions in Proposition 5.3.7. Two such sets have the same cardinality.
If N is a Hilbert basis of H , then every v ∈H can be uniquely decomposed as:

v = ∑
u∈N

u〈u,v〉,

where the series ∑u∈N u〈u,v〉 converges absolutely in H .

The theory we have developed for quaternionic linear operators works in a two-sided
quaternionic linear space, namely, in a linear space which is endowed not only with a no-
tion of multiplication by a scalar on the right but also on the left. If we are assigned a right
linear Hilbert space H it is possible to endow it with a notion of scalar multiplication on
the left, though in a non-canonical way which depends on the choice of a Hilbert basis.
Let us fix a Hilbert basis N of H . We define the left scalar multiplication of H induced
by N as the map H×H →H given by (q,v) 7→ qv where

qv := ∑
u∈N

uq〈u,v〉 q ∈H, v ∈H . (5.15)

The following result, see [193], follows with easy computations.

Proposition 5.3.9. The left product defined in (5.15) satisfies the following properties.

(1) q(w+ v) = qw+qv and q(vp) = (qv)p, for every v,w ∈H and q, p ∈H.

(2) ‖qv‖= |q| ‖v‖, for every v ∈H and q ∈H.

(3) q(q′v) = (qq′)v, for every v ∈H and q,q′ ∈H.

(4) 〈qw,v〉= 〈w,qv〉, for every w,v ∈H and q ∈H.

(5) rv = vr, for every v ∈H and r ∈ R.

(6) qu = uq, for every u ∈ N and q ∈H.
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As a consequence, for every q ∈ H, the map Lq : H → H, sending v into qv, belongs to
B(H ). The map LN : H→ B(H ), defined by setting

LN(q) := Lq,

is a norm–preserving real algebra homomorphism, with the additional properties:

Lrv = vr, r ∈ R, v ∈H , (5.16)

and
(Lq)

∗ = Lq, q ∈H. (5.17)

Let H denote a right quaternionic Hilbert space. The bounded operator A from H into
itself is called positive (we will also say positive semi-definite) if

〈Ah,h〉H ≥ 0, ∀h ∈H .

The following two theorems deal with squareroots of positive operators. The first one can
be proved via the quaternionic spectral theorem; see [37], or using power series expan-
sions of the function

√
1− z for |z| < 1; see [65, Lemma 2.2, p. 670]. We give only the

proof of the second theorem, and refer to these papers for more information on the first
theorem.

Theorem 5.3.10. A bounded positive operator in a right quaternionic Hilbert space has
a positive squareroot.

Theorem 5.3.11. Let A be a positive operator on a a right quaternionic Hilbert space.
Then, there exists a right quaternionic Hilbert space HA and a bounded linear T operator
from H into HA such that kerT ∗ = {0} and

A = T ∗T. (5.18)

Proof. The proof follows the case of complex Hilbert and Banach spaces; see [73, Theo-
rem 2.2 p. 703] for the latter. For u,v ∈H the inner product

〈Au,v〉H = 〈u,Av〉H

depends only on Au and Av. We endow the range of A endowed with the inner product
〈·, ·〉A:

〈Au,Av〉A = 〈Au,v〉H . (5.19)

This makes the operator range ranA a right quaternionic pre-Hilbert space. Let HA denote
its completion to a right quaternionic Hilbert space. The map T from H into HA defined
by Tu = Au is bounded since

‖Tu‖2
A = 〈Au,u〉H ≤ ‖A‖ · ‖u‖2

H .
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We compute its adjoint, first on elements of the form Au. Let h ∈H . We have

〈T ∗(Au),h〉H = 〈Au,T h〉A
= 〈Au,Ah〉A
= 〈Au,h〉H .

Thus T ∗(Au) = Au, and by continuity we have T ∗g = g for all g ∈HA. Finally we note
that

T ∗T h = T ∗(Ah) = Ah, h ∈H

and so (5.18) is in force. To conclude we note that T ∗ is injective by construction. �

We conclude with a theorem on tensor products of quaternionic Hilbert spaces. To deepen
the topic, see for instance [212, 213, 246]. Our discussion is based on [65, §3]. Let G
and H be quaternionic Hilbert spaces on the right and on the left, respectively. Their
algebraic tensor product has only a group structure in general. However, under suitable
assumptions, it is possible to define an inner product in order to obtain a Hilbert space,
see [65, Theorem 3.1].

Theorem 5.3.12. Let H be a separable two sided quaternionic Hilbert space whose
inner product satisfies (5.4), and let G be a separable right quaternionic Hilbert space.
Then, the tensor product G ⊗H H endowed with the inner product

〈g1⊗h1,g2⊗h2〉G⊗HH = 〈〈g1,g2〉G h1,h2〉H

is a right quaternionic Hilbert space.

5.4 Partial majorants
A standard reference for special topologies, called partial majorants, studied in this sec-
tion is [98, Chapter III] in the complex case. For the quaternionic case we refer the reader
to [37] which is the main source for this section. We begin by proving a simple fact
(which, in general, is not guaranteed in a vector space over any field):

Lemma 5.4.1. Let V be a quaternionic inner product space and let w ∈ V . The maps

v 7→ pw(v) = |[v,w]|, v ∈ V (5.20)

are semi-norms.

Proof. Property (5.1) is evident. Property (5.2) comes from the fact that the absolute value
is multiplicative in H:

pw(vc) = |[vc,w]|= |[v,w]c|= |[v,w]| · |c|= |c|pw(v).

�

Next definition is classical:
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Definition 5.4.2. The weak topology on V is the smallest topology such that all the
semi-norms (5.20) are continuous.

Definition 5.4.3. (1) A topology on the quaternionic indefinite inner product space V is
called a partial majorant if it is locally convex and if all the maps

v 7→ [v,w], w ∈ V , (5.21)

are continuous.
(2) A partial majorant is called admissible if every continuous linear functional from V
to H is of the form v 7→ [v,w0] for some w0 ∈ V .

Next result relates the weak topology with partial majorants.

Theorem 5.4.4. The weak topology of an inner product space is a partial majorant. A
locally convex topology is a partial majorant if and only if it is stronger than the weak
topology.

Proof. To prove that the weak topology of an inner product space is a partial majorant,
we have to show that in the weak topology the maps (5.21) are continuous. For any ε > 0,
and for any v0,w ∈ V the inequality |[v,w]− [v0,w]| < ε is equivalent to pw(v− v0) < ε

and the set {v ∈ V : pw(v− v0)< ε} is a neighborhood Uv0(pw,ε) of v0. Thus the weak
topology is a partial majorant.
Let us now consider another locally convex topology stronger than the weak topology.
As we already know, the inequality |[v,w]− [v0,w]| < ε holds for v ∈Uv0(pw,ε) which
is also an open set in the stronger topology. So any locally convex topology stronger
than the weak topology is a partial majorant. Finally, we consider a partial majorant. Let
v0,w1, . . . ,wn ∈ V , let ε > 0. Then, by definition, there are neighborhoods U` of w`, `=
1, . . . ,n such that for any v ∈U` the inequality |[v,w`]− [v0,w`]|< ε , i.e. pw`

(v− v0)< ε

holds. Thus any w which belongs to the neighborhood of v0 defined by ∩n
`=1U` belongs

to Uv0(pw`
,ε) and the statement follows. �

From this result we obtain:

Corollary 5.4.5. Every partial majorant of a nondegenerate inner product space V is
Hausdorff.

Proof. Any open set in the weak topology is also open in the partial majorant topology.
The weak topology is Hausdorff if it separates points, i.e. if and only if for every w∈V the
condition pw(v) = |[v,w]|= 0 implies v = 0. But this is the case since V is nondegenerate.

�

Proposition 5.4.6. If a topology is a partial majorant of the quaternionic inner product
space V then the orthogonal companion of every subspace is closed.

Proof. Let L be a subspace of V and let L [⊥] be its orthogonal companion. We show
that the complement (L [⊥])c of L [⊥] is an open set. Let v0 be in (L [⊥])c; then there is
w ∈L such that [v0,w] 6= 0. By continuity, there exists a neighborhood U of v0 such that
[v,v0] 6= 0 for all v ∈U , thus (L [⊥])c is open. �
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Corollary 5.4.7. If a topology is a partial majorant of a nondegenerate inner product
space V then every ortho-complemented subspace of V is closed.

Proof. Let L be a subspace of V and let L [⊥] be its orthogonal companion. Then L [⊥⊥]

is closed by Proposition 5.4.6 and since L [⊥⊥] = L by Proposition 5.2.9, the statement
follows. �

Corollary 5.4.8. Let τ be a partial majorant of the quaternionic inner product V and
assume that V is nondegenerate. Then the components of any fundamental decomposition
are closed with respect to τ .

Proof. This is a consequence of the previous corollary, since the two components are
ortho-complemented. �

Theorem 5.4.9. Let V be a nondegenerate quaternionic inner product space and let τ1
and τ2 be two Fréchet partial majorants of V . Then, τ1 = τ2.

Proof. Let τ be the topology τ1 ∪ τ2. Then, following the proof of Theorem 3.3. p. 63
in [98], we show that τ is a Fréchet topology stronger than τ1 and τ2. Let us consider
the two topological vector spaces V endowed with τ and V endowed with τ1 and the
identity map acting between them. By the closed graph theorem, see Theorem 5.1.16, we
have that the identity map takes closed sets to closed sets and so τ1 is stronger than τ . A
similar argument holds by considering τ2 and thus τ = τ1 = τ2. �

We now consider the case in which a partial majorant τ is defined by a norm ‖ · ‖ on a
nondegenerate inner product space V , and we define

‖v‖′ def.
= sup
‖w‖≤1

|[v,w]|, v ∈ V . (5.22)

Then it can be verified that ‖ · ‖′ is a norm called polar of the norm ‖ · ‖. As in the proof
of Lemma 5.4.1 the crucial fact is that the modulus is multiplicative in H. The topology
τ ′ induced by ‖ · ‖′ is called the polar of the topology τ .
The definition (5.22) implies

|[v, w
‖w‖

]| ≤ sup
w∈V
|[v, w
‖w‖

]| ≤ sup
‖w‖≤1

|[v,w]|= ‖v‖′, (5.23)

from which we deduce the inequality |[v,w]| ≤ ‖v‖′‖w‖. Thus the polar of a partial majo-

rant is a partial majorant since (5.21) holds and thus one can define τ ′′
def.
= (τ ′)′ and so on,

iteratively.

Proposition 5.4.10. Let V be a nondegenerate inner product space.

(1) If τ1 and τ2 are normed partial majorants of V and τ1 is weaker than τ2, then τ ′2 is
weaker than τ ′1.

(2) If τ is a normed partial majorant of V , then its polar τ ′ is a normed partial majorant
on V . Furthermore, τ ′′ ≤ τ , and τ ′′′ = τ ′.
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Proof. Let τ1,τ2 be induced by the norms ‖ · ‖1 and ‖ · ‖2, respectively and let us assume
that τ1 ≤ τ2. Then there exists λ > 0 such that λ‖w‖2 ≤ ‖w‖1 for all w ∈ V and so, if we
take ‖w‖1 ≤ 1 we have

sup
‖w‖1≤1

|[v,w]| ≤ sup
‖w‖2≤1

|[v,λw]|= λ sup
‖w‖2≤1

|[v,w]|,

so that τ ′2 ≤ τ ′1.
Moreover we have sup‖y‖′≤1 |[x,y]| ≤ ‖x‖ and so τ ′′ ≤ τ . Let us now use this inequality
by replacing τ by τ ′ and we get τ ′′′ ≤ τ ′. By using point (1) applied to τ1 = τ ′′ and τ2 = τ

we obtain the reverse inequality and so τ ′′′ = τ ′. �

Among the partial majorants there are the admissible topologies (see Definition 5.4.3).
The next result shows that an admissible topology which is also metrizable is uniquely
defined. In order to prove this fact, we recall that given a quaternionic vector space V , its
so-called conjugate V ∗ is defined to be the quaternionic vector space in which the additive
group coincides with V and whose multiplication by a scalar is given by (c,v) 7→ vc̄. An

inner product (·, ·) in V ∗ can be assigned by (v,w) def.
= [w,v] = [v,w].

Theorem 5.4.11. Let τ1, τ be admissible topologies on a quaternionic inner product
space V . If τ1 is given by a countable family of semi-norms, then τ1 is stronger than τ .
Moreover, no more than one admissible topology of V is metrizable.

Proof. Assume that τ1 and τ are given by the families of semi-norms {pi}, i ∈ N, and
{qγ}, γ ∈ Γ, respectively. Suppose that τ1 is not stronger than τ . Then there exists an
open set in τ that does not contain any open set in τ1. In particular, it does not contain

{v ∈ V | pi(v)<
1
n
, i = 1, . . . ,n} for some n ∈ N.

Thus, there exists a sequence {vn} ⊂ V such that pi(vn) <
1
n

but maxk=1,...,m qγk(vn) =

qγ j(vn)≥ ε for some ε > 0. By choosing wn = nvn we have

max
i=1,...,n

pi(wn)< 1, qγ j(wn)≥ nε, n ∈ N. (5.24)

Let us consider the subspace of V given by L = {v ∈ V | qγ j(v) = 0} and the quotient

L̂
def.
= V /L . We can endow L̂ with the norm ‖v̂‖ def.

= qγ j(v), for v̂ = v+L ∈ L̂ . Let
ϕ̂ : L̂ →H be a linear function which is also continuous:

|ϕ̂(v̂)| ≤ ‖ϕ̂‖‖v̂‖, v̂ ∈ L̂ .

Then the formula ϕ(v) def.
= ϕ̂(v̂), v ∈ V , v ∈ v̂, defines a linear and continuous function on

V since
|ϕ(v)| ≤ ‖ϕ̂‖‖v̂‖= ‖ϕ̂‖qγ j(v).
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Thus ϕ is continuous in the topology τ and since τ is admissible, ϕ(v) = [v,w0] for some
suitable w0 ∈ V . We conclude that ϕ is also continuous in the topology τ1. So for some
r ∈ N and δ > 0 we have

|ϕ(v)| ≤ 1
δ

max
i=1,...,r

pi(v), v ∈ V .

This last inequality together with (5.24) give |ϕ(wn)| < 1/δ for n > r. So the sequence
{ϕ̂(ŵn)} is bounded for any ϕ̂ fixed in the conjugate space L̂ ∗ of the normed space L̂ .
However, we can look at ϕ̂(ŵn) as the value of the functional ŵn acting on the elements
of the Banach space L̂ ∗. Since we required that |ϕ̂(v̂)| ≤ ‖ϕ̂‖‖v̂‖, for v̂ ∈ L̂ the func-
tional ŵn is continuous. By the quaternionic version of the Hahn-Banach theorem, we
deduce that ‖ŵn‖ = qγ j(ŵn). From (5.24), more precisely from qγ j(wn) ≥ nε , we obtain
a contradiction with the principle of uniform boundedness, see Theorem 5.1.10. �

5.5 Majorant topologies and inner product spaces
The material in this section can be found, in the complex case, in [98, Chapter IV]. The
source for this section is our paper [37].

Definition 5.5.1. A locally convex topology on (V , [·, ·]) is called a majorant if the inner
product is jointly continuous in this topology. It is called a complete majorant if it is
metrizable and complete. It is called a normed majorant if it is defined by a single semi-
norm or norm, and a Banach majorant if it is moreover complete with respect to this norm.
It is called a Hilbert majorant if it is a complete normed majorant, and the underlying norm
is defined by an inner product.

Remark 5.5.2. The norm defining a Banach majorant (and hence the inner product defin-
ing a Hilbert majorant) is not unique. But Theorem 5.1.12 implies that any two such
norms are equivalent.

Proposition 5.5.3.
(1) Given a majorant, there exists a weaker majorant defined by a single semi-norm.
(2) A normed partial majorant τ on the nondegenerate inner product space V is a majo-
rant if and only if it is stronger than its polar: τ ′ ≤ τ .

Proof. (1) From the definition of a majorant, there exist semi-norms p1, . . . , pN and ε > 0
such that

|[u,v]| ≤ 1, ∀u,v ∈U,

where
U =

{
v ∈ V ; p j(v)≤ ε, j = 1, . . .N

}
.

It follows that the inner product is jointly continuous with respect to the semi-norm
max j=1,...N p j.
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(2) Bearing in mind thr definition of polar τ ′, see (5.22), we have that τ ′ ≤ τ if and only if
the identity map from (V ,τ) into (V ,τ ′) is continuous. This happens if and only if there
exists k > 0 such that

‖v‖′ ≤ k‖v‖, ∀v ∈ V . (5.25)

This in turn holds if and only if

|[v,u]| ≤ k‖v‖, ∀v,u ∈ V with ‖u‖ ≤ 1. (5.26)

The result follows since any such u 6= 0 is such that ‖u‖ ≤ 1 if and only if it can be written
as w
‖w‖ , for some w 6= 0 ∈ V . �

Proposition 5.5.4. Let V be a nondegenerate inner product space, admitting a normed
majorant. Then there exists a weaker normed majorant which is self-polar.

Proof. We closely follow and sketch the proof of [98, p. 85]. The key is that the polar
norm (defined in (5.22)) is still a norm in the quaternionic case. By possibly renormaliz-
ing, we can assume that

|[u,v]| ≤ ‖u‖‖v‖, u,v ∈ V , (5.27)

where ‖ · ‖ denotes a norm defining the majorant. Define a sequence of norms (‖ · ‖n)n∈N
by ‖ · ‖1 = ‖ · ‖ and

‖u‖n+1 =

(
1
2
(‖u‖2

n +(‖u‖′n)2)

) 1
2
, n = 1,2, . . . , (5.28)

where we recall that ‖ · ‖′ denotes the polar norm of ‖ · ‖; see (5.22). By induction, one
shows that each ‖ · ‖n satisfies (5.27) and that the sequence (‖ · ‖n)n∈N is decreasing, and
thus defining a semi-norm ‖ ·‖∞ = limn→∞ ‖ ·‖n. One readily shows that ‖ ·‖∞ ≥ 1√

2
‖ ·‖′1,

and hence ‖ · ‖∞ is a norm, and a majorant since it also satisfies (5.27) by passing to the
limit the corresponding inequality for ‖ · ‖n.
We now show that the topology defined by ‖ · ‖∞ is self-polar. We first note that the
sequence of polars (‖ · ‖′n)n∈N is increasing, and bounded by the polar ‖ · ‖′∞. Set ‖ · ‖e =
limn→∞ ‖ · ‖′n. Applying inequality (5.23) to ‖ · ‖n and taking limits leads to

|[u,v]| ≤ ‖u‖e‖v‖∞, u,v ∈ V .

Thus ‖ · ‖′∞ ≤ ‖ · ‖e, and we get that ‖ · ‖′∞ = ‖ · ‖e. Letting n → ∞ in (5.28), we get
‖ · ‖∞ = ‖ · ‖′∞. �

Proposition 5.5.5. Let (V , [·, ·]) be a quaternionic nondegenerate inner product space.
Then a partial majorant is a minimal majorant if and only if it is normed and self-polar.

Proof. Assume first that the given partial majorant τ is a minimal majorant. By item (1) of
Proposition 5.5.3 there is a weaker majorant τa defined by a single semi-norm. Moreover
by Corollary 5.4.5 any partial majorant (and in particular any majorant) is Hausdorff, and
so the τa is Hausdorff and the above semi-norm is in fact a norm. By Proposition 5.5.4
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there exists a self-polar majorant τ∞ which is weaker that τ1. The minimality of τ implies
that τ∞ = τ .
Conversely, assume that the given partial majorant τ is normed and self-polar. Then τ is a
majorant in view of item (2) of Proposition 5.5.3. Assume that τa ≤ τ is another majorant.
Then, by part (2) in Lemma 5.5.3, τa ≥ τ ′a, and by item (1) of Proposition 5.4.10 we have
τ ′a ≥ τ ′. This ends the proof since τ is self-polar. �

Theorem 5.5.6. Let V be a quaternionic nondegenerate inner product space, and let τ

be an admissible topology which is moreover a majorant. Then τ is minimal, it defines a
Banach topology and is the unique admissible majorant on V . Finally, τ is stronger than
any other admissible topology on V .

In next proposition we introduce an operator, called Gram operator, which will play an
important role in the sequel. Recall that Hilbert majorants have been defined in Definition
5.5.1.

Proposition 5.5.7. Let (V , [·, ·]) be a quaternionic inner product space, admitting a
Hilbert majorant, with associated inner product 〈·, ·〉, and corresponding norm ‖·‖. There
exists a linear continuous operator G, self-adjoint with respect to the inner product 〈·, ·〉,
and such that

[v,w] = 〈v,Gw〉, v,w ∈ V .

Proof. The existence of G follows from Riesz’ representation theorem for continuous
functionals, which still holds in quaternionic Hilbert spaces (see [102, p. 36], [212, The-
orem II.1, p. 440]); the fact that G is Hermitian follows from the fact that the form [·, ·]
is Hermitian. In the complex case, an everywhere defined Hermitian operator in a Hilbert
space is automatically bounded; rather than proving the counterpart of this fact in the
quaternionic setting we note, as in [98, p. 88], that there exists a constant k such that

|[u,w]| ≤ k‖u‖ · ‖v‖, ∀u,v ∈ V . (5.29)

The boundedness of G follows from (5.29) and [v,Gv] = ‖Gv‖2. �

The operator G in the preceding result is called Gram operator. The semi-norm

v 7→ ‖Gv‖ (5.30)

defines a topology called the Mackey topology. As we remarked after Definition 5.5.1
the inner product defining a given Hilbert majorant is not unique, and so to every inner
product will correspond a different Gram operator.

Proposition 5.5.8. The Mackey topology is admissible and is independent of the choice
of the inner product defining the Hilbert majorant.

Proof. The uniqueness will follow from Theorem 5.4.11 once we know that the topology,
say τG, associated to the semi-norm (5.30) is admissible. From the inequality

|[u,v]|= 〈Gu,v〉 ≤ ‖Gu‖ · ‖v‖
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we see that τG is a partial majorant. To show that it is admissible, consider a linear func-
tional f continuous with respect to τG. There exists k > 0 such that

| f (u)| ≤ k‖Gu‖, ∀u ∈ V .

Thus the linear relation
(kGu, f (u)), u ∈ V

is the graph of a contraction, say T ,

T (Gu) =
1
k

f (u), ∀u ∈ V ,

in the pre-Hilbert space (ran G)×H, the latter being endowed with the inner product

〈(Gu, p),(Gv,q)〉V ×H = 〈Gu,Gv〉+qp = [Gu,v]+qp.

The operator T admits a contractive extension to all of V ×H, and by Riesz representation
theorem, there exists f0 ∈ V such that

T (u) = 〈u, f0〉, ∀u ∈ V .

Thus
f (u) = kT (Gu) = k〈Gu, f0〉= [u,k f0],

which ends the proof. �

Let L be a subspace of a quaternionic inner product space (V , [·, ·]). Assume that V
admits an Hilbert majorant with associated inner product 〈·, ·〉 and associated norm ‖ · ‖.
We denote by PL the orthogonal projection onto L in the Hilbert space (V ,〈·, ·〉), and
we set

GL = PL G
∣∣
L
. (5.31)

Proposition 5.5.9. Let V be a quaternionic inner product space, admitting an Hilbert
majorant, let L be a closed subspace of V and let GL be defined by (5.31). Then:
(1) An element v ∈ V admits a projection onto L if and only if

PL v ∈ ran GL . (5.32)

(2) L is ortho-complemented in (V , [·, ·]) if and only if

ran PL G = ran GL .

Proof. (1) The vector v ∈V has a (not necessarily unique) projection, say w on L if and
only if

[v−w,u] = 0, ∀u ∈L ,

that is, if and only if
〈G(v−w),u〉= 0, ∀u ∈L .

This last condition is equivalent to PL Gv = GL w, which is equivalent to (5.32).
(2) The second claim is equivalent to the fact that every element admits a projection on
L , and therefore follows from (1). �
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The following result on the decomposability of a inner product space is based on the
spectral theorem for Hermitian operators.

Theorem 5.5.10. Let (V , [·, ·]) be a quaternionic inner product space, admitting a Hilbert
majorant. Then V is decomposable, and there exists a fundamental decomposition such
that all three components and any sum of two of them are complete with respect to the
Hilbert majorant.

Proof. As in the proof of the corresponding result in the complex case (see [98, p. 89] we
apply the spectral theorem (see [37, Theorem 8.1]) to the Gram operator G associated to
the form [·, ·], and write G as:

G =
∫ +∞

−∞

λdE(λ ),

where the spectral measure is continuous and its support is finite since G is bounded. We
then set

V− = E(0−)V , V0 = (E(0)−E(0−))V , and V+ = (I−E(0))V .

We have
V = V−[⊕]V0[⊕]V+.

Each of the components and each sum of pairs of components of this decomposition
is an orthogonal companion, and therefore closed for the Hilbert majorant in view of
Proposition 5.4.6. �

Let V be a quaternionic inner product space which is decomposable and nondegenerate,
and let

V = V+[⊕]V−, (5.33)

where V+ is a strictly positive subspace and V− is a strictly negative subspace. The map

J(v) = v+− v−

is called the associated fundamental symmetry. Note that J(Jv) = v, thus J is invertible
and J = J−1. It is readily seen that

[v,w] = [Jv,Jw], v,w ∈ V . (5.34)

If, as in the proof of the previous result, we set

P±(v) = v±, (5.35)

we have J = P+−P−.

Theorem 5.5.11. Let V be a decomposable and nondegenerate quaternionic inner prod-
uct space, and let (5.6) be a fundamental decomposition of V , and let

〈v,w〉J
def.
= [Jv,w], v,w ∈ V .
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Then,
〈v,w〉J = [v,Jw] = [v+,w+]− [v−,w−], (5.36)

[v,w] = 〈v,Jw〉J = 〈Jv,w〉J , (5.37)

and (V ,〈·, ·〉J) is a pre-Hilbert space. Furthermore, with ‖v‖2
J = [v,Jv], it holds

|[v,w]|2 ≤ ‖v‖2
J‖w‖2

J , v,w ∈ V . (5.38)

Proof. The first claim follows from the fact that both V+ and V− are positive definite. In
a quaternionic pre-Hilbert space, the Cauchy-Schwarz inequality holds and this implies
(5.38) since

|[v,w]|2 = |〈v,Jw〉J |2 ≤ ‖v‖2
J‖Jw‖2

J .

Equations (5.36) and (5.34) imply that ‖w‖J = ‖Jw‖J , and this ends the proof. �

Remark 5.5.12. Let V be a quaternionic, nondegenerate, inner product vector space ad-
mitting a fundamental decomposition of the form V = V+[⊕]V− and let J be the associ-
ated fundamental symmetry. Then V+ is J-orthogonal to V−, i.e. 〈v+,w−〉J = 0 for every
v+ ∈ V+ and w− ∈ V−, as one can see from formula (5.36).
The topology defined by the norm ‖ · ‖J is called the decomposition majorant belonging
to the given fundamental decompostion.

In the next result the majorant is a Banach majorant rather than a Hilbert majorant and
the space in nondegenerate.

Proposition 5.5.13. Let (V , [·, ·]) be a quaternionic nondegenerate inner product space,
admitting a Banach majorant τ and a decomposition majorant τ1. Then, τ1 ≤ τ .

Proof. Let V = V+[⊕]V− be a fundamental decomposition of V . By Corollary 5.4.8 the
space V+ is closed in the topology τ . Let P+ denote the map

P+v = v+ (5.39)

where v = v++ v− is the decomposition of v ∈ V along the given fundamental decom-
position of V . We claim that the graph of P+ is closed, when V is endowed with the
topology τ . Indeed, if (vn)n∈N is a sequence converging (in the topology τ) to v ∈ V and
such that the sequence ((vn)+)n∈N converges to z ∈ V+ also in the topology τ . Since the
inner product is continuous with respect to τ we have for w ∈ V+

[z− v+,w] = lim
n→∞

[(vn)+,w]− [v+,w]

= lim
n→∞

[vn,w]− [v+,w] = [v,w]− [v+,w] = [v− v+,w] = 0

and so z = v+. By the closed graph theorem (see Theorem 5.1.16) P+ is continuous. The
same holds for the operator P−v = v− and so the operator

Jv = v+− v− (5.40)



5.5. Majorant topologies and inner product spaces 87

is continuous from (V ,τ) onto (V ,τ). Recall now that [Jv,v] is the square of the J-norm
defining τ1. We have

[Jv,v]≤ k‖Jv‖ · ‖v‖,

where ‖ · ‖ denotes a norm defining τ . The consinutity of J implies

[Jv,v]≤ k‖Jv‖ · ‖v‖ ≤ k1‖v‖2.

It follows that the inclusion map is continuous from (V ,τ) into (V ,τ1), and so τ1 ≤
τ . �

Proposition 5.5.14. Every decomposition majorant is a minimal majorant.

Proof. A decomposition majorant is also a partial majorant and is normed, with associ-
ated J-norm ‖u‖J = [Ju,u], where J is associated to the decomposition J(v) = v+− v−.
Thus, using Proposition 5.5.5, to prove the minimality it is enough to show that ‖u‖J is
self-polar. This fact follows from

‖u‖′J = sup
‖v‖J≤1

|[Ju,v]|= sup
‖v‖J≤1

|[u,Jv]|= ‖u‖J .

�

We can now address the problem of the uniqueness of a minimal majorant.

Proposition 5.5.15. Let (V , [·, ·]) be a quaternionic inner product space, admitting a
decomposition

V = V+[⊕]V−, (5.41)

where V+ is positive definite and V− is negative definite. Assume that (V+, [·, ·]) (resp.
(V−,−[·, ·])) is complete. Then, so is (V−,−[·, ·]) (resp. (V+, [·, ·])), and (V , [·, ·]) has a
unique minimal majorant.

Proof. The topology τ defines a fundamental decomposition, and an associated minimal
majorant ‖·‖J . See Proposition 5.5.14. Let τ be another minimal majorant. By Proposition
5.5.5 it is normed and self-polar and so there is a norm ‖ · ‖ and k1 > 0 such that

‖v+‖ ≤ k1 sup
y∈V+
‖y‖≤1

|[v+,y]|.

Using the uniform boundedness we find k2 > 0 such that

|[v+,y]| ≤ k2[v+,v+], ∀y such that ‖y‖ ≤ 1.

Hence, with C = k1k2,
‖v+‖ ≤C[v+,v+], ∀v+ ∈ V+. (5.42)

Let now v ∈ V with decomposition v = v++ v−, where v± ∈ V±. Since τ is a normed
majorant, there exists C1 such that

‖v+‖2 ≤C[v+,v+] =C[v+,v]≤CC1‖v+‖ · ‖v‖.
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Hence
‖v‖2

J = [Jv,v]≤C1‖Jv‖ · ‖v‖=C1‖2v+− v‖ ·K‖v‖2

for an appropriate K > 0. The identity map is therefore continuous from (V ,τ) onto
(V ,‖ · ‖J). Since τ is defined by a single norm, it follows that the identity map is also
continuous from (V ,‖ · ‖J) onto (V ,τ) and this ends the proof. �

Definition 5.5.16. The space V+ (resp. V−) is called intrinsically complete when (V+, [·, ·])
(resp. (V−,−[·, ·])) is complete.

Proposition 5.5.17. Let (V , [·, ·]) be a quaternionic inner product space, admitting a
decomposition of the form (5.33), and with associated fundamental symmetry J. Then:

(1) Let L denote a positive subspace of V . Then, the operator P+
∣∣
L

and its inverse
are τJ continuous.

(2) Given another decomposition of the form (5.33), the positive (resp. negative) com-
ponents are simultaneously intrinsically complete.

Proof. To prove the result we follow [98, pp. 93-94]. Let L be a positive subspace of V
and let v ∈L . By recalling (5.36), (5.39), where v = v++ v− is the decomposition of v
with respect to the fundamental decomposition V = V+[⊕]V−, we have:

‖v‖2
J = ‖P+v‖2

J +‖P−v‖2
J .

Since V+ and V− are J-orthogonal, see Remark 5.5.12, we then have

[v,v] = ‖P+v‖2
J−‖P−v‖2

J

and so, since L is positive,

‖v‖2
J = 2‖P+v‖2

J− [v,v]≤ 2‖P+v‖2
J .

It is immediate that ‖P+v‖2
J ≤ ‖v‖2

J and so we conclude that both P+ and its inverse are τJ
continuous as stated in point (1).
To show point (2), we assume that there is another fundamental decomposition V =
V ′+[⊕]V ′−. If we suppose that V ′+ is intrinsically complete, then Proposition 5.5.15 im-
plies that V ′+ is complete with respect to the decomposition majorant corresponding to the
decomposition V = V+[⊕]V−. Part (1) of the statement implies that also P+V ′+ is com-
plete in this topology and so it is intrinsically complete. If P+V ′+ = V+ there is nothing to
prove. Otherwise there exists a non-zero ṽ ∈ V+ orthogonal to P+V ′+ so ṽ is orthogonal to
V ′+. Then the subspace U spanned by ṽ and V ′+ is positive. Indeed, for a generic nonzero
element u = ṽ+ ṽ′ (ṽ′ ∈ V ′+) we have

[u,u] = [ṽ+ ṽ′, ṽ+ ṽ′] = [ṽ, ṽ]+ [ṽ′, ṽ′]> 0.

This implies that U is a proper extension of V ′+ which is absurd by Proposition 5.2.10.
This completes the proof. �
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5.6 Quaternionic Hilbert spaces. Weak topology
As it is well known, the unit ball in a normed space which is infinite dimensional cannot
be compact in the norm topology. However, in a Hilbert space (and more in general in a
Banach space) it is possible to consider a topology weaker than the norm topology such
that the unit ball becomes compact. This result is classically known as Banach-Alaoglu
theorem (or Banach-Alaoglu-Bourbaki theorem), see [166]. This theorem holds also in
the quaternionic case. Indeed the classical proof, as we will see below, does not make use
of any specific property of the complex numbers that is not possessed by the quaternions.
We begin by recalling some definitions. Let H be a right quaternionic Hilbert space. We
endow H with the so-called weak topology, in which a fundamental system of neighbor-
hood of an element u0 ∈H is given by the sets

Uε,v1,...,vk(u0) = {u ∈H : |〈u−u0,vi〉|< ε, i = 1, . . . ,k},

where ε > 0, v1, . . . ,vk ∈H .
We have the following result:

Theorem 5.6.1 (Banach-Alaoglu). Let H be a quaternionic Hilbert space. The closed
unit ball of H is weakly compact.

Proof. Let B = BH denote the closed unit ball centered at 0, i.e. the set of u ∈H such
that ‖u‖ ≤ 1. For any u ∈H let Du = {q ∈H : |q| ≤ ‖u‖} and D = ∏u∈H Du. Consider
the map η : B→ D such that to each v ∈ B it associates the element η(v) = 〈u,v〉 ∈ D,
when u varies in B. The map τ is a homeomorphism of B endowed with the weak topology
into D with the product topology. In fact, τ(v1) = τ(v2) implies 〈u,v1〉 = 〈u,v2〉 for all
u ∈H i.e. v1 = v2. The continuity follows from the fact that vk→ v in the weak topology
if and only if 〈u,vk〉 → 〈u,v〉 for all u ∈H and so η(vk)→ η(v). Since D is a product
of compact sets, by Tychonoff’s theorem it is compact in the product topology and so to
prove our result, it will be enough to show that η(B) is closed, and therefore compact,
in D. To this end, we note that by the Riesz theorem and by the Schwarz inequality, the
range of η consists of the elements in D that are linear functionals ξ on H of norm less
than or equal 1. Consider now the sets

E(q1,q2,u1,u2) =

= {ξ ∈ D : ξ (u1q1 +u2q2) = ξ (u1)q1 +ξ (u2)q2, u1,u2 ∈H ,q1,q2 ∈H}.

The range of η in D is the intersection of all the sets of the form E(q1,q2,u1,u2). Since
the functions ξ 7→ ξ (u1)q1 +ξ (u2)q2, u1,u2 ∈H are continuous on D with the product
topology, the sets E(q1,q2,u1,u2) are closed and so is their intersection. The statement
follows. �

In the sequel we will also need to show that the unit ball of the quaternionic Hilbert space
B(H1,H2) (and in particular the space of of right linear operators from H to itself) is
compact with respect to the weak topology. To this purpose we will now assume that H1
is a right linear space over H while H2 is a two sided vector space, so that B(H1,H2) is
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a left linear space over H.
Let us recall, see [166], that the weak topology on B(H1,H2) is defined by the family of
seminorms {pu,v} given by

pu,v(T ) = |〈Tu,v〉H2 |
and a fundamental system of neighborhood of 0 is of the form

Uε,u1,...,uk,v1,...,vk(0) = {T : |〈Tu1,v1〉|< ε, . . . , |〈Tuk,vk〉|< ε},

where ui ∈H1,vi ∈H2, i = 1, . . . ,k and ε > 0.
It is immediate that a net {Tα} converges weakly to T if and only if 〈Tα u,v〉H2 →
〈Tu,v〉H2 for all u ∈H1, v ∈H2.

Theorem 5.6.2. The closed unit ball of B(H1,H2) is compact in the weak topology.

Proof. From Theorem 5.6.1 we know that the closed unit ball B = BH2 of H2 is weakly
compact. By Tychonoff’s theorem also the product ∏u∈B B is compact with respect to the
product topology. Let T be an element in the unit ball of B(H1,H2) with ‖T‖ = 1. Let
us define the map

Λ : B(H1,H2)→∏
u∈B

B

by setting Λ(T ) = {Tu}u∈B. This map is injective from the closed unit ball B̃ = BB(H1,H2)

of B(H1,H2) and it is an homeomorphism onto its image in ∏u∈B B with respect to the
weak topology. We now show that the image of Λ is closed and therefore compact.
Let {Tα} be a net in B̃ such that Λ(Tα)→ Ψ ∈∏u∈B B. It is immediate to verify that Ψ

is right linear. The element Ψ is of the form {Ψu}u∈B; for the sake of clarity, we will
write Ψ(u) instead of Ψu. Let us define a right linear operator T by setting T (0) = 0 and
T (u) = Ψ(u‖u‖−1)‖u‖ for u 6= 0. Then Λ(T ) = Ψ and so Ψ belongs to the image of Λ

which is therefore closed. �

Theorem 5.6.3. In a separable quaternionic Hilbert space, the weak topology of the
closed unit ball is metrizable.

Proof. We follow the proof of [208, p. 14]. Since the closed unit ball B of H is weakly
compact by Theorem 5.6.1 it is enough to prove that there exists a countable basis for
the weak topology of B. Let us consider a subset {un}n∈N dense in B and the set of basic
neighborhoods in B given by

U1/q,u1,...,uk
(u`) = {u ∈ B : |〈u−u`,u j〉|<

1
q
, j = 1, . . . ,k},

where q, `,k ∈ N. We now prove that if ũ is any element in B and if Uε,v1,...,vk(ũ) is any of
the fundamental neighborhoods of ũ which are in B, then there exist q, `,k ∈ N such that

ũ ∈U1/q,u1,...,uk
(u`)⊂Uε,v1,...,vh(ũ).

The proof of this fact follows using standard arguments. In fact we have a chain of in-
equalities that leads to

|〈u− ũ,vi〉| ≤ |〈u−u`,u j〉|+‖u`− ũ‖‖u j‖+‖u− ũ‖‖vi−u j‖.
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By choosing q such that 1/q < ε/3, choose an index j = Ji such that ‖vi− uJi‖ < 1/2q
and k such that Ji ≤ k for i = 1, . . . ,r for some r ∈ N, and p such that ‖u`− ũ‖< 1/(qm)
where m denotes the maximum of ‖ui‖ when i = 1, . . .k. Then we have:

|〈u−u`,u j〉|< 1/q < ε/3,

‖u`− ũ‖‖u j‖<
1

qm
m < ε/3

and

‖u− ũ‖‖vi−h j‖< 2
1
2q

< ε/3

it follows that any u ∈U1/q,u1,...,uk
(u`) belongs to Uε,v1,...,vh(ũ). �

We now turn to a convergence theorem.

Proposition 5.6.4. Let (An)n∈N be an increasing family of positive bounded operators in
the quaternionic Hilbert space H , and assume that

lim
n→∞
〈An f , f 〉< ∞, ∀ f ∈H .

Then (An)n∈N converges strongly to a bounded self-adjoint operator.

Proof. We follow [8, p. 98-99], and first we remark that the quaternionic polarization
identity

4〈An f ,g〉= 〈An( f +g), f +g〉−〈An( f −g), f −g〉+ i〈An( f +gi), f +gi〉
− i〈An( f −gi), f −gi〉+ i〈An( f −g j), f −g j〉k− i〈An( f + jg), f +g j〉k
+ 〈An( f +gk), f +gk〉k−〈An( f −gk), f −gk〉k

implies that
lim
n→∞
〈An f ,g〉

exists for all f ,g ∈H . Theorem 5.1.10 applied to the maps

g 7→ 〈g,An f 〉

gives that supn∈N ‖An f‖< ∞. That same theorem now applied to the maps

f 7→ An f

implies that M = supn∈N ‖An‖< ∞.

Furthermore, by Theorem 5.3.10 for ‖ f‖= 1, we have

‖
√

B f‖2 = 〈B f , f 〉 ≤ ‖B‖



92 Chapter 5. Quaternionic functional analysis

so that ‖
√

B‖2 ≤ ‖B‖. Thus for a positive operator B we can write

‖B f‖2 ≤ ‖
√

B‖2 · ‖
√

B f‖2 ≤ ‖B‖ · 〈B f , f 〉.

Applying this inequality to B = Am−An with m≥ n, we have

‖Am f −An f‖ ≤ ‖
√

Am−An‖2 · 〈Am f −An f , f 〉

≤ ‖
√

Am‖2 · 〈Am f −An f , f 〉
≤M〈Am f −An f , f 〉

which allows to conclude the proof. �

5.7 Quaternionic Pontryagin spaces
A first study of quaternionic Pontryagin spaces appears in [68], but a general theory of
operators in Pontryagin spaces (especially the structure of contractions) remains to be
done. We need the quaternionic versions of a number of results in the setting of Pontryagin
spaces. We mention in particular the fact that the adjoint of a contraction is a contraction
(see Theorem 5.7.8), an invariant subspace theorem for contractions in Pontryagin spaces
(see Theorem 5.7.9) and a theorem on contractive relations in Pontryagin spaces. See
Theorem 5.7.10.
We begin with the following definition:

Definition 5.7.1. The indefinite inner product quaternionic space (P, [·, ·]) is called a
Pontryagin space if it can be written as

P = P+⊕P−, (5.43)

where:
(1) Both (P+, [·, ·]) and (P−,−[·, ·]) are quaternionic Hilbert spaces.
(2) The sum (5.43) is direct and orthogonal, meaning that P+∩P− = {0} and

[ f+, f−] = 0, ∀ f+ ∈P+ and f− ∈P−.

(3) P− is finite dimensional.

The decomposition (5.43) of a Pontryagin space P is obviously not unique when one of
the components is not trivial. Both the spaces P+ and P− are Hilbert spaces and they
can both be, in particular, of finite dimension.
Each element in P can be decomposed, in a non unique way, as f = f+ + f− where
( f+, f−) ∈P+×P−. This decomposition is called a fundamental decomposition.
We note that P endowed with the inner product

〈 f ,g〉= [ f+,g+]− [ f−,g−] (5.44)

is a quaternionic Hilbert space and we set ‖ f‖=
√
〈 f , f 〉.
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Remark 5.7.2. When the third condition is removed in Definition 5.7.1 the space is called
a Krein space.

Remark 5.7.3. Remark 1.2.2 still holds here for a J with real entries. This latter require-
ment allows condition (5.4) to hold in spite of the noncommutatvity of the quaternions.

Proposition 5.7.4. The form 〈 ·, ·〉 is continuous with respect to the topology defined by
(5.44). More precisely:

|〈 f ,g〉|2 ≤ ‖ f‖2‖g‖2.

Proof. The Cauchy-Schwarz inequality (5.11) implies

‖[ f±,g±]‖2 ≤ [ f±, f±][g±,g±],

and the triangle inequality gives

|〈 f ,g〉|2 ≤ (|[ f+,g+]|+ |[ f−,g−]|)2

≤
(√

[ f+, f+]
√

[g+,g+]+
√
−[ f−, f−]

√
−[g−,g−]

)2
.

Using again the Cauchy-Schwarz inequality one obtains

|〈 f ,g〉|2 ≤ ([ f+, f+]− [ f−, f−])([g+,g+]− [g−,g−])

= ‖ f‖2‖g‖2

and the result follows. �

Proposition 5.7.5. Let P = P+⊕P− be a fundamental decomposition of P . Then

P+ = P
[⊥]
− ,

P− = P
[⊥]
+ .

Proof. The inclusion P− ⊆P
[⊥]
+ is obvious. Assume that there exists h ∈P

[⊥]
+ \P−

and let h = h+ + h− with h± ∈P±. Then, since h ∈P
[⊥]
+ we have [h, f+] = 0 for all

f+ ∈P+, moreover [h−, f+] = 0 so we deduce [h+, f+] = 0 and thus h+ = 0. We conclude
that h ∈P+ ∩P− and so h = 0 and P− ⊆P

[⊥]
+ . The other equality can be proved

similarly. �

Proposition 5.7.6. Let P be a quaternionic Pontryagin space and let P = P+⊕P−
be a fundamental decomposition. Then P+ (resp. P−) is a maximal strictly positive
subspace (resp. maximal strictly negative).

Proof. Let L be a strictly positive subspace of P such that P+ ⊂L . Let h ∈L \P+

and h = h++ h− be the decomposition of h where h± ∈P±. Then, reasoning as in the
proof of Proposition 5.7.5, h− = 0 thus h = h+ ∈P+. �

Corollary 5.7.7. The dimension of P− is the same for all the decompositions.
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Proof. This follows from the fact that all the subspaces P− are maximal strictly negative
and since they have finite dimension, they all have the same dimension. �

Theorem 5.7.8. Let P1 and P2 be two quaternionic Pontryagin spaces of the same
index, and let T be a contraction from P1 to P2. Then T [∗] is a contraction from P2 to
P1.

Proof. Write (see [47, (1.3.14), p. 26])(
IP1 0
T IP2

)(
IP1 0
0 IP2 −T T [∗]

)(
IP1 T [∗]

0 IP2

)
=

=

(
IP1 T [∗]

0 IP2

)(
IP1 −T [∗]T 0

0 IP2

)(
IP1 0
T IP2

)
.

(5.45)

Thus (and with ν− defined as in Definition 1.2.13), we have:

ν−(IP2 −T T [∗])+ν−(P1) = ν−(IP1 −T [∗]T )+ν−(P2). (5.46)

We have IP1 −T [∗]T ≥ 0, and so ν−(IP1 −T [∗]T ) = 0. �

Theorem 5.7.9. A contraction in a quaternionic Pontryagin space has a unique maximal
invariant negative subspace, and it is one-to-one on it.

Proof. The proof will follow the lines of the analogous proof given in [165]. We recall the
main lines for the sake of completeness. Let A be a contraction in the Pontryagin space
P . Let us recall a well known fact in the theory of linear fractional transformations (see
for instance [169] for more details). Let P =P+⊕P− be a fundamental decomposition
of P and let

A =

(
A11 A12
A21 A22

)
be the block decomposition of A along P+⊕P−. Since A is a contraction we have

A21A∗21−A22A∗22 ≤−I,

and it follows that A−1
22 and A−1

22 A21 are strict contractions. Thus the map

L(X) = (A11X +A12)(A21X +A22)
−1

is well defined, and sends the closed unit ball B1 of B(P,P+) into itself. To show that A
has a maximal negative invariant subspace we have to show that the map L is continuous
in the weak operator topology from B1 into itself. Since B1 is compact in this topology
(and of course convex) the Schauder-Tychonoff theorem (see Theorem 5.1.21) implies
that L has a unique fixed point, say X . To conclude one notes (see Theorem [165, 1.3.10])
that the space spanned by the elements

f +X f , f ∈P− (5.47)

is then negative. It is maximal negative because X cannot have a kernel (any f such that
X f = 0 will lead to a strictly positive element of (5.47)). �
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The following result is the quaternionic version of a theorem of Shmulyan, which is the
key to the approach to the study of generalized Schur functions in [47].

Theorem 5.7.10. Let P1 and P2 be two quaternionic Pontryagin spaces of the same
index, and let R⊂P1×P2 be a densely defined contractive relation. Then, R extends to
the graph of a contraction from P1 into P2.

Proof. We follow the lines of the proof of [47, p. 29-30] and we divide the proof into
steps.
STEP 1: The domain of the relation contains a maximum negative subspace.

Indeed, every dense linear subspace of a right quaternionic Pontryagin space of index
κ > 0 contains a κ dimensional strictly negative subspace. See [68, Theorem 12.8 p.
470]. Let V− be such a subspace of the domain of R.

STEP 2: The relation R restricted to V− has a zero kernel, moreover the image of V− is a
strictly negative subspace of P2 of dimension κ .

Let (v1,v2) ∈ R with v1 ∈ V−. The fact that R is a contraction gives

[v2,v2]2 ≤ [v1,v1]1 ≤ 0.

The second inequality is strict when v1 6= 0, thus the image of V− is a strictly negative
subspace of P2. Next, let (v,w) and (ṽ,w) be in R, with v, ṽ ∈ V− and w ∈P2. Then, we
have (v− ṽ,0) ∈ R. Since R is contractive we have

[0,0]2 ≤ [v− ṽ,v− ṽ]1.

This forces v = ṽ since V− is strictly negative, and proves the second step.

STEP 3: The relation R is the graph of a densely defined contraction.

Let V− be as in the first two steps, and take v1, . . . ,vκ a basis of V−. Then, there are
uniquely defined vectors w1, . . . ,wκ ∈P2 such that (vi,wi) ∈ R for i = 1, . . . ,κ . Set W−
to be the linear span of w1, . . . ,wκ . By Step 2 and since the spaces P1 and P2 have the
same negative index we deduce

dim V− = dim W− = ind−P1 = ind−P2,

so there exist fundamental decompositions

P1 = V−+V+ and P2 = W−+W+,

where (V+, [·, ·]1) and (W+, [·, ·]2) are right quaternionic Hilbert spaces. Now we show
that if (0,w) ∈ R then w = 0. Let us write w = w−+w+ where w− ∈W− and w+ ∈W+.
Let w− = ∑

κ
j=1 w jq j, q j ∈H, and set v− = ∑

κ
j=1 v jq j. Then, (v−,w−) ∈ R and

(0,w) = (v−,w−)+(−v−,w+).
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It follows that (−v−,w+) ∈ R. Since R is contractive, we have

[w+,w+]2 ≤ [v−,v−]1,

and so [w+,w+]2 ≤ 0. Thus w+ = 0. It follows that (0,w−) ∈ R and so w− = 0 because,
by Step 2, R is one-to-one on V−.

STEP 4: The relation R extends to the graph of an everywhere defined contraction.

This fact is well known in the complex case, see [47, Theorem 1.4.1 p. 27]. We follow the
arguments there. We consider the orthogonal projection from P2 onto W−. Let T be the
densely defined contraction having the relation R as a graph. There exist H-valued right
linear functionals c1, . . . ,cκ , defined on the domain of R, and such that

T v =
κ

∑
n=1

wncn(v)+w+,

where w+ ∈W+ satisfies [ fn,w+]2 = 0 for n = 1,2, . . . ,κ . Assume that c1 is not bounded
on its domain, let v+ be such that c1(v+) = 1, and let vn be vectors in V+ such that
c1(vn) = 1 for n≥ 1, and limn→∞[v+− vn,v+− vn]1 = 0. Then v+ belongs to the closure
of kerc1 and so, we have that the closure of kerc1 = V+. Thus kerc1 contains a strictly
negative subspace of dimension κ , which we denote by K−. For v ∈K−, we have

T v =
κ

∑
n=2

wncn(v),

since v ∈ kerc1. This contradicts STEP 2 and the proof of the theorem is complete. �

The following result is very useful to study convergence of sequences in Pontryagin
spaces. We state it without proof and we refer the reader to [68, Proposition 12.9, p.
471]. This result implies, in particular, that in a reproducing kernel Pontryagin space con-
vergence is equivalent to convergence of the self-inner product together with pointwise
convergence.

Proposition 5.7.11. Let (P, [·, ·]) denote a quaternionic right Pontryagin space. The
sequence fn of elements in P tends to f ∈P if and only if the following two conditions
hold:

lim
n→∞

[ fn, fn] = [ f , f ],

and

lim
n→∞

[ fn,g] = [ f ,g] for g in a dense subspace of P .
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5.8 Quaternionic Krein spaces
In this section we will study quaternionic Krein spaces following our paper [37] which,
in turns, follows Bognar’s book [98, Chapter V]. As in the classical case, they are char-
acterized by the fact that they are inner product spaces nondegenerate, decomposable and
complete. We will show that the scalar product associated to the decomposition gives a
norm, and so a topology, which does not depend on the chosen decomposition. We will
also study ortho-complemented subspaces of a Krein space and we will prove that they
are closed subspaces which are Krein spaces themselves.

Definition 5.8.1. The indefinite inner product quaternionic space (K , [·, ·]) is called a
Krein space if it can be written as

K = K+⊕K−, (5.48)

where:
(1) Both (K+, [·, ·]) and (K−,−[·, ·]) are quaternionic Hilbert spaces.
(2) The sum (5.48) is direct and orthogonal, meaning that K+∩K− = {0} and

[ f+, f−] = 0, ∀ f+ ∈K+ and f− ∈K−.

The decomposition of a Krein space is obviously not unique when one of the components
is not trivial. Both the spaces K+ and K− are Hilbert spaces and they can be, in particu-
lar, of finite dimension.

Krein spaces are characterized in the next result:

Proposition 5.8.2. A Krein space is nondegenerate and decomposable, and K± are in-
trinsically complete. Every other decomposition of K is of the form (5.48).

Proof. A Krein space is obviously decomposable by its definition and nondegenerate by
Proposition 5.2.4.
By Theorem 5.5.17 (2), given (5.48) and any other fundamental decomposition K =
K ′

+[⊕]K ′
− if K+ is intrinsically complete so is K ′

+ (and similarly for K ′
−). �

Proposition 5.8.3. A nondegenerate, decomposable, quaternionic inner product space
K is a Krein space if and only if for every associated fundamental symmetry J, K

endowed with the inner product 〈v,w〉J
def.
= [v,Jw] is a Hilbert space.

Proof. Let K be a nondegenerate, decomposable, quaternionic inner product space, i.e.
K = K ′

+[⊕]K ′
−. If K is a Krein space then the associated fundamental symmetry

J = P+−P− makes it into a pre-Hilbert space, see Theorem 5.5.11. The fact that K
is complete follows from the fact that both K± are complete. To prove the converse, let
us assume that given a fundamental symmetry J the inner product 〈v,w〉J

def.
= [v,Jw] makes

K a Hilbert space. The intrinsic norm in K+ is obtained by restricting the J-inner product
to K+. Any Cauchy sequence in K+ converges to an element in K and it is immediate
that this element belongs to K+. �
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Next result gives a necessary a sufficient condition in order that a quaternionic inner
product space is a Krein space.

Theorem 5.8.4. Let K be a quaternionic vector space with inner product [·, ·]. Then K
is a Krein space if and only if :

(1) [·, ·] has a Hilbert majorant τ with associated inner product 〈·, ·〉 and norm ‖v‖ =√
〈v,v〉;

(2) the Gram operator such that [v,w] = 〈v,Gw〉 is completely invertible.

Proof. We follow repeat the main arguments in the proof of Theorem V, 1.3 in [98].
Assume that K is a Krein space and denote by J the fundamental symmetry associated
to the chosen decomposition (5.48). Define a norm using the J-inner product 〈·, ·〉J and
let τJ be the corresponding topology which is a decomposition majorant by Proposition
5.5.15 and a Hilbert majorant. Since

[v,w] = [v,J2w] = 〈v,Jw〉J ,

the Gram operator of [·, ·] with respect to 〈·, ·〉J is equal to J, and and is J is completely
invertible. We now prove part (2) of the statement. By Theorem 5.4.9 there is only one
Hilbert majorant, thus if there are two positive inner products 〈·, ·〉1, 〈·, ·〉2 whose associ-
ated norms define the Hilbert majorant, then the two norms must be equivalent. Reasoning
as in [98], the two Gram operators G j, j = 1,2 of [·, ·] with respect to 〈·, ·〉 j, j = 1,2 are
both completely invertible if and only if one of them is so. Since we have previously
shown that (2) holds for G1 = J then (2) holds for any other Gram operator.
Let us show the converse and assume that (1) and (2) hold. Then by Theorem 5.5.10 K
is decomposable and nondegenerate thus, by Proposition 5.2.4, it admits a decomposition
of the form (5.48). By Proposition 5.8.3, K is a Krein space if for every chosen decom-
position the J-inner product makes K a Hilbert space or, equivalently, if τJ coincides
with J. First of all we observe that since G is completely invertible, by the closed graph
theorem we have that the Mackey topology coincides with τ . By Theorem 5.5.8 we de-
duce that τ is an admissible majorant and by Theorem 5.5.6 τ is also a minimal majorant
and so τ ≤ τJ . However we know from Proposition 5.5.13 that τJ ≤ τ and the conclusion
follows. �

Theorem 5.8.5. In a Krein space all the J-norms are equivalent.

Proof. From Proposition 5.5.15 it follows that all the decomposition majorants are equiv-
alent, or in other words, that all the J-norms are equivalent. �

The J-norms are called natural norms on K , and define a Hilbert majorant called the
strong topology of K .

As an immediate consequence of Theorem 5.8.4 we have:

Corollary 5.8.6. The strong topology of K equals the Mackey topology.
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In the sequel we will always consider a Krein space K endowed with the strong topology
τM(K ).

Proposition 5.8.7. The strong topology τM(K ) of the Krein space K is an admissible
majorant.

Proof. We know from Proposition 5.5.8 that the Mackey topology is admissible and the
fact that it is an admissible majorant is ensured by (5.38). �

Assume now that L is a subpace of a Krein space K . In general, it is not true that L
is decomposable. However, if L is closed, then Proposition 5.8.3 together with Theorem
5.5.10 show that L is decomposable and its components and the sum of any two of them
are closed.
Next result describes under which conditions a closed subspace of a Krein space is a
Krein space.

Theorem 5.8.8. Let K be a quaternionic Krein space. A subspace L of K is ortho-
complemented if and only if it is closed and it is a Krein space itself.

Proof. We assume that L is ortho-complemented. Then Corollary 5.4.7 shows that L
is closed. By Theorem 5.8.4 K has a Hilbert majorant and thus we can use the con-
dition given in Proposition 5.5.9 (2). Let us denote by GL the Gram operator defined
by [v,w] = 〈v,GL w〉J , for v,w ∈L , where J denotes the fundamental symmetry of K
associated with the chosen decomposition. By Theorem 5.8.4, the Gram operator G is
completely invertible and thus, by Proposition 5.5.9 (2) L is ortho-complemented if and
only if ran(GL ) = L but, since GL is J-symmetric, this is equivalent to GL completely
invertible and so, again by Theorem 5.8.4 to the fact that L is a Krein space.
The converse directly follows from the previous argument using Proposition 5.5.9 (2) and
Theorem 5.8.4. �

Given a definite subspace L of a Krein space K , it is clear that the intrinsic topology
τint(L ) is weaker than the topology induced by the strong topology τM(K ) induces on
L . Thus we give the following definition:

Definition 5.8.9. A subspace L of a Krein space K is said to be uniformly positive (resp.
negative) if L is positive definite (resp. negative definite) and τint(L ) = τM(K )|L .

Note that the second condition amounts to require that L is uniformly positive if [v,v]≥
c‖v‖2

J for v ∈L (resp. L is uniformly negative if [v,v]≤−c‖v‖2
J for v ∈L ) where c is

a positive constant.
We have the following result:

Theorem 5.8.10. Let K be a Krein space.

(1) A closed definite subspace L of K is intrinsically complete if and only if it is
uniformly definite.

(2) A semi-definite subspace L of K is ortho-complemented if and only if it is closed
and uniformly definite (either positive or negative).
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Proof. Point (1) follows from the fact that Proposition 5.8.3 and the closed graph theo-
rem imply that a closed and definite subspace L is intrinsically complete if and only if
τint(L ) = τM(K )|L i.e. if and only if L is uniformly definite.
By Proposition 5.8.2 and Theorem 5.8.8, a subspace L is ortho-complemented if and
only if it is closed, definite and intrinsically complete, i.e. if and only if L is uniformly
definite (either positive or negative). Point (2) follows. �

As a consequence of the previous two theorems we have the following result:

Theorem 5.8.11. Let K denote a quaternionic Krein space, and let M be a closed uni-
formly positive subspace of K . Then, M is a Hilbert space and is ortho-complemented
in K : one can write

K = M ⊕M [⊥],

and M [⊥] is a Krein subspace of K .

Proof. The space is a Hilbert space by (1) of the previous theorem. That it is ortho-
complemented follows then from Theorem 5.8.8. �

Remark 5.8.12. We note that formula (1.9)

A∗ = JV A[∗]JW

relating the Krein space adjoint and the Hilbert space adjoint of a linear bounded operators
between two Krein spaces V and W still holds in the quaternionic setting. The proof is
the same.

5.9 Positive definite functions and reproducing kernel qua-
ternionic Hilbert spaces

In preparation to Section 5.10 where quaternionic reproducing kernel Pontryagin spaces
are considered, we here present the main aspects of quaternionic reproducing kernel
Hilbert spaces. First a definition:

Definition 5.9.1. Let Ω be some set and let K be a two-sided quaternionic Krein space.
The B(K )-valued function K(p,q) defined on Ω×Ω is called positive definite if is Her-
mitian

K(p,q) = K(q, p)[∗], ∀p,q ∈Ω

and if for every choice of N ∈N, c1, . . . ,cN ∈K and w1, . . . ,wN ∈Ω the N×N Hermitian
matrix with (u,v)-entry equal to

[K(wu,wv)cv,cu]K

is positive (as in Definition 1.2.9, note this standard terminology is a bit unfortunate. Note
also that one uses also the term kernel rather that function).
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Definition 5.9.2. Let K be a right-sided quaternionic Krein space. A kernel K(p,q)
defined on Ω×Ω with values in B(K ) is said to be a reproducing kernel for a Hilbert
space H if for any p ∈Ω and any f ∈K the following properties hold:

(1) The function p→ K(p,q) f belongs to H ;

(2) 〈g(·),K(·,q) f 〉H = [g(q), f ]K for every q ∈Ω and every g ∈H .

If such a function K(·, ·) exists, H is called a reproducing kernel Hilbert space.

As in the classical case, there is a one-to-one correspondence between B(K )-valued
function K(p.q) positive definite on Ω and reproducing kernel Hilbert spaces of K -
valued functions defined on Ω. The finite dimensional case is of special interest, and
is considered in the following theorem:

Theorem 5.9.3. Let Ω be some set and let K be a two-sided quaternionic Krein space.
Let K(p,q) be a B(K )-valued function positive definite on Ω, and let H (K) be the asso-
ciated reproducing kernel quaternionic Hilbert space. Then H (K) is of finite dimension
if and only if there exist a finite dimensional right-sided quaternionic Hilbert space G and
a B(K ,G )-valued function G(p) such that

K(p,q) = G(q)∗G(p). (5.49)

Proof. One can take G = H (K). Then the equality

[K(p,q)c,d]K = 〈K(·,q)c,K(·, p)d〉H (K)

shows that the application G(p) ∈ B(K ,H (K)) defined by

G(p)c = K(·, p)c, c ∈K ,

satisfies (5.49). �

When K is finite dimensional of dimension N, then (5.49) can be rewritten as

F(p)P−1F(q)∗ (5.50)

where now F is a matrix-valued function with columns f1, . . . , fN being a basis of H (K)
and P is the Gram matrix, that is the N×N Hermitian matrix with ( j,k) entry

Pjk = 〈 fk, f j〉H (K).

When the basis is orthonormal (5.50) becomes:

K(p,q) =
N

∑
j=1

f j(p) f j(q)∗. (5.51)

We will also need the following result, well known in the complex case. We refer to
[77, 259] for more information and to [174] for connections with operator ranges.
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Theorem 5.9.4. Let Ω be some set and let K be a two-sided quaternionic Krein space.
Let K1(p,q) and K2(p,q) be two B(K )-valued functions positive definite in a set Ω and
assume that the corresponding reproducing kernel Hilbert spaces have a zero intersec-
tion. Then the sum

H (K1 +K2) = H (K1)+H (K2)

is orthogonal.

Proof. Let K = K1 +K2. The linear relation in H (K)× (H (K1)×H (K2)) spanned by
the pairs

(K(·,q)c,(K1(·,q)c,K2(·,q)c)), c ∈K and q ∈Ω,

is densely defined and isometric. It therefore extends to the graph of an everywhere de-
fined isometry. From

〈T ∗( f1, f2),K(·,q)c〉H (K) = 〈( f1, f2),T (K(·,q)c)〉H (K1)×H (K2)

= 〈 f1,K1(·,q)c〉H (K1)+ 〈 f2,K2(·,q)c〉H (K2)

= [ f1(q)+ f2(q),c]K , c ∈K and q ∈Ω,

we see that kerT ∗ = {0} since H (K1)∩H (K2) = {0}. Thus T is unitary and the result
follows easily. �

Proposition 5.9.5. With K as above, let K(p,q) be a B(K )-valued function positive in
a set Ω. Then, the linear span of the functions

p 7→ K(p,q)h, q ∈Ω and h ∈K

is dense in H (K).

Proof. As in the classical complex case, this is a direct consequence of the reproducing
kernel property. �

5.10 Negative squares and reproducing kernel quaternio-
nic Pontryagin spaces

A right linear bounded operator A from the right Pontryagin space P into itself is called
self-adjoint if

[A f ,g]P = [ f ,Ag]P , ∀ f ,g ∈P.

The structure of Hermitian quaternionic matrices (see Theorem 4.3.10) allows to extend
Definition 1.2.9 (that is the number ν−(A)) to the case of quaternionic spaces. We denote
by ν−(A) the (possibly infinite) number of negative squares of the function K( f ,g) =
[A f ,g]P . A version of the following theorem was proved in the complex case in [72,
Theorem 3.4, p. 456]. In that definition, the coefficient space K is a Krein space. Note
that in this book, K will mainly be a Hilbert space or a Pontryagin space. In the statement,
[∗] denotes the Krein space adjoint. The definition makes sense in view of the spectral
theorem for Hermitian quaternionic matrices (see Theorem 4.3.10 for the latter).
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Definition 5.10.1. Let Ω be some set and let K be a right-sided quaternionic Krein
space. The B(K )-valued function K(p,q) defined on Ω×Ω is said to be a kernel. We
say that K(p,q) has κ-negative squares if it is Hermitian

K(p,q) = K(q, p)[∗], ∀p,q ∈Ω

and if for every choice of N ∈N, c1, . . . ,cN ∈K and q1, . . . ,qN ∈Ω the N×N Hermitian
matrix with (u,v)-entry equal to

[K(qu,qv)cv,cu]K

has at most κ strictly negative eigenvalues, and exactly κ such eigenvalues for some
choice of N,c1, . . . ,cN and q1, . . . ,qN . Eigenvalues are counted with their multiplicities.

Definition 5.10.2. Let K be a right-sided quaternionic Krein space. A kernel K(p,q)
defined on Ω×Ω with values in B(K ) is said to be a reproducing kernel for a Pontryagin
space P of K -valued functions defined on Ω if for any q ∈ Ω and any c ∈ K the
following properties hold:

(1) The function p→ K(p,q)c belongs to P;

(2) [g(·),K(·,q)c]P = [g(q),c]K for every q ∈Ω, every c ∈K and every g ∈P .

If such a function K(·, ·) exists, P is called a reproducing kernel Pontryagin space.

As a consequence of point (2) in the above definition we have:

Lemma 5.10.3. Let K be a two sided quaternionic Krein space, and let P(K) be a
reproducing kernel Pontryagin space of K -valued functions defined on the set Ω, and
with reproducing kernel K(p,q). For p0 ∈Ω, let Gp0g = g(p0). Then(

G[∗]
p0 c
)
(p) = K(p, p0)c, p ∈Ω and c ∈K . (5.52)

Theorem 1.2.11 still holds in the quaternionic setting, namely:

Theorem 5.10.4. Let Ω be some set and let K be a two-sided quaternionic Krein space.
There is a one-to-one correspondence between quaternionic reproducing kernel Pontrya-
gin spaces of K -valued functions on Ω and B(K )-valued functions which have a finite
number of negative squares on Ω.

Proof. Let K : Ω×Ω→ B(K ) be a function with κ negative squares. Let us denote by
◦

P(K) the linear span of the functions of the form p 7→K(p,q)a where q∈Ω and a∈K .
The inner product

[K(·,q)a,K(·, p)b] ◦
P(K)

= [K(p,q)a,b]K , a,b ∈K ,
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is well defined and for any f ∈
◦

P(K) the following reproducing property holds

[ f (p),b]K = [ f (·),K(·, p)b] ◦
P(K)

for all f ∈
◦

P(K). By Corollary 5.7.7, any maximal strictly negative subspace of
◦

P(K)
has dimension κ . Let N− be such a subspace. Since it is finite dimensional it is a repro-
ducing kernel space. By Theorem 5.9.3 there is a finite dimensional right Hilbert space G
and a function F from Ω into B(K ,G ) such that:

KN−(p,q) = F(q)∗F(p).

Let us write
◦

P(K)= N−+N
[⊥]
− ,

where N
[⊥]
− is a quaternionic pre-Hilbert space. Then N

[⊥]
− has reproducing kernel

K
N

[⊥]
−

(p,q) = K(p,q)−F(q)∗F(p). (5.53)

Since K
N

[⊥]
−

(p,q) is a positive definite kernel, the space N
[⊥]
− has a unique completion

as a reproducing kernel Hilbert space with kernel (5.53). Let us denote by N+ this com-
pletion. Let P(K) = N++N− with the inner product

[ f , f ] = [ f+, f+]N+ +[ f−, f−]N− , f = f++ f−.

It is not difficult to verify that P(K) is a quaternionic reproducing kernel Pontryagin
space with kernel K(p,q). We have to prove its uniqueness. If there exists another quater-

nionic reproducing kernel Pontryagin space with kernel K(p,q), say P ′, then
◦

P(K),
N−, N

[⊥]
− are isometrically included in P ′. Thus N

[⊥]
− is dense in P ′	N− and its

closure is isometrically included in P ′. So P(K) is isometrically included in P ′ and
equality follows with standard arguments, see [68, 77]. �

Theorem 5.10.5. With K and Ω as above, a B(K )-valued function K(p,q) defined on
Ω has at most κ negative squares if and only if it can be written as K(p,q) = K+(p,q)−
K−(p,q) where both K+ and K− are positive definite, and where moreover K− is of finite
rank κ . It has exactly κ negative squares if moreover P(K+)∩P(K−) = {0}.

Proof. Let K(p,q) be the reproducing kernel of the reproducing kernel Pontryagin space
P(K), where P(K) =P+⊕P− is a fundamental decomposition. Let K±(p,q) be such
that for every q ∈Ω, and every a ∈K the function p 7→ K(p,q)a decomposes as

K(p,q)a = K+(p,q)a−K−(p,q)a.

The functions K+, K− are positive in Ω and they are the reproducing kernels of P+ and
P− respectively and since dimP− = κ , the function K− has finite rank κ by Theorem
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5.9.3. To show the converse, let us assume that K(p,q) = K+(p,q)−K−(p,q) where K−
has finite rank. Then K− has a finite number of negative squares. Thus there exists a
Pontryagin space P(K) and the rest follows from considering the above decomposition
of K and any fundamental decomposition of P(K). �

We conclude with a factorization theorem which uses the notion of finite number of neg-
ative squares.

Theorem 5.10.6. Let A be a bounded right linear self-adjoint operator from the quater-
nionic Pontryagin space P into itself, which has a finite number of negative squares.
Then, there exists a quaternionic Pontryagin space P1 with indP1 = ν−(A), and a boun-
ded right linear operator T from P into P1 such that ker(T [∗]) = {0} and

A = T [∗]T.

Proof. The proof follows that of [72, Theorem 3.4, p. 456], slightly adapted to the present
setting. Since A is Hermitian, the formula

[A f ,Ag]A = [A f ,g]P

defines a Hermitian form on the range of A. Since ν−(A) = κ , there exists N ∈ N and
f1, . . . , fN ∈P such that the Hermitian matrix M with (`, j) entry [A f j, f`]P has exactly
κ strictly negative eigenvalues. Let v1, . . . ,vκ be the corresponding eigenvectors, with
strictly negative eigenvalues λ1, . . . ,λκ . Theorem 4.3.10 implies, in particular, that v j and
vk are orthogonal when λ j 6= λk. Moreover, we can assume that vectors corresponding to
a given eigenvalue are orthogonal. Then,

v∗s Mvt = λtδts, t,s = 1, . . . ,N. (5.54)

In view of the linearity property [ f a,gb]A = b̄[ f ,g]Aa and setting

vt =


vt1
vt2
...

vtN

 , t = 1, . . . ,N,

we see that (5.54) can be rewritten as

[Fs,Ft ]A = λtδts, with Fs =
N

∑
k=1

A fkvsk, t,s = 1, . . . ,N.

The space M spanned by F1, . . . ,FN is strictly negative, and it has an ortho-complement
in (ran A, [·, ·]A), say M [⊥], which is a right quaternionic pre-Hilbert space. The space
ran A endowed with the quadratic form

〈m+h,m+h〉A =−[m,m]A +[h,h]A, m ∈M , h ∈M [⊥],
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is a pre-Hilbert space, and we denote by P1 its completion. We note that P1 is defined
only up to an isomorphism of Hilbert spaces. We denote by ι the injection from ran A into
P1 such that

〈 f , f 〉A = 〈ι( f ), ι( f )〉P1 .

We consider the decomposition P1 = ι(M )⊕ ι(M )⊥, and endow P1 with the indefinite
inner product

[ι(m)+h, ι(m)+h]P1 = [m,m]A + 〈h,h〉P1 .

See [216, Theorem 2.5, p. 20] for the similar argument in the complex case. Let us define

T f = ι(A f ), f ∈P.

We now prove that T is a bounded right linear operator from P into ι(ran A) ⊂P1.
Indeed, let ( fn)n∈N denote a sequence of elements in P converging (in the topology of
P) to f ∈P . Since ranA is dense in P1, using Proposition 5.7.11 it is therefore enough
to prove that:

lim
n→∞

[T fn,T fn]P1 = [T f ,T f ]P1 ,

and

lim
n→∞

[T fn,T g]P1 = [T f ,T g]P1 , ∀g ∈P.

By definition of the inner product, the first equality amounts to

lim
n→∞

[A fn, fn]P = [A f , f ]P ,

which is true since A is continuous, and similarly for the second claim. Therefore T has
an adjoint operator, which is also continuous. The equalities (with f ,g ∈P)

[ f ,T [∗]T g]P = [T f ,T g]P1

= [T f , ι(Ag)]P1

= [ι(A f ), ι(Ag)]P1

= [A f ,Ag]A
= [ f ,Ag]P

show that T [∗]T = A. �



Chapter 6

Slice hyperholomorphic
functions

In the first section of this chapter we give a brief survey of the theory of slice hyperholo-
morphic functions, and we provide just the basic results needed in the sequel. The theory
is much more developed and we refer the reader to the Introduction to Part II of the present
work for the references. Then, the Sections from 6.2 to 6.5 focus on the functions slice
hyperholomorphic in the unit ball. We define in particular the Hardy space of the ball,
Schur functions and Blaschke factors. We also study linear fractional transformations and
introduce the Wiener algebra of the ball. The last two sections, namely 6.6 and 6.7 are
devoted to the case of functions slice hyperholomorphic in the half-space of quaternions
with real positive part. We discuss in particular the Hardy space and Blaschke factors.

6.1 The scalar case

The class of slice hyperholomorphic functions with quaternionic values was originally
introduced in [189]. It is one of the possible sets of functions generalizing to the quater-
nionic setting the class of holomorphic functions in the complex plane. The main property
possessed by the set of slice hyperholomorphic functions is that it contains polynomials
and converging power series of the quaternionic variable, provided that the coefficients
are written on the same side (either left or right). We present in this section an overview
of these functions and we refer the reader to [144] or [188] for the missing proofs and
more details.

Definition 6.1.1. Let Ω ⊆ H be an open set and let f : Ω→ H be a real differentiable
function. Let I ∈ S and let fI be the restriction of f to the complex plane CI := R+ IR
passing through 1 and I; denote by x+ Iy an element in CI.

1. We say that f is a (left) slice hyperholomorphic function (or slice regular) if, for
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every I ∈ S, we have:

1
2

(
∂

∂x
+ I

∂

∂y

)
fI(x+ Iy) = 0.

2. We say that f is right slice regular function (or right slice hyperholomorphic) if, for
every I ∈ S, we have

1
2

(
∂

∂x
fI(x+ Iy)+

∂

∂y
fI(x+ Iy)I

)
= 0.

The class of left slice hyperholomorphic functions on Ω is denoted by R(Ω) or by
R(Ω,Ω′), if it is necessary to specify that the range is Ω′ ⊆ H. Analogously, the class
of right slice hyperholomorphic functions on Ω is denoted by RR(Ω) or by RR(Ω,Ω′).
It is immediate that R(Ω) (resp. RR(Ω)) is a right (resp. left) linear space on H.
If we fix I,J ∈ S, I⊥ J then we can write the restriction fI of a function f to the complex
plane CI 3 z = x+ Iy in terms of its real or complex components

fI(z) = f0(z)+ f1(z)I+ f2(z)J+ f3(z)I J = F(z)+G(z)J. (6.1)

If f is slice hyperholomorphic in Ω then it is readily seen that the two functions F,G :
Ω∩CI→ CI are holomorphic. This property is known as splitting lemma. This splitting
is highly non canonical, as it depends on the choices of I and J.

Definition 6.1.2. Let f : Ω ⊆ H→ H and let p0 ∈U be a nonreal point, p0 = u0 + Iv0.
Let fI be the restriction of f to the plane CI. Assume that

lim
p→p0, p∈CI

(p− p0)
−1( fI(p)− fI(p0)) (6.2)

exists. Then we say that f admits left slice derivative in p0. If p0 is real, assume that

lim
p→p0, p∈CI

(p− p0)
−1( fI(p)− fI(p0)) (6.3)

exists, equal to the same value, for all I ∈ S. Then we say that f admits a left slice deriva-
tive in p0. If f admits a left slice derivative for every p0 ∈Ω, then we say that f admits a
left slice derivative in Ω or, for short, that f is left slice differentiable in Ω.

It is possible to give an analogous definition for right slice differentiable functions: it is
sufficient to multiply (p− p0)

−1 on the right. In this case we will speak of right slice hy-
perhomolomorphic functions. In this paper, we will speak of slice differentiable functions
or slice hyperholomorphic functions when we are considering them on the left, while we
will specify if we consider the analogous notions on the right.

We have the following result:
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Proposition 6.1.3. Let Ω ⊆ H be an open set and let f : Ω ⊆ H→ H be a real differ-
entiable function. Then f is slice hyperholomorphic on Ω if and only if it admits a slice
derivative on Ω.

Proof. Let f ∈R(Ω). Then we write its restriction to the complex plane CI as fI(p) =
F(p)+G(p)J where J ∈ S is orthogonal to I, p belongs to CI and F,G : Ω∩CI→ CI are
holomorphic functions. Let p0 be a nonreal quaternion and let p0 ∈Ω∩CI. Then we have

lim
p→p0, p∈CI

(p− p0)
−1( fI(p)− fI(p0)) =

= lim
p→p0, p∈CI

(p− p0)
−1(F(p)+G(p)J−F(p0)−G(p0)J)

= F ′(p0)+G′(p0)J

(6.4)

so the limit exists and f admits slice derivative at every nonreal point p0 ∈Ω. If p0 is real
then the same reasoning shows that the limit in (6.4) exists on each complex plane CI.
Since f is slice hyperholomorphic at p0 we have

F ′(p0)+G′(p0)J =
1
2

(
∂

∂x
− I

∂

∂y

)
(F +GJ)(p0) =

∂

∂x
f (p0)

and so the limit exists on CI for all I ∈ S equal to ∂

∂x f (p0).
Conversely, assume that f admits a slice derivative in Ω. By (6.2) and (6.3), the function
fI admits derivative on Ω∩CI for all I ∈ S. Let us write fI(p) = F(p)+G(p)J, where
F,G : Ω∩CI → CI, p = x+ Iy and J is orthogonal to I. We deduce that both F and G
admit complex derivative and thus they are in the kernel of the Cauchy Riemann operator
∂x + I∂y for all I ∈ S as well as fI. Thus f is slice hyperholomorphic. �

Remark 6.1.4. The terminology of Definition 6.1.2 is consistent with the notion of slice
derivative ∂s f of f , see [144], which is defined by:

∂s( f )(p) =


1
2

(
∂

∂x
fI(x+ Iy)− I

∂

∂y
fI(x+ Iy)

)
if p = x+ Iy, y 6= 0,

∂ f
∂x

(p) if p = x ∈ R.

Analogously to what happens in the complex case, for any slice hyperholomorphic func-
tion we have

∂s( f )(x+ Iy) = ∂x( f )(x+ Iy).

It is immediate that when f ∈R(Ω), also ∂s( f ) ∈R(Ω).
Using the splitting lemma and the corresponding result in the complex case, one can also
prove the following theorem (see [192]):

Theorem 6.1.5. Let B(0,r) be the ball with center at the origin and radius r > 0. A
function f : B(0,r)→H is slice hyperholomorphic if and only if it has a series expansion
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of the form

f (q) = ∑
n≥0

qn 1
n!

∂ n f
∂xn (0)

converging on B(0,r).

More in general, one can prove the following (see [144]):

Theorem 6.1.6. Let f be a function slice hyperholomorphic in an annular domain of the
form A = {p ∈ H | R1 < |p| < R2}, 0 < R1 < R2. Then f admits the following unique
Laurent expansion

f (p) =
+∞

∑
m=−∞

pmam (6.5)

where am = 1
m!

∂ m

∂xm f (0) if m≥ 0 and am = 1
2π

∫
∂B(0,R′1)∩CIp

qm−1dqIp f (q) if m < 0.

These results can be generalized without efforts to the case of functions slice hyperholo-
morphic on balls with center at a real point.
The previous discussion justifies the following claim that we state without proof, see
[144], [196]:

Proposition 6.1.7. Slice hyperholomorphic functions in an open set Ω⊆H are infinitely
differentiable, moreover real analytic in Ω.

An important feature of slice hyperholomorphic functions is that, on a suitable class of
open sets which are described below, they can be reconstructed by knowing their values
on a complex plane CI by the so-called representation formula.

Definition 6.1.8. Let Ω be a domain in H. We say that Ω is a slice domain (s-domain for
short) if Ω∩R is non empty and if Ω∩CI is a domain in CI for all I ∈ S. We say that Ω

is axially symmetric if, for all p ∈ Ω, the 2-sphere [p] is contained in Ω. See Definition
4.1.3.

Theorem 6.1.9 (Identity principle). Let f : Ω→H be a slice hyperholomorphic function
on an s-domain Ω. Denote by Z f = {p ∈ Ω : f (p) = 0} the zero set of f . If there exists
I ∈ S such that CI∩Z f has an accumulation point, then f ≡ 0 on Ω.

Proof. We have, see (6.1), fI(z) = F(z)+G(z)J and since CI ∩Z f has an accumulation
point we deduce that both F , and G are identically zero on Ω∩CI and, in particular fI and
so f vanishes on the intersection of Ω with the real axis. We now show that f vanishes at
any other point p ∈ Ω. In fact, p ∈ CIp and fIp vanishes on Ω∩CIp at the points on the
real axis, namely fIp vanishes on a set which has an accumulation point. So fIp vanishes
on Ω∩CIp and thus it vanishes at p. �

Next two results were originally proved in [192]:

Theorem 6.1.10. [Maximum modulus principle] Let f : Ω→H be a slice hyperholomor-
phic function where Ω is a slice domain. If | f | has a relative maximum at a point p0 ∈Ω,
then f is constant in Ω.
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Proof. If f vanishes at p0 then | f (p)| has maximum value 0 and so it vanishes ev-
erywhere. So let us assume f (p0) 6= 0. By possibly changing the basis of H we can
assume that f (p0) is real. Assume that p0 ∈ CI and use the splitting lemma to write
fI(p) = F(p)+G(p)J. Then for all p ∈Ω∩CI we have

|F(p)|2 = | fI(p)|2 ≥ | fI(z)|2 = |F(z)|2 + |G(z)|2 ≥ |F(z)|2.

So |F | has a relative maximum at p0 and so one can apply the maximum modulus prin-
ciple for holomorphic functions and thus F is constant, so F ≡ f (p0) from which one
deduces G(z) = 0 for z ∈Ω∩CI. By the identity principle f ≡ f (p0) in Ω. �

The analog of the classical Schwarz lemma holds in this framework:

Lemma 6.1.11. (Schwarz) Let f : B→B, be a slice hyperholomorphic function such that
f (0) = 0. Then, for every p ∈ B,

| f (p)| ≤ |p| (6.6)

and
|∂s f (0)| ≤ 1. (6.7)

Moreover, for p 6= 0, equality holds in (6.6) and (6.7) if and only if f (p) = pa for some
a ∈ ∂B.

Proof. By hypothesis f admits power series expansion of the form f (p) = ∑
∞
n=1 pnan

since f (0) = 0. The function

g(p) = p−1 f (p) = ∑
n≥0

pnan+1

is slice hyperholomorphic on B since its radius of convergence is the same as the radius
of convergence of f . Let p ∈ B, be such that |p|< r < 1. The maximum principle implies
that

|g(p)| ≤ sup
|w|=r
|g(w)|= sup

|w|=r

| f (w)|
|w|

≤ 1
r
.

Letting r→ 1 one obtains that |g(p)| ≤ 1 on B and so |p−1 f (p)| ≤ 1 from which the first
assertion follows and since ∂s f (0) = g(0), we immediately have that |∂s f (0)| ≤ 1.
We now assume that equality holds in (6.6) for some p ∈ B. Then for such p, we have

| f (p)|
|p|

= |g(p)|= 1

and by the maximum principle we obtain that g(p) = a for all p∈B, for a suitable a∈ ∂B.
Therefore we conclude that p−1 f (p) = a, and thus f (p) = pa. Similarly, if |∂s f (0)|= 1,
we obtain that |g(0)|= 1 and the thesis follows. �

The following formula is a crucial tool when dealing with slice hyperholomorphic func-
tions (see [120, 131]):
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Theorem 6.1.12 (Representation formula). Let Ω⊆H be an axially symmetric s-domain.
Let f be a left slice hyperholomorphic function on Ω ⊆ H. Then the following equality
holds for all p = x+ Jy ∈Ω:

f (p) = f (x+ Jy) =
1
2

[
f (z)+ f (z)

]
+

1
2

JI
[

f (z)− f (z)
]
, (6.8)

where z := x+ Iy, z := x− Iy ∈Ω∩CI. Let f be a right slice hyperholomorphic function
on Ω⊆H. Then the following equality holds for all p = x+ Jy ∈Ω:

f (x+ Jy) =
1
2

[
f (z)+ f (z)

]
+

1
2

[
f (z)− f (z)

]
I J. (6.9)

Proof. We prove the result in the case of left slice hyperholomorphic functions as the
other case will follow similarly. If y = 0 is real, the formula trivially holds, so let us
assume y 6= 0. Let us define the following function ψ : Ω→H

ψ(x+ Jy) =
1
2

[
f (x+ Iy)+ f (x− Iy)+ J I[ f (x− Iy)− f (x+ Iy)]

]
.

When I = J we have

ψI(x+ Iy) = ψ(x+ Iy) = f (x+ Iy) = fI(x+ Iy).

We now prove that ψ is slice hyperholomorphic on Ω, so that the first part of the assertion
will follow from the identity principle. Let us compute ∂

∂x ψ(x + Iy) and ∂

∂y ψ(x + Iy)
where we will use the fact that f is slice hyperholomorphic on Ω:

2
∂

∂x
ψ(x+ Jy) =

∂

∂x

[
f (x+ Iy)+ f (x− Iy)+ J I[ f (x− Iy)− f (x+ Iy)]

]
=

∂

∂x
f (x+ Iy)+

∂

∂x
f (x− Iy)+ J I[

∂

∂x
f (x− Iy)− ∂

∂x
f (x+ Iy)]

=−I
∂

∂y
f (x+ Iy)+ I

∂

∂y
f (x− Iy)+ J I[I

∂

∂y
f (x− Iy)+ I

∂

∂y
f (x+ Iy)]

=−I
∂

∂y
f (x+ Iy)+ I

∂

∂y
f (x− Iy)− J[

∂

∂y
f (x− Iy)+

∂

∂y
f (x+ Iy)]

=−J
∂

∂y

[
f (x+ Iy)+ f (x− Iy)+ J I[ f (x− yJ)− f (x+ yJ)]

]
=−2J

∂

∂y
ψ(x+ Jy)

i.e.
1
2
(

∂

∂x
+ J

∂

∂y
)ψ(x+ Jy) = 0. (6.10)

�

Corollary 6.1.13. Let Ω⊆H be an axially symmetric s-domain. Let f be a left slice hy-
perholomorphic function on Ω⊆H. Then f (x+Jy)=α(x,y)+Jβ (x,y) where α(x,−y)=
α(x,y), β (x,−y) =−β (x,y) and the pair α,β satisfies the Cauchy-Riemann system.
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Proof. It is sufficient to set

α(x,y) =
1
2

[
f (x+ Iy)+ f (x− Iy)

]
and

β (x,y) =
1
2

I
[

f (x− Iy)− f (x+ Iy)
]
.

Using the Representation Formula, one shows that f (x+ Iy)+ f (x− Iy) = f (x+Ky)+
f (x−Ky) and similarly that f (x− Iy)− f (x+ Iy) = f (x−Ky)− f (x+Ky) where K is
any other imaginary unit in S. The other properties follow. �

Remark 6.1.14. The class of functions defined on axially symmetric open set Ω ⊆ H
which are of the form f (x+Jy) =α(x,y)+Jβ (x,y) where α(x,−y) =α(x,y), β (x,−y) =
−β (x,y) and the pair α,β satisfies the Cauchy-Riemann system, is the class of the so-
called slice regular functions introduced and studied by Ghiloni and Perotti in [196].
On axially symmetric s-domain they coincide with the slice hyperholomorphic functions
introduced in this section. Note that in [196] the authors treat a more general case, namely
the case of functions with values in a real alternative algebra.

The Representation Formula allows to extend any function f : Ω̃⊆CI→H, defined on an
s-domain Ω̃ symmetric with respect to the real axis and in the kernel of the corresponding
Cauchy-Riemann operator, to a function f : Ω⊆H→H slice hyperholomorphic where Ω

is the smallest axially symmetric open set in H containing Ω̃. Using the above notations,
the extension is obtained by means of the extension operator

ext( f )(p) :=
1
2

[
f (z)+ f (z)

]
+

1
2

JI
[

f (z)− f (z)
]
, z, z̄ ∈ Ω̃∩CI, p ∈Ω. (6.11)

When a function f satisfies
∂

∂x
fI +

∂

∂y
fII = 0

it is possible to extend it to a right slice hyperholomorphic function using the formula

ext( f )(p) :=
1
2

[
f (z)+ f (z)

]
+

1
2

[
f (z)− f (z)

]
I J, z, z̄ ∈ Ω̃∩CI, p ∈Ω. (6.12)

Now we briefly discuss the composition of two slice hyperholomorphic functions which,
in general, does not give a slice hyperholomorphic function. Consider, for example, the
functions f (p) = p2 and g(p) = p− p0. Then ( f ◦ g)(p) = (p− p0)

2 is not slice hy-
perholomorphic if p0 ∈ H \R. However, we can guarantee that the composition f ◦ g is
slice hyperholomorphic when g belongs to a suitable subclass of functions that we define
below.

Definition 6.1.15. Let Ω be an axially symmetric open set in H. We say that a slice
hyperholomorphic function f : Ω→H is quaternionic intrinsic if f : Ω∩CI→ CI for all
I ∈ S. We denote this class of function by N (Ω).
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Remark 6.1.16. Another characterization of quaternionic intrinsic functions is that, for
every p ∈Ω, where Ω is an axially symmetric open set in H, they satisfy f (p̄) = f (p).
Moreover, all quaternionic power series with real coefficients are examples of quater-
nionic intrinsic functions. In particular, all transcendental functions like exponential, log-
arithm, sine, cosine are of this type.
Moreover we have:

Proposition 6.1.17. Let Ω,Ω′ be open sets in H and let Ω be axially symmetric. Let
g ∈N (Ω), f ∈R(Ω′) and g(Ω)⊆Ω′. Then f ◦g ∈R(Ω).

Proof. Since g ∈ N (Ω), by Corollary 6.1.13, we have g(x + Iy) = α(x,y) + Iβ (x,y)
where α , β are real valued functions. Then the statement follows by direct computa-
tion. �

Given two slice hyperholomorphic functions f , g, they can be multiplied using a binary
operation called the ?-product, such that f ?g is a slice hyperholomorphic function. Sim-
ilarly, given two right slice hyperholomorphic functions, we can define their ?-product.
When it is necessary to distinguish between them we will write ?l or ?r according to the
fact that we are using the left or the right slice hyperholomorphic product. When there is
no subscript, we will mean that we are considering the left ?-product.

Definition 6.1.18. Let f ,g ∈R(Ω) and let fI(z) = F(z)+G(z)J, gI(z) = H(z)+K(z)J
be their restrictions to the complex plane CI. Assume that Ω is an axially symmetric
s-domain. We define the function fI ?gI : Ω∩CI→H as

( fI ?gI)(z) = [F(z)H(z)−G(z)K(z̄)]+ [F(z)K(z)+G(z)H(z̄)]J, (6.13)

and
( f ?g)(q) = ext( fI ?gI)(q).

If f ,g are right slice hyperholomorphic, then with the above notations we have fI(z) =
F(z)+ JG(z), gI(z) = H(z)+ JL(z) and

( fI ?r gI)(z) : = (F(z)+ JG(z))?r (H(z)+ JL(z))

= (F(z)H(z)−G(z̄)L(z))+ J(G(z)H(z)+F(z̄)L(z)),
(6.14)

and f ?r g = ext( fI ?r gI).

We note that ( fI ? gI)(z) (resp. ( fI ?r gI)(z)) is obviously a holomorphic map and hence
we can consider its unique slice hyperholomorphic extension (resp. right slice hyperholo-
morphic extension) to Ω.
Remark 6.1.19. Let f (p) = ∑

∞
k=0 pk fk, g(p) = ∑

∞
k=0 pkgk be two sice hyperholomorphic

functions in B(0,r). Their ?-product coincides with the classical convolution multiplica-
tion

( f ?g)(p) =
∞

∑
k=0

pk ·

(
k

∑
r=0

frgk−r

)
(6.15)

used e.g. in [175].
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Remark 6.1.20. Let f (p) = ∑
∞
k=0 pkak and g(p) = ∑

∞
k=0 pkbk. If f has real coefficients

then f ?g = g? f = f ·g.
Pointwise multiplication and ?-multiplication are different, but they can be related as in
the following result, originally proved in [120]:

Proposition 6.1.21. Let Ω⊆H be an axially symmetric s-domain, f ,g : Ω→H be slice
hyperholomorphic functions. If f (p) 6= 0 then

( f ?g)(p) = f (p)g( f (p)−1 p f (p)), (6.16)

while if f (p) = 0 then ( f ?g)(p) = 0.

Proof. Let I ∈ S be any element in S, q = x+ Iy. If f (x+ Iy) = 0 the conclusion follows
so let us assume f (x+ Iy) 6= 0. Then

f (x+ Iy)−1(x+ Iy) f (x+ Iy) = x+ y f (x+ Iy)−1I f (x+ Iy)

and f (x+ Iy)−1I f (x+ Iy) ∈ S. By applying the representation formula (6.1.12) to the
function g, we have (with obvious notations for the derivatives)

g( f (q)−1q f (q)) = g(x+ y f (x+ Iy)−1I f (x+ Iy))

=
1
2
{g(x+ Iy)+g(x− Iy)− f (x+ Iy)−1I f (x+ Iy)[Ig(x+ Iy)− Ig(x− Iy).]}

Let us set

ψ(q) : = f (q)g( f (q)−1q f (q))

=
1
2
{ f (x+ Iy)[g(x+ Iy)+g(x− Iy)]− I f (x+ Iy)[Ig(x+ Iy)− Ig(x− Iy)]}.

If we prove that the function ψ(q) is regular, then our assertion will follow by the Identity
principle. In fact formula (6.16) holds on a small open ball of Ω centered at a real point
where the functions admit a power series expansion, see the proof of Proposition 4.2.1.
We have:
∂

∂x
ψ(x+ Iy) =

1
2
{ fx(x+ Iy)[g(x+ Iy)+g(x− Iy)]− I fx(x+ Iy)[Ig(x+ Iy)− Ig(x− Iy)]}

+
1
2
{ f (x+ Iy)[gx(x+ Iy)+gx(x− Iy)]− I f (x+ Iy)[Igx(x+ Iy)− Igx(x− Iy)]}

and

I
∂

∂y
ψ(x+ Iy) =

1
2
{I fy(x+ Iy)[g(x+ Iy)+g(x− Iy)]+ fy(x+ Iy)[Ig(x+ Iy)− Ig(x− Iy)]}

+
1
2
{I f (x+ Iy)[gy(x+ Iy)+gy(x− Iy)]+ f (x+ Iy)[Igy(x+ yI)− Igy(x− Iy)]}.

Using the fact that

fx(x+ Iy)+ I fy(x+ Iy) = gx(x+ Iy)+ Igy(x+ Iy) = gx(x− Iy)− Igy(x− Iy) = 0,

we obtain that ( ∂

∂x + I ∂

∂y )ψ(x+ Iy) = 0 and the statement now follows from the arbitrarity
of I. �
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Remark 6.1.22. In the sequel, we will consider functions k(p,q) left slice hyperholomor-
phic in p and right slice hyperholomorphic in q̄. When taking the ?-product of a function
f (p) slice hyperholomorphic in the variable p with such a function k(p,q), we will write
f (p)?k(p,q) meaning that the ?-product is taken with respect to the variable p; similarly,
the ?r-product of k(p,q) with functions right slice hyperholomorphic in the variable q̄ is
always taken with respect to q̄.
Let Ω be an axially symmetric open set. If f is left slice hyperholomorphic in q ∈ Ω

then f (q) is right slice hyperholomorphic in q. This fact follows immediately from (∂x +
I∂y) fI(x+ Iy) = 0, since by conjugation we get fI(x+ Iy)(∂x− I∂y) = 0 for all I ∈ S.

Lemma 6.1.23. Let Ω be an axially symmetric s-domain and let f ,g : Ω→H be two left
slice hyperholomorphic functions. Then

f ?l g = g?r f ,

where ?l , ?r are the left and right ?-products with respect to q and q̄, respectively.

Proof. Let fI(z) = F(z)+G(z)J, gI(z) = H(z)+L(z)J be the restrictions of f and g to the
complex plane CI, respectively. The functions F , G, H, L are holomorphic functions of
the variable z∈Ω∩CI which exist by the splitting lemma and J is an element in the sphere
S orthogonal to I. The ?r-product of the two right slice hyperholomorphic functions g and
f in the variable q is defined as the unique right slice hyperholomorphic function whose
restriction to complex plane CI is given by

(H(z)− J L(z))?r (F(z)− J G(z)) := (H(z) F(z)−L(z̄)G(z))− J(L(z) F(z)+H(z̄)G(z)).

Thus, comparing with (6.13), it is clear that

fI ?l gI = gI ?r fI,

and the statement follows by taking the unique right slice hyperholomorphic extension.
�

Definition 6.1.24. Let f ∈R(Ω) and let fI(z) = F(z)+G(z)J. We define

f c
I (z) = F(z̄)−G(z)J

and we set f c(p) = ext( f c)(p). The function f c is called the slice hyperholomorphic
conjugate of f . We then define

f s
I (z) = ( fI ? f c

I )(z) = ( f c
I ? fI)(z) = F(z)F(z̄)+G(z)G(z̄) (6.17)

and the function f s(p) = ext( f s)(p) is called the symmetrization (or normal form) of f .

It is not difficult to show that if f ∈R(Ω) then f s ∈N (Ω).
It is also useful to note that when f (p) = ∑

∞
k=0 pk fk then f c(p) = ∑

∞
k=0 pk fk.

In this case

( f ? f c)(p) =
∞

∑
n=0

pncn, cn =
n

∑
r=0

fr fn−r (6.18)
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where the coefficients cn are real numbers. In fact

cn =
n

∑
r=0

fr fn−r =
n

∑
r=0

fn−r fr = cn.

Proposition 6.1.25. Let Ω ⊆ H be an axially symmetric s-domain and let f ,g ∈R(Ω).
Then:

(1) ( f c)c = f ;

(2) ( f ?g)c = gc ? f c.

Proof. Equality (1) follows from trivial computations, so we prove (2). We show that the
two functions ( f ? g)c and gc ? f c coincide on a complex plane (so the needed equality
follows from the identity principle). Using the notation introduced above, let us write
fI(z) = F(z)+G(z)J and gI(z) = H(z)+L(z)J. We have

( f ?g)I(z) = fI(z)?gI(z) = (F(z)H(z)−G(z)L(z̄))+(F(z)L(z)+G(z)H(z̄))J

so, by definition of ( f ?g)c, we have

( f ?g)c
I (z) = (H(z̄)F(z̄)−L(z)G(z̄))− (F(z)L(z)+G(z)H(z̄))J

and

(gc ? f c)I(z) = (H(z̄)−L(z)J)? (F(z̄)−G(z)J)

= (H(z̄)F(z̄)−L(z)G(z̄))− (H(z̄)G(z)+L(z)F(z))J

the two expressions coincide since the functions F,G,H,L are CI-valued and thus they
commute. �

The inverse of a function f ∈ R(Ω) with respect to the ?-product can be computed as
follows:

Definition 6.1.26. Let Ω⊆H be an axially symmetric s-domain and let f : Ω→H be a
slice hyperholomorphic function. We define the function f−? as

f−?(p) := ( f s(p))−1 f c(p).

If f : Ω→H is a right slice hyperholomorphic function, we define the function f−?r as

f−?(q) := f c(q)( f s(q))−1.

We have the following properties: (analogous properties hold for the ?r-product):

(1) ( f−?)−? = f ;

(2) ( f ?g)−? = g−? ? f−?.
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The function 1− pq, where p,q ∈ H can be considered as a left slice hyperholomorphic
function in the variable p and right slice hyperholomorphic function in the variable q.
Observe that its ?-inverse with respect to p is:

(1− pq)−? = (1−2Re(q)p+ p2|q|2)−1(1− pq̄). (6.19)

Proposition 6.1.27. The function defined in (6.19) is slice hyperholomorphic in p and
right slice hyperholomorphic in q.

Proof. The function (1− pq)−? is slice hyperholomorphic in p by construction. To show
the second assertion, let us set q = x+ Iy. We have:

∂

∂x
(1−2px+ p2(x2 + y2))−1(1− p(x− Iy))

+
∂

∂y
(1−2px+ p2(x2 + y2))−1(1− p(x− Iy))I =

= (1−2px+ p2(x2 + y2))−2(2p−2p2x)(1− p(x− Iy))− (1−2px+ p2(x2 + y2))−1 p

− (1−2px+ p2(x2 + y2))−2(2yp2)(1− p(x− Iy))I− (1−2px+ p2(x2 + y2))−1 p =

= (1−2px+ p2(x2 + y2))−2[p(2−2xp)(1− p(x− Iy))− (1−2px+ p2(x2 + y2))p

−2yp2(1− p(x− Iy))I− (1−2px+ p2(x2 + y2))p] =

= (1−2px+ p2(x2 + y2))−2[(2p−2xp2)(1− p(x− Iy))

−2yp2(1− p(x− Iy))I−2(1−2px+ p2(x2 + y2))p] = 0.
(6.20)

�

The following result will be useful to justify a notation we will use in the sequel:

Proposition 6.1.28. For any p,q ∈ H such that p,q−1 (and similarly, p−1,q) do not
belong to the same sphere the following equality holds

(1− p̄q)(1−2Re(p)q+ |p|2q2)−1 = (1−2Re(q)p+ |q|2 p2)−1(1− pq̄),

in other words
(1− pq)−?r = (1− pq)−? (6.21)

where the ?r-inverse is computed in the variable q and the ?-inverse is computed in the
variable p.

Proof. The proof follows by proving, with direct computations, that

(1−2Re(q)p+ |q|2 p2)(1− p̄q) = (1− pq̄)(1−2Re(p)q+ |p|2q2).

�
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Remark 6.1.29. Another way to prove Proposition 6.1.28 is to observe that the function

(1− pq)−?r = (1− p̄q)(1−2Re(p)q+ |p|2q2)−1

is right slice hyperholomorphic in q by construction and computations similar to those in
the proof of Proposition 6.1.27 show that it is left slice hyperholomorphic in p. For this
reason, by the identity principle, as a slice hyperholomorphic function in p, it coincides
with the function in (6.19), i.e.

(1− pq)−? = (1− pq)−?r , (6.22)

(where the ?-inverse is computed with respect to p and the ?r-inverse is computed with
respect to q).
Remark 6.1.30. Throughout the book, when dealing with functions in two variables p, q
they will be (left) slice hyperholomorphic in p and right slice hyperholomorphic (or anti
slice hyperholomorphic) in q.
Below we will use the notation ∂ I for the Cauchy-Riemann operator on the plane CI.

Lemma 6.1.31. Let f , g be quaternionic valued, continuously (real) differentiable func-
tions on an open set Ω∩CI of the complex plane CI. Then, for every open W ⊂ Ω∩CI
whose boundary consists of a finite number of piecewise smooth, closed curves, we have∫

∂W
gdsI f = 2

∫
W
((g∂ I) f +g(∂ I f ))dσ ,

where s = x+ Iy ∈ CI, dsI =−Ids and dσ = dx∧dy.

Proof. Let J ∈ S be orthogonal to I and let us consider I,J, I J as a basis of H. Then we
write f (s) = f0(s)+ f1(s)J, g(s) = g0(s)+ Jg1(s) where fi(s),gi(s), i = 0,1 are suitable
CI-valued functions. Stokes’ theorem applied to these complex functions gives∫

∂W
gdsI f =

∫
∂W

(g0(s)+ Jg1(s))dsI( f0(s)+ f1(s)J)

=
∫

∂W
g0 f0dsI +g0 f1dsIJ+ Jg1 f0dsI + Jg1 f1dsIJ

=
∫

W
∂x(g0 f0)dσ +∂y(g0 f0)Idσ +∂x(g0 f1)dσJ+∂y(g0 f1)IdσJ+

+ J∂x(g1 f0)dσ + J∂y(g1 f0)Idσ + J∂x(g1 f1)dσJ+ J∂y(g1 f1)IdσJ.

Moreover, with direct computations we have

∂x(g0 f0)+∂y(g0 f0)I+ J∂x(g1 f0)+ J∂y(g1 f0)I
= (∂x(g0)+∂y(g0)I) f0 + J(∂x(g1)+∂y(g1)I) f0

+g0(∂x( f0)+∂y( f0)I)+ Jg1(∂x( f0)+∂y( f0)I)

= (g0∂ I + Jg1∂ I) f0

+(g0 + Jg1)(∂ I f0) = 2(g∂ I) f0 +2g(∂ I f0)
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and similarly

∂x(g0 f1)J+∂y(g0 f1)I J+ J∂x(g1 f1)J+ J∂y(g1 f1)I J = 2(g∂ I) f1J+2g(∂ I f1)J.

Therefore we have∫
∂W

gdsI f = 2
∫

W
(g∂ I) f0dσ +g(∂ I f0)dσ +(g∂ I) f1Jdσ +g(∂ I f1)Jdσ

= 2
∫

W
((g∂ I) f +g(∂ I f ))dσ .

�

A consequence of the previous Lemma is the following:

Corollary 6.1.32. Let f and g be a left slice hyperholomorphic and a right slice hy-
perholomorphic function, respectively, on an open set Ω ⊂ H. For any I ∈ S and every
open W ⊂Ω∩CI whose boundary consists of a finite number of piecewise smooth, closed
curves, we have ∫

∂W
g(s)dsI f (s) = 0.

Theorem 6.1.33 (Cauchy integral formula). Let Ω⊆H be an axially symmetric s-domain
whose boundary ∂ (Ω∩CI) is a union of a finite number of rectifiable Jordan arcs. Let
f ∈R(Ω) and, for any I ∈ S, set dsI =−Ids. Then for every p ∈Ω we have:

f (p) =
1

2π

∫
∂ (Ω∩CI)

S−1
L (s, p)dsI f (s), (6.23)

where
S−1

L (s, p) =−(p2−2Re(s)p+ |s|2)−1(p− s).

Moreover, the value of the integral depends neither on Ω nor on the imaginary unit I ∈ S.

Proof. The integral does not depend on the open set Ω, by Corollary 6.1.32 since the
function

S−1
L (s, p) =−(p2−2Re(s)p+ |s|2)−1(p− s) = (s− p)−?

(the ?-inverse is computed with respect to p) is right slice hyperholomorphic with respect
to the variable s.
Let us show that the integral does not depend on the choice of the imaginary unit I ∈ S.
Let p = x+ Ipy ∈ Ω, then the set of the zeroes of the function p2− 2Re(s)p+ |s|2 = 0
consists of a real point (of multiplicity two) or a 2-sphere. If the zeroes are not real, on
any complex plane CI we find the two zeroes s1,2 = x± Iy. When the singularity is a real
number, the integral reduces to the classical Cauchy integral formula for holomorphic
maps. Thus we consider the case of nonreal zeroes and we calculate the residues about
the points s1 e s2. Let us start with s1 = x+Iy. We set s= x+yI+εeIθ , Re(s)= x+ε cosθ ,
so that dsI =−I[εIeIθ ]dθ = εeIθ dθ , and

|s|2 = x2 +2xε cosθ + ε
2 + y2 +2yε sinθ .
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We now compute the integral which appears at the right hand side of (6.23) along the
circle with center at s1 and radius ε > 0 on the plane CI:

2πI ε
1 =

∫ 2π

0
−(−2pε cosθ +2xε cosθ + ε

2 +2yε sinθ)−1(p− (x− yI+ εe−Iθ ))εeIθ

·dθ f (x+ yI+ εeIθ )

=
∫ 2π

0
−(−2pcosθ +2xcosθ + ε +2ysinθ)−1(p− (x− yI+ εe−Iθ ))eIθ dθ f (x+ yI+ εeIθ ).

For ε → 0 we obtain I 0
1 namely the residue at s1

2πI 0
1 =

∫ 2π

0
(2pcosθ −2xcosθ −2ysinθ)−1(yIp + yI)eIθ dθ f (x+ yI)

=
1
2

∫ 2π

0
(ycosθ Ip− ysinθ)−1(yIp + yI)eIθ dθ f (x+ yI)

=− 1
2y2

∫ 2π

0
(ycosθ Ip + ysinθ)(yIp + yI)[cosθ + I sinθ ]dθ f (x+ yI)

=− 1
2y2

∫ 2π

0
[(yIp)

2 cosθ + y2 sinθ Ip + y2 cosθ IpI+ y2 sinθ I][cosθ + I sinθ ]dθ f (x+ yI)

=−1
2

∫ 2π

0
[−cosθ + sinθ Ip + cosθ IpI+ sinθ I][cosθ + I sinθ ]dθ f (x+ yI)

=−1
2

∫ 2π

0
[−cos2

θ − cosθ sinθ I+ cosθ sinθ Ip + sin2
θ IpI+ cos2

θ IpI

− cosθ sinθ Ip + cosθ sinθ I− sin2
θ ]dθ f (x+ yI)

=−1
2

∫ 2π

0

(
−1+ IpI

)
dθ f (x+ yI) = π

(
1− IpI

)
f (x+ yI).

So we obtain

I 0
1 =

1
2

[
1− IpI

]
f (x+ yI),

and with analogous calculation we have that the residue about s2 is

I 0
2 =

1
2

(
1+ IpI

)
f (x− yI).

By the classical residues theorem in the complex plane CI

1
2π

∫
∂ (U∩CI)

S−1(s, p)dsI f (s) = I 0
1 +I 0

2 ,

and the statement now follows from the Representation Formula (see Theorem 6.1.12).
�
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Remark 6.1.34. There is an analogous formula for right slice hyperholomorphic functions
f ∈RR(Ω), in fact using the notations in Theorem 6.1.33 we have

f (p) =
1

2π

∫
∂ (Ω∩CI)

f (s)dsI S−1
R (s, p), (6.24)

where
S−1

R (s, p) =−(p− s)(p2−2Re(s)p+ |s|2)−1(p− s).

We note that the function s− p is both left and right slice hyperholomorphic in p and
S−1

R (s, p) = (s− p)−?r where the ?r-inverse is again computed with respect to p.
Direct computations show that:

Proposition 6.1.35. For any s, p such that p2−2Re(s)p+ |s|2 6= 0 the following equality
holds

S−1
L (s, p) =−S−1

R (p,s).

We conclude this section by recalling some basic facts about the zeros of a slice hyper-
holomorphic function.

Proposition 6.1.36. Let Ω⊆H be an axially symmetric s-domain and let f : Ω→H be
a slice hyperholomorphic function, not identically zero. Then:

(1) Every zero of f is a a zero of f s.

(2) The zeros of f s are isolated real points and/or isolated spheres.

Proof. Point (1) follows from the fact that f s = f ? f c and Theorem 6.1.21.
Let us prove (2). By Remark 6.1.16, f s is quaternionic intrinsic and not identically zero.
So if f s(x0 + Iy0) = 0 then also f s(x0 − Iy0) = 0 and by the Representation Formula
f s(x0+ Jy0) = 0 for any other J ∈ S. The real zeros of f s and the spheres of zeros must be
isolated, otherwise f s would have non isolated zeros on the intersection Ω∩CI for any I∈
S and, by the identity principle, f s would be identically zero, which is a contradiction. �

Theorem 6.1.37 (Structure of the Zero Set). Let Ω⊆H be an axially symmetric s-domain
and let f : Ω→H be a slice hyperholomorphic function. Suppose that f does not vanish
identically. Then, if the zero set of f is nonempty, it consists of the union of isolated
2-spheres and/or isolated points.

Proof. Let p0 = x0 + Jy0 be a zero of f . By Corollary 6.1.13, we know that f (x+ Iy) =
α(x,y)+ Iβ (x,y), thus

f (p0) = f (x0 + Jy0) = α(x0,y0)+ Jβ (x0,y0) = 0.

If β (x0,y0)= 0 then also α(x0,y0)= 0 so f (x0+Iy0)= 0 for every choice of an imaginary
unit I ∈ S thus the whole sphere defined by p0 is solution of the equation f (p) = 0. If
β (x0,y0) 6= 0 then it is an invertible element in H. In this case, α(x0,y0) 6= 0 otherwise
we would get Jβ (x0,y0) = 0 which is absurd. Since the inverse of β (x0,y0) is unique,
it is also unique the element J = −α(x0,y0)β (x0,y0)

−1. Then p0 is the only solution of
f (p) = 0 on the sphere defined by p0. The isolated zeros of f and the spherical zeros are
isolated, otherwise f s would have non isolated zeros. �
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The following result guarantees that the zeros can be factored out.

Proposition 6.1.38. Let Ω be an axially symmetric s-domain and let f : Ω→H be a slice
hyperholomorphic function. An element p0 ∈Ω is a zero of f if and only if there exists a
slice hyperholomorphic function g : Ω→H such that

f (p) = (p− p0)?g(p).

Moroever, f vanishes on [p0] if and only if there exists a slice hyperholomorphic function
h : Ω→H such that

f (p) = (p2−2Re(p0)p+ |p0|2)h(p).

Proof. Let p0 be an isolated zero. Then it belongs to a complex plane CI (unique if p0
is not real). Use the splitting lemma to write fI(z) = F(z)+G(z)J. Since fI(p0) = 0 also
F(p0) = 0 and G(p0) = 0 and since F,G are holomorphic functions we can factor (z− p0)
out and write F(z) = (z− p0)F1(z), G(z) = (z− p0)G1(z). Then consider (z− p0)(F1(z)+
G1(z)J) for z ∈ Ω∩CI. The result follows by extending this function to the whole Ω as
(p− p0) ? g(p). The extended function coincides with f by the identity principle. The
second part of the statement follows by applying the preceding discussion first to the
factors p− p0 and then p− p̄0. �

The notion of multiplicity of an isolated zero p0 or of a spherical zero can be given as we
did in the case of polynomials. So we refer the reader to Definition 4.2.7 where f and g
are, in this case, two slice hyperholomorphic functions.
Let us now introduce the notion of singularity of a function, following [264].
Let Ω be an axially symmetric s-domain and let p0 ∈ Ω. Let f be a function which, in a
subset of Ω containing p0, can be written in the form f (p) = ∑

+∞
n=−∞(p− p0)

?nan where
an ∈H.
We have:

Definition 6.1.39. A function f has a pole at the point p0 if there exists m≥ 0 such that
a−k = 0 for k > m. The minimum of such m is called the order of the pole;
If p is not a pole then we call it an essential singularity for f ;
f has a removable singularity at p0 if it can be extended in a neighborhood of p0 as a slice
hyperholomorphic function.

Note the following important fact: a function f has a pole at p0 if and only if its restriction
to a complex plane has a pole. Note that there can be poles of order 0: let us consider for
example the function (p+ I)−? = (p2 +1)−1(p− I). It has a pole of order 0 at the point
−I which, however, is not a removable singularity.

Definition 6.1.40. Let Ω be an axially symmetric s-domain in H. We say that a function
f : Ω→H is slice hypermeromorphic in Ω if f is slice hyperholomorphic in Ω′ ⊂Ω such
that Ω\Ω′ has no point limit in Ω and every point in Ω\Ω′ is a pole.

The functions which are slice hypermeromorphic are called semi-regular in [264] and for
these functions we have the following result, proved in [264, Proposition 7.1, Theorem
7.3]:
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Proposition 6.1.41. Let Ω be an axially symmetric s-domain in H and let f ,g : Ω→ H
be slice hyperholomorphic. Then the function f−? ? g is slice hypermeromorphic in Ω.
Conversely, any slice hypermeromorphic function on Ω can be locally expressed as f−??g
for suitable f and g.

Since f−? = ( f ? f c)−1 f c it is then clear that the poles of a slice hypermeromorphic func-
tion occur in correspondence to the zeros of the function f ? f c and so they are isolated
spheres, possibly reduced to real points.
We end this section with a consequence of Runge theorem proved in [146]. In the state-
ment CI denotes the extended complex plane CI . We note that Runge theorem has been
proved by taking the class of functions f (x+ Jy) = α(x,y)+ Jβ (x,y) where α(x,−y) =
α(x,y), β (x,−y) = −β (x,y) and the pair α,β satisfies the Cauchy-Riemann system on
axially symmetric open sets (not necessarily s-domains). See Remark 6.1.14.

Theorem 6.1.42. Let K be an axially symmetric compact set such that CI \ (K ∩CI) is
connected for all I ∈ S. Let f be slice regular in the open set Ω with Ω ⊃ K. Then there
exists a sequence {Pn} of polynomials such that Pn(q)→ f (q) uniformly on K.

It is immediate that if K is an axially symmetric compact set, then H \K is connected if
and only if CI \ (K∩CI) is connected for all I ∈ S.

6.2 The Hardy space of the unit ball
The quaternionic Hardy space H2(B) of the unit ball B space (or simply H2 when it
appears as a subscript) is defined by mimicking the analogous definition in the complex
case: it contains square summable (left) slice hyperholomorphic power series, in other
words:

H2(B) =

{
f (p) =

∞

∑
k=0

pk fk : ‖ f‖2
H2 :=

∞

∑
k=0
| fk|2 < ∞

}
.

The space H2(B) can be endowed with the inner product

〈 f , g〉=
∞

∑
k=0

ḡk fk if f (p) =
∞

∑
k=0

pk fk, g(p) =
∞

∑
k=0

pkgk, (6.25)

from which it follows that

‖ f‖H2 = (
∞

∑
k=0
| fk|2)

1
2 .

Proposition 6.2.1. The norm of f ∈ H2(B) can also be computed as

‖ f‖2
H2 = sup

0≤r<1

1
2π

∫ 2π

0
| f (reIθ )|2dθ (6.26)

where the value of the integral does not depend on the choice of I ∈ S.
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Proof. By integrating the (uniformly converging on compact sets) power series express-
ing f , see (6.25), for a fixed I ∈ S, we obtain

∫ 2π

0
| f (reIθ )|2dθ =

∫ 2π

0

(
∞

∑
j,k=0

rk+ j f keI( j−k)θ f j

)
dθ

=
∞

∑
j,k=0

rk+ j f k

(∫ 2π

0
eI( j−k)θ dθ

)
f j = 2π ·

∞

∑
n=0

r2n| fn|2.

The latter formula implies the statement. We observe that the supremum in formula (6.26)
can be replaced by the limit as r→ 1. �

It is immediate to verify the following:

Proposition 6.2.2. H2(B) is a right quaternionic Hilbert space on H.

The space H2(B) can also be characterized as the reproducing kernel Hilbert space with
reproducing kernel

kH2(p,q) =
∞

∑
n=0

pnqn. (6.27)

Thus the function kH2(·,q) belongs to H2(B) for every q ∈ B and for any function f ∈
H2(B) as in (6.25),

〈 f , kH2(·,q)〉H2 =
∞

∑
k=0

qk fk = f (q). (6.28)

The kernel kH2(p,q) can be computed in closed form:

Proposition 6.2.3. The sum of the series ∑
+∞

n=0 pnq̄n is the function k(p,q) given by

kH2(p,q) = (1−2Re(q)p+ |q|2 p2)−1(1− pq) = (1− p̄q̄)(1−2Re(p)q̄+ |p|2q̄2)−1.
(6.29)

The kernel kH2(p,q) is defined for p 6∈ [q−1] for q 6= 0 or, equivalently, for q 6∈ [p−1] for
p 6= 0. Moreover:

(1) kH2(p,q) is left slice hyperholomorphic in p and right slice hyperholomorphic in q;

(2) kH2(p,q) = kH2(q, p).

Proof. The proof of the first equality is an application of the extension operator (6.11)
applied to the function (1− zq̄)−1 of the complex variable z which gives

kH2(p,q) = (1−2Re(q)p+ |q|2 p2)−1(1− pq). (6.30)

If we apply to the function of the complex variable w: (1− pw̄)−1 the right extension
operator (6.12), we obtain

(1− p̄q̄)(1−2Re(p)q̄+ |p|2q̄2)−1. (6.31)
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The function (6.31) is right slice hyperholomorphic in the variable q̄ by construction and it
is slice hyperholomorphic in the variable p in its domain of definition, since it is the prod-
uct of a slice hyperholomorphic function and a polynomial with real coefficients. By the
identity principle it coincides with the function in (6.30) which is slice hyperholomorphic
in p by construction. Thus point (1) follows. Point (2) follows from the equalities

k(q, p) = [(1− p̄q̄)(1−2Re(p)q̄+ |p|2q̄2)−1]

= (1−2Re(p)q+ |p|2q̄2)−1(1−qp) = k(q, p).

�

The next result shows that the limit of a function f ∈ H2(B) on the boundary of B exists
almost everywhere.

Proposition 6.2.4. If limr→1 | f (reIθ )| = 1, for all I fixed in S, then for all g ∈ R(B)
continuous in B we have

lim
r→1
| f ?g(reIθ )|= |g(eI′θ )|, a.e.

where θ ∈ [0,2π), and I′ ∈ S depends on θ and f .

Proof. Let b = f (reIθ ) and write b = ReJα for suitable R,J,α . By hypothesis, we can
assume that b 6= 0 when r→ 1, thus b−1 exists. We have

b−1reIθ b = e−Jα(reIθ )eJα = r(cosα− Jsinα)(cosθ + I sinθ)(cosα + Jsinα)

= r(cosθ + Icos2
α sinθ − JIcosα sinα sinθ + IJcosα sinα sinθ − JIJsin2

α sinθ)

= r(cosθ + cosαe−Jα I sinθ + e−Jα IJsinα sinθ)

= r(cosθ + e−Jα IeJα sinθ) = r(cosθ + I′ sinθ),

where I′ = e−Jα IeJα . Finally, we have

lim
r→1
| f ?g(reIθ )|= lim

r→1
| f (reIθ )g(b−1reIθ b)|= lim

r→1
|g(reI′θ )|= |g(eI′θ )|.

�

In the following theorem, the function S has a priori no properties besides being defined
on B. The positivity of the kernel KS(p,q) implies that S is slice hyperholomorphic (see
also Theorems 8.4.2 and 8.4.4).

Theorem 6.2.5. Let S : B→H. The following are equivalent:

(1) S is slice hyperholomorphic on B and |S(p)| ≤ 1 for all p ∈ B.

(2) The operator MS of left ?–multiplication by S

MS : f 7→ S? f (6.32)

is a contraction on H2(B), that is, ‖S? f‖H2 ≤ ‖ f‖H2 for all f ∈ H2(B).
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(3) The kernel

KS(p,q) =
∞

∑
k=0

pk(1−S(p)S(q))q̄k (6.33)

is positive on B×B.

(4) S∈R(B) and In+1−LnL∗n≥ 0 for all n≥ 0 where Ln is the lower triangular Toeplitz
matrix given by

Ln =


S0 0 . . . 0

S1 S0
. . .

...
...

. . .
. . . 0

Sn . . . S1 S0

 , where S(p) =
∞

∑
k=0

pkSk. (6.34)

Proof. First of all, we define the operator MS of multiplication by S by setting, for any
f (p) = ∑

∞
k=0 pk fk:

(S? f )(p) =
∞

∑
k=0

pkS(p) fk. (6.35)

(Note that MS can be defined without assuming assume any hypothesis on S). If MS maps
H2(B) into itself, then the function S = MS1 belongs to H2(B) and thus it is slice hyper-
holomorphic.

Let us show that (2) =⇒ (3). To this end, assume that MS : H2(B)→ H2(B) is a contrac-
tion. From (6.35) and (6.27) we obtain

MSkH2(·,q) =
∞

∑
j=0

pkS(p)q̄k

which, together with reproducing kernel property (6.28), yields

(M∗S kH2(·,q))(p) = 〈M∗S kH2(·,q), kH2(·, p)〉H2

= 〈kH2(·,q), S? kH2(·, p)〉H2 =
∞

∑
k=0

pkS(q)q̄k. (6.36)

Consequently, we have

〈(I−MSM∗S)kH2(·,q), kH2(·, p)〉H2 =
∞

∑
k=0

pk(1−S(p)S(q))q̄k.

We deduce that for any function f ∈ H2(B) of the form

f =
r

∑
i=1

kH2(·, pi)αi, r ∈ N, pi ∈ B, αi ∈H, (6.37)
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one has

〈(I−MSM∗S) f , f 〉H2 = 〈 f , f 〉H2 −〈M∗S f , M∗S f 〉H2

=
r

∑
i, j=1

α ikH2(pi, p j)α j−
r

∑
i, j=1

∞

∑
k=0

α i pk
i S(pi)S(p j)pk

i α j

=
r

∑
i, j=1

α iKS(pi, p j)α j. (6.38)

As MS is a contraction, the inner product on the left hand side of (6.38) is nonnegative, so
the quadratic form on the right hand side of (6.38) is nonnegative and thus KS is a positive
kernel.
To show that (3) =⇒ (2) we assume that the kernel (6.33) is positive on B×B. Then we
note that the function on the right side of (6.36) belongs to H2(B) for each fixed q ∈ B
and that its norm equals

|S(q)|2

1−|q|2
.

Thus we can define the operator T : H2(B)→ H2(B) by setting

T : kH2(·,q) 7→
∞

∑
k=0

pkS(q)q̄k

with subsequent extension by linearity to functions f of the form (6.37). Since such func-
tions are dense in H2(B), they extend by continuity to all of H2(B). Using this density
and (6.38) with T instead of M∗S , one obtains that T is a contraction on H2(B). We then
compute its adjoint obtaining T ∗ f = S ? f = MS f . Since T is a contraction on H2(B), its
adjoint MS is a contraction as well.
Let us now prove that (3) =⇒ (1). If the kernel KS is positive on B×B, then

0≤ KS(q,q) =
∞

∑
k=0

qk(1−|S(q)|2)q̄k =
1−|S(q)|2

1−|q|2

and therefore, |S(q)| ≤ 1 for every q ∈ B. On the other hand, by (3) =⇒ (2), we know
that the operator MS maps H2(B) into itself and thus S = MS1 ∈ H2(B)⊂R(B).
To show that (1) =⇒ (2) let us assume that S ∈R(B,B), i.e., S is slice hyperholomorphic
and such that |S(p)| ≤ 1 for all p ∈ B. By (6.16), we have for every f ∈ H2(B) and every
I ∈ S,

‖ f ?S‖2
H2 = sup

0≤r<1

1
2π

∫ 2π

0
| f ?S(reIθ )|2dθ

= sup
0≤r<1

1
2π

∫ 2π

0
| f (reIθ )S( f (reIθ )−1reIθ f (reIθ )|2dθ

≤ sup
0≤r<1

1
2π

∫ 2π

0
| f (reIθ )|2dθ = ‖ f‖2

H2 . (6.39)
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Let Sc and f c be the slice hyperholomorphic conjugates of S and f , respectively. By the
properties of the conjugate of a function and since ‖ f‖H2 = ‖ f c‖H2 , then (6.39) gives

‖Sc ? f c‖H2 = ‖( f ?S)c‖H2 = ‖ f ?S‖H2 ≤ ‖ f‖H2 = ‖ f c‖H2 . (6.40)

Thus the operator MSc : f 7→ Sc ? f is a contraction on H2(B). Using (2) =⇒ (3) =⇒ (1),
we deduce that Sc ∈ R(B,B). By applying (6.40) to Sc we conclude that the operator
M(Sc)c = MS is a contraction on H2(B).
The proof of (2)⇐⇒ (4) mimics that of (2)⇐⇒ (3), but instead of functions of the
form (6.37) we consider polynomials with coefficients written on the right. Let us assume
(2). Calculations analogous to those in (6.36) show that for S with the Taylor series as in
(6.34),

M∗S : pk 7→
k

∑
j=0

p jSk− j for all k ≥ 0

which extends by linearity to

M∗S : f (p) =
n

∑
k=0

pk fk 7→
n

∑
k=0

pk

(
n

∑
j=k

S j−k f j

)
.

By setting f :=
[

f0 f1 . . . fn
]T we obtain an analog of (6.38) in terms of the matrix

Ln from (6.34):

‖ f‖2
H2 −‖M∗S f‖2

H2 =
n

∑
k=0
| fk|2−

n

∑
k=0

∣∣∣∣∣ n

∑
j=k

S j−k f j

∣∣∣∣∣
2

= f∗ (In+1−LnL∗n) f. (6.41)

If MS is a contraction on H2(B), the last expression is nonnegative for every f ∈ Hn+1

and therefore the matrix In+1−LnL∗n is positive semidefinite. Conversely, if this matrix
is positive semidefinite for each n ≥ 1, then (6.41) shows that M∗S acts contractively (in
H2(B)-metric) on any polynomial. But since the polynomials are dense in H2(B), the
operators M∗S and MS are contractions on the whole H2(B). �

Definition 6.2.6. A function S : B→H satisfying any of the equivalent conditions in the
preceding theorem is called a Schur function or a Schur multiplier.

We now collect some properties of Schur multipliers. Note that property (3) will be proved
in a more general form in Theorem 7.5.1.

Theorem 6.2.7. Let S1, S2 and S be Schur multipliers depending on the quaternionic
variable p. Then:

(1) MS1MS2 = MS1?S2 ;

(2) MSMp = MpMS = MpS;

(3)
(
M∗S kH2(·,q)

)
(p) = ∑

∞
k=0 pkS(q)q̄k.
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Proof. Equality (1) follows from the associativity of the ?-product. The second property
is a consequence of Remark 6.1.20 and of equality (1). Property (3) follows from the
computations (6.36) in the proof of the previous theorem. �

Corollary 6.2.8. Let S be slice hyperholomorphic in B and bounded there in modulus.
Then MS is a bounded operator from H2(B) into itself.

Proof. It suffices to apply the previous theorem to
S

supp∈B |S(p)|
. �

6.3 Blaschke products (unit ball case)
In classical analysis Blaschke factors and Blaschke products play an important role in the
study of invariant subspaces and interpolation; see for instance [167, 252]. In this section
we study Blaschke products in the present setting.

Definition 6.3.1. Let a ∈H, |a|< 1. The function

Ba(p) = (1− pā)−? ? (a− p)
ā
|a|

(6.42)

is called a Blaschke factor at a.

Remark 6.3.2. Using Proposition 6.1.21, Ba(p) can be rewritten in terms of the pointwise
multiplication as

Ba(p) = (1− p̃ā)−1(a− p̃)
ā
|a|

where p̃ = (1− pa)−1 p(1− pa).
The following result is immediate, since it follows from the definition:

Proposition 6.3.3. Let a∈H, |a|< 1. The Blaschke factor Ba is a slice hyperholomorphic
function in B.

As one expects, Ba(p) has only one zero at p = a and analogously to what happens
in the case of the zeros of a function, the product of two Blaschke factors of the form
Ba(p) ?Bā(p) gives the Blaschke factor with zeros at the sphere [a]. Thus we give the
following definition:

Definition 6.3.4. Let a ∈H, |a|< 1. The function

B[a](p) = (1−2Re(a)p+ p2|a|2)−1(|a|2−2Re(a)p+ p2) (6.43)

is called Blaschke factor at the sphere [a].

Theorem 6.3.5. Let a ∈H, |a|< 1. The Blaschke factor Ba has the following properties:

(1) it takes the unit ball B to itself;

(2) it takes the boundary of the unit ball to itself;
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(3) it has a unique zero for p = a.

Proof. First observe that by setting λ (p) = 1− pā we can write

(1− pā)−? = (λ c(p)?λ (p))−1
λ

c(p).

Applying formula (6.16) to the products λ c(p)?λ (p) and λ c(p)? (a− p), the Blaschke
factor (6.42) may be written as

Ba(p) = (λ c(p)?λ (p))−1
λ

c(p)? (a− p)
ā
|a|

= (λ c(p)λ (p̃))−1
λ

c(p)(a− p̃)
ā
|a|

= λ (p̃)−1(a− p̃)
ā
|a|

= (1− p̃ā)−1(a− p̃)
ā
|a|

,
(6.44)

where p̃ = λ c(p)−1 pλ c(p). Thus Ba(p) = (1− p̃ā)−1(a− p̃)
ā
|a|

. Let us show that |p|=

|p̃|< 1 implies |Ba(p)|2 < 1. The latter inequality is equivalent to

|a− p̃|2 < |1− p̃ā|2

which is also equivalent to
|a|2 + |p|2 < 1+ |a|2|p|2. (6.45)

Then (6.45) is equivalent to (|p|2− 1)(1− |a|2) < 0 and it holds when |p| < 1. When
|p|= 1 we set p = eIθ , so that p̃ = eI′θ by the proof of Corollary 6.2.4; we have

|Ba(eIθ )|= |1− eI′θ ā|−1|a− eI′θ | |ā|
|a|

= |e−I′θ − ā|−1|a− eI′θ |= 1.

Finally, from (6.44) it follows that Ba(p) has only one zero that comes from the factor
a− p̃. Moreover Ba(a) = (1− ãā)−1(a− ã) ā

|a| where ã = (1− a2)−1a(1− a2) = a and
thus Ba(a) = 0. �

The next lemma contains a useful calculation:

Lemma 6.3.6. Let a ∈ B. Then, it holds that

Ba(a)a = aBa(a). (6.46)

Proof. We have

Ba(p) = (
∞

∑
n=0

pnan)? (a− p)
a
|a|

=
∞

∑
n=0

(pnana− pn+1an)
a
|a|

= |a|+
∞

∑
n=0

pn+1an+1(|a|− 1
|a|

).

(6.47)

Finally, (6.46) is a direct consequence of the last equality. �
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Theorem 6.3.7. Let Ba be a Blaschke factor. The operator

Ma : f 7→ Ba ? f

is an isometry from H2(B) into itself. An element of H2(B) belongs to the range of Ma if
and only if it vanishes at a, the range of Ma has codimension one and the space H2(B)	
MaH2(B) is spanned by the function (1− pa)−?.

Proof. We first consider f (p) = puh and g(p) = pvk where u,v ∈ N0 and h,k ∈ H, and
show that

〈Ba ? f ,Ba ?g〉= δuvkh. (6.48)

Using calculation (6.47), and with f and g as above, we have

(Ba ? f )(p) = puh|a|+
∞

∑
n=0

pn+1+uan+1(|a|− 1
|a|

)h

and

(Ba ?g)(p) = pvk|a|+
∞

∑
n=0

pn+1+van+1(|a|− 1
|a|

)k. (6.49)

If u = v we have

〈Ba ? f ,Ba ?g〉= kh

(
|a|2 +

∞

∑
n=0
|a|2n+2(|a|− 1

|a|
)2

)
= kh = 〈 f ,g〉.

To compute 〈 f ,g〉 we assume that u < v. Then, in view of (6.49) we have

〈puh|a|,Ba ?g〉= 0.

So

〈Ba ? f ,Ba ?g〉= 〈
∞

∑
n=0

pn+1+uan+1
(
|a|− 1

|a|

)
h, pv|a|k〉+

+ 〈
∞

∑
n=0

pn+1+uan+1
(
|a|− 1

|a|

)
h,

∞

∑
m=0

pm+1+vam+1
(
|a|− 1

|a|

)
k〉

= |a|kav−u
(
|a|− 1

|a|

)
h+

+ 〈
∞

∑
m=0

pm+1+vam+1+v−u
(
|a|− 1

|a|

)
h,

∞

∑
m=0

pm+1+vam+1
(
|a|− 1

|a|

)
k〉

= |a|kav−u
(
|a|− 1

|a|

)
h+ k

(
|a|− 1

|a|

)2

av−u |a|2

1−|a|2
h

= 0
= 〈 f ,g〉.
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The case v < u is considered by symmetry of the inner product. Hence, (6.48) holds for
polynomials. By continuity, and a corollary of the Runge theorem, see Theorem 6.1.42, it
holds for all f ∈ H2(B).
We now characterize the range of Ma. It is clear that any element in the range vanishes at
a. Conversely, if f ∈ H2(B) is such that f (a) = 0 then f (p) = (p−a)?g(p), where g is
slice hyperholomorphic in B (see Proposition 6.1.38). The result follows since

f (p) = (p−a)?g(p) = Ba(p)? (1− pa)?g(p).

The last claim follows from the decomposition

f (p) =
(

f (p)− (1− pa)−?
f (a)

1−|a|2

)
+

(
(1− pa)−?

f (a)
1−|a|2

)
�

Theorem 6.3.8. Let {a j} ⊂ B, j = 1,2, . . . be a sequence of nonzero quaternions and
assume that ∑ j≥1(1−|a j|)< ∞. Then the function

B(p) := Π
?
j≥1(1− pā j)

−? ? (a j− p)
ā j

|a j|
, (6.50)

where Π? denotes the ?-product, converges uniformly on the compact subsets of B and
defines a slice hyperholomorphic function.

Proof. Let α j(p) := Ba j(p)−1. Using Remark 6.3.2 we have the chain of equalities:

α j(p) =Ba j(p)−1 = (1− p̃ā j)
−1(a j− p̃)

ā j

|a j|
−1

=(1− p̃ā j)
−1
[
(a j− p̃)

ā j

|a j|
− (1− p̃ā j)

]
=(1− p̃ā j)

−1
[
(|a j|−1)

(
1+ p̃

ā j

|a j|

)]
.

Thus, if |p|< 1 and recalling that |p̃|= |p|, we have

|α j(p)| ≤ 2(1−|p|)−1(1−|a j|)

and since ∑
∞
j=1(1− |a j|) < ∞ then

?
Π j≥1 α j(p) = α1(p) ?α2(p) · · · converges in B and

the statement follows. �

Theorem 5.16 in [34] assigns a Blaschke product having zeroes at a given set of points
a j with multiplicities n j, j ≥ 1 and at spheres [ci] with multiplicities mi, i≥ 1, where the
multiplicities are meant as exponents of the factors (p−a j) and (p2−Re(a j)p+ |a j|2),
respectively. In view of Definition 4.2.7, the polynomial (p− a j)

?n j is not the unique
polynomial having a zero at a j with the given multiplicity n j, thus the Blaschke product
∏

?n j
j=1 Ba j is not the unique Blaschke product having zero at a j with multiplicity n j.

We give below a form of Theorem 5.16 in [34] in which we use the notion of multiplicity
in Definition 4.2.7:
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Theorem 6.3.9. A Blaschke product having zeroes at the set

Z = {(a1,n1), . . . ,([c1],m1), . . .}

where a j ∈B, a j have respective multiplicities n j ≥ 1, a j 6= 0 for j = 1,2, . . ., [ai] 6= [a j] if
i 6= j, ci ∈ B, the spheres [c j] have respective multiplicities m j ≥ 1, j = 1,2, . . ., [ci] 6= [c j]
if i 6= j and

∑
i, j≥1

(
ni(1−|ai|)+2m j(1−|c j|)

)
< ∞ (6.51)

is of the form

∏
i≥1

(B[ci](p))mi
?

∏
i≥1

?ni

∏
j=1

(Bαi j(p)), (6.52)

where n j ≥ 1, α11 = a1 and αi j are suitable elements in [ai] for j = 2,3, . . ..

Proof. The fact that (6.51) ensure the convergence of the product follows from Theo-
rem 6.3.8. The zeroes of the pointwise product ∏i≥1(B[ci](p))mi correspond to the given
spheres with their multiplicities. Let us consider the product:

?n1

∏
i=1

(Bαi1(p)) = Bα11(p)?Bα12(p)? · · ·?Bα1n1
(p).

From the definition of multiplicity, see Definition 4.2.7,this product admits a zero at the
point α11 = a1 and it is a zero of multiplicity 1 if n1 = 1; if n1 ≥ 2, the other zeroes are
α̃12, . . . , α̃1n1 where α̃1 j belong to the sphere [α1 j] = [a1]. This fact can be seen directly
using formula (6.16). Thus a1 is a zero of multiplicity n1. Let us now consider r ≥ 2 and

?nr

∏
j=1

(Bαr j(p)) = Bαr1(p)? · · ·?Bαrnr (p), (6.53)

and set

Br−1(p) :=
?(r−1)

∏
i≥1

?ni

∏
j=1

(Bαi j(p)).

Then
Br−1(p)?Bαr1(p) = Br−1(p)Bαr1(Br−1(p)−1 pBr−1(p))

has a zero at ar if and only if Bαr1(Br−1(ar)
−1arBr−1(ar)) = 0, i.e. if and only if αr1 =

Br−1(ar)
−1arBr−1(ar). If nr = 1 then ar is a zero of multiplicity 1 while if nr ≥ 2, all

the other zeroes of the product (6.53) belongs to the sphere [ar] thus the zero ar has
multiplicity nr. This completes the proof. �

To prove the following important result which will be used in Chapter 10, we need to
define the notion of degree of a finite Blaschke product. Recalling that the Blaschke factor
B[a](p) at the sphere [a] can be seen as B[a](p) = Ba(p)?Ba(p), the degree of a Blaschke
product is defined to be the number of factors of the form Bq, q ∈H appearing in it.
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Proposition 6.3.10. Let B(p) be a Blaschke product as in (6.52). Then dim(H (B)) =
degB.

Proof. Let us rewrite B(p) as

B(p) =
r

∏
i=1

(Bci(p)?Bc̄i(p))mi
?s

∏
i=1

?ni

∏
j=1

(Bαi j(p)) =
?d

∏
j=1

Bβ j(p),

where d = degB. Let us first observe that in the case in which the factors Bβ j are such that
no three of the quaternions β j belong to the same sphere, then the statement follows from
the fact that H (Bβ j) is the span of (1− pβ̄ j)

−?. Moreover (1− pβ̄1)
−?, . . . ,(1− pβ̄d)

−?

are linearly independent in the Hardy space H2(B), see [19, Remark 3.1]. So we now
assume that d ≥ 3 and at least three among the β j’s belong the same sphere. We proceed
by induction. Assume that d = 3 and β1,β2,β3 belong to the same sphere. Since

KB(p,q) =
∞

∑
n=0

pn(1−B(p)B(q)∗)q̄n =
∞

∑
n=0

pn(1−Bβ1(p)Bβ1(q)
∗)q̄n

+Bβ1(p)?
∞

∑
n=0

pn(1−Bβ2(p)Bβ2(q)
∗)q̄n ?r Bβ1(q)

∗

+Bβ1(p)?Bβ2(p)?
∞

∑
n=0

pn(1−Bβ3(p)Bβ3(q)
∗)q̄n ?r Bβ1(q)

∗ ?r Bβ1(q)
∗

we have
H (Bβ1)+Bβ1 ?H (Bβ2)+Bβ1 ?Bβ2 ?H (Bβ3). (6.54)

Now note that H (Bβ1) is spanned by f1(p) = (1− pβ̄1)
−?, while Bβ1 ?H (Bβ2) is

spanned by f2(p) = Bβ1(p) ? (1− pβ̄2)
−? and, finally, Bβ1 ? Bβ2 ?H (Bβ3) is spanned

by f3(p) = Bβ1(p) ?Bβ2(p) ? (1− pβ̄3)
−?. By using the reproducing property of f1 we

have 〈 f1, f2〉= 0 and 〈 f1, f3〉= 0. Observe that

〈 f2, f3〉= 〈(1− pβ̄2)
−?,Bβ2(p)? (1− pβ̄3)

−?〉= 0

since the left multiplication by Bβ1(p) is an isometry in H2(B) and by the reproducing
property of (1− pβ̄2)

−?. So f1, f2, f3 are orthogonal in H2(B) and so they are linearly
independent. We conclude that the sum (6.54) is direct and has dimension 3. Now assume
that the assertion hold when d = n and there in B(p) are at least three Blaschke factors at
points on the same sphere. We show that the assertion holds for d = n+1. We generalize
the above discussion by considering

(H (Bβ1)+Bβ1 ?H (Bβ2)+ · · ·+Bβ1 ? · · ·?Bβn−1 ?H (Bβn)+ · · ·+
+Bβ1 ? · · ·?Bβn ?H (Bβn+1).

(6.55)

Let us denote, as before, by f1(p) = (1− pβ̄1)
−? a generator of H (Bβ1) and by f j(p) =

Bβ1 ? · · ·?Bβ j−1 ? (1− pβ̄ j)
−? a generator of Bβ1 ? · · ·?Bβ j−1 ?H (Bβ j), j = 1, . . . ,n+1.
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By the induction hypothesis, the sum of the first n terms is direct so we show that
[ f j, fn+1] = 0 for j = 1, . . . ,n. This follows, as before, from the fact that the multiplica-
tion by a Blaschke factor is an isometry and by the reproducing property. The statement
follows. �

6.4 The Wiener algebra
An important topic both in harmonic and complex analysis is the Wiener algebra that
we have discussed in the classical case in Chapter 1. Here we extend this notion to the
quaternionic case. As we shall see, the methods to prove the results are different from
those used in the complex case, due to the noncommutativity of the quaternions. Here
we will treat the case of the discrete Wiener algebra, while the continuous case has been
considered in the joint paper with David Kimsey [29] (which is also the source of this
section).

The set which will correspond to the Wiener algebra is introduced in the following defi-
nition.

Definition 6.4.1. Let WH be the set of functions of the form

f (p) = ∑
u∈Z

pu fu, (6.56)

where the fu, u ∈ Z, are quaternions such that

∑
u∈Z
| fu|< ∞.

It is important to note that the elements of WH are continuous functions on the unit sphere
∂B, and an element f ∈ WH is the sum of two slice hyperholomorphic functions: the
function ∑u≥0 pu fu which is slice hyperholomorphic in |p|< 1 and continuous in |p| ≤ 1,
and ∑u<0 pu fu which is slice hyperholomorphic in |p|> 1 and continuous in |p| ≥ 1.
We endow the set WH with the multiplication given by the convolution of the coefficients
(compare with 6.15 and Section 4.2)

( f ?g)(p) = ∑
u∈Z

pu(∑
k∈Z

fu−kgk). (6.57)

Also in this setting we have the formula (6.16)

( f ?g)(p) = f (p)g( f (p)−1 p f (p))

which holds for f (p) 6= 0 while for f (p) = 0 we have ( f ? g)(p) = 0. The proof of this
formula follows the lines of the proof of Proposition 4.2.1.

Proposition 6.4.2. The set WH endowed with the ?-multiplication is a real Banach alge-
bra. The ?-product is in particular jointly continuous in the two variables.
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Proof. The assertion follows from the chain of inequalities:

∑
u∈Z
|∑

k∈Z
fu−kgk| ≤ ∑

u∈Z
∑
k∈Z
| fu−k| · |gk|= (∑

u∈Z
| fu|)(∑

k∈Z
|gk|).

�

Definition 6.4.3. We will call WH the quaternionic Wiener algebra.

In contrast to the complex case (see Remark 1.3.2) the quaternionic Wiener algebra is not
closed under conjugation. To palliate this we define for f (p) = ∑u∈Z pu fu ∈W r×r

H :

f c(p) = ∑
u∈Z

pu f ∗u . (6.58)

Proposition 6.4.4. Let f ∈ W r×r
H . Then f ? f c has self-adjoint coefficients. When r = 1

we have f c ? f = f ? f c.

Proof. Let ( f ? f c)(p) = ∑u∈Z pugu. The claims follow from the formula

cu = ∑
k∈Z

fu−k f ∗u ,

(see also formula (6.18)) for the case n = 1. �

Let I,J ∈ S be any two orthogonal elements. Any quaternion p can be written as p =
z+wJ, where z,w complex numbers belonging to the complex plane CI = {x+ Iy : x,y ∈
R}. In this section, we will sometimes write C instead of CI, for short. Let f ∈ WH
and consider the restriction of f to the unit circle, by writing f (eIt) = a(eIt)+ b(eIt)J.
Applying the map χ defined in (4.1) to f (eIt) we have

χ( f (eIt)) =

(
a(eIt) b(eIt)

−b(eIt) a(eIt)

)
. (6.59)

The functions
a(eIt) = ∑

u∈Z
eIutau and b(eIt) = ∑

u∈Z
eIutbu (6.60)

belong to the classical Wiener algebra W = W 1×1 and so

χ( f (eIt)) ∈W 2×2. (6.61)

The map χ is not multiplicative with respect to the ?-product, in fact in general

χ(( f ?g)(eIt)) 6= χ(( f )(eIt))χ((g)(eIt)).

For this reason, we now introduce another map depending, as the map χ , on the choice
of the two orthogonal imaginary units I,J ∈ S. This map is denoted by ωI,J or ω , for
simplicity, and acts from the values of functions (belonging to a given set of functions) to
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the set of 2×2 matrices whose elements are complex-valued functions when restricted to
the complex plane C. The map ω is defined by

(ω( f ))(z) =
(

a(z) b(z)
−b(z̄) a(z̄)

)
, z ∈ B∩C. (6.62)

The map ω is multiplicative with respect to the ?-product, as we prove in the following
result.

Lemma 6.4.5. Let f ,g ∈WH. Then it is immediate that

(ω( f ?g))(z) = (ω( f ))(z)(ω(g))(z), z ∈ B∩C. (6.63)

Proof. Let f (p) = pna and g(p) = pmb for n,m ∈ Z and a,b ∈H. Then,

( f ?g)(p) = pn+mab,

and we have
(ω( f ))(z) = zn

χ(a), (ω(g))(z) = zm
χ(b)

and
(ω( f ?g))(z) = zn+m

χ(ab).

Thus we have

(ω( f ?g))(z) = zn+m
χ(ab) = zn+m

χ(a)χ(b) = (ω( f ))(z)(ω(g))(z).

In general, if f (p) = ∑n∈Z pnan ∈WH, then

(ω( f ))(z) = ∑
n∈Z

zn
χ(an) ∈W 2×2,

and if g(p) = ∑n∈Z pnbn ∈WH, then

((ω( f ))(z))((ω(g))(z)) =

(
∑
n∈Z

zn
χ(an)

)(
∑
n∈Z

zn
χ(bn)

)

= ∑
u∈Z

zu

(
∑

n+m=u
χ(an)χ(bm)

)

= ∑
u∈Z

zu
χ

(
∑

n+m=u
anbm

)
= (ω( f ?g))(z).

This concludes the proof. �

Remark 6.4.6. As we already observed in [29] the functions a(eIt), b(eIt) belong to W
and so ω( f )(z) belongs to W 2×2.



6.4. The Wiener algebra 139

Theorem 6.4.7. Let f ∈WH. The following are equivalent:

(1) f is invertible in WH;

(2) Let I be any fixed element in S, then (detω( f ))(z) 6= 0 for all z ∈ ∂B∩CI;

(3) The function f does not vanish on ∂B.

Proof. The fact that (1) =⇒ (2) follows from (6.63): in fact, if there exists g ∈WH such
that f ?g = 1 then

I2 = (ω( f )(eIt))(ω(g)(eIt))

and so ω( f )(eIt) is invertible for every t ∈ [0,2π).

Conversely, to show (2) =⇒ (1), we know from Remark 6.4.6 that ω( f )(z) ∈W 2×2. By
the classical matricial Wiener-Lévy theorem the condition detω( f )(eIt) 6= 0 for all t ∈
[0,2π) implies that ω( f ) is invertible in W 2×2. Let G ∈W 2×2 be such that ω( f )G = I2.
The matrix G can be computed using the formula for the inverse of a 2×2 and so G is of
the form

G(eIt) =

(
c(eIt) d(eIt)

−d(e−It) c(e−It)

)
,

where c(e−It) = a(e−It)/(detω( f ))(eIt) and d(e−It) = −b(eIt)/(detω( f ))(eIt) so that
they belong to W and we can write

c(eIt) = ∑
n∈Z

eIntcn and d(eIt) = ∑
n∈Z

eIntdn.

The function defined by
g(eIt) = ∑

n∈Z
eInt(cn +dnJ),

belongs to WH. Since ω( f )ω(g) = 1 on the unit circle, if f (p) = ∑n∈Z pn fn and g(p) =
∑n∈Z pngn, we have

χ

(
∑

n+m=u
fngm

)
=

{
0 if u 6= 0,
1 if u = 0.

Hence ( f ?g)(eIt) = 1 and so f ?g = 1 everywhere, since the latter is uniquely determined
by its values on the unit circle.

We now show the equivalence between (2) and (3). With the notation in (6.62) and some
computations, we have that for some fixed i ∈ S

(detω( f ))(z) = a(z)a(z̄)+b(z)b(z̄) = ∑
u∈Z

zu(∑
k∈Z

au−kak +bu−kbk),

where the functions a and b are defined by (6.60).
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Given f (p) = ∑u∈Z pu fu ∈WH we define the function f c(p) = ∑u∈Z pu fu by mimicking
the definition in the slice hyperholomorphic case (compare with Definition 6.1.24 and the
note below it). Obviously, the function f c(p) belongs to WH. Consider now the function

( f ? f c)(p) = ∑
u∈Z

pu(∑
k∈Z

fu−k fk).

An immediate computation shows that f ? f c has real coefficients, thus the zeros of its
restriction ( f ? f c)|C(z) to C has zeros which are real points and/or complex conju-
gate points. Since the representation formula, see Theorem 6.1.12, is valid for power
series, it follows that ( f ? f c)(p) has zero set consisting of real points and/or spheres.
By formula (6.16), we have that ( f ? f c)(p0) = 0 implies f (p0) = 0 or f (p0) 6= 0 and
f c( f (p0)

−1 p0 f (p0)) = 0 and the element f (p0)
−1 p0 f (p0) belongs to [p0]. We now claim

that the zeros of f c on [p0] are in one-to-one correspondence with the zeros of f on [p0].
To see this fact, let us write

f (x+ Iy) = ∑
u∈Z

(x+ Iy)u fu = ∑
u∈Z

(su(x,y)+ Itu(x,y)) fu = s(x,y)+ It(x,y)

where the functions su, tu are real valued, and

f c(x+ Iy) = ∑
u∈Z

(x+ Iy)u f̄u = ∑
u∈Z

(su(x,y)+ Itu(x,y)) f̄u = s(x,y)+ It(x,y).

If f vanishes at all points of [p0] then s(x0,y0) = t(x0,y0) = 0 and so also f c vanishes
at all points of [p0]. If p0 is the only zero of f belonging to [p0] then t(x0,y0) 6= 0. An
immediate computation shows that f c(x0+ Ĩy0) = 0 where Ĩ =−t(x0,y0)It(x0,y0)

−1. The
converse follows in an analogous way, since ( f c)c = f . We conclude that if f c has a zero
belonging to the sphere [p0] also f must have a zero belonging to the same sphere. Now
we observe that since fu = au +buJ and fu = au−buJ we have

( f ? f c)|C(z) = ∑
u∈Z

pu(∑
k∈Z

fu−k fk) = ∑
u∈Z

pu(∑
k∈Z

(au−k +bu−kJ)(āk−bkJ))

= ∑
u∈Z

pu{∑
k∈Z

(au−kāk +bu−kb̄k +(bu−kak−au−kbk)J)}

and so (detω( f ))(z) = ( f ? f c)|C(z).
If (2) holds then f cannot have zeros on ∂B otherwise, if f (p0) = 0 we have that f ? f c

vanishes on [p0] and in particular on [p0]∩C and so det(ω( f )) vanishes on ∂B∩C.
Conversely, if f does not vanish on ∂B neither f c vanishes there and so f ? f c does not
have zeros on ∂B and thus det(ω( f )) does not vanish on ∂B∩C. �

Remark 6.4.8. It is important to point out that condition (2) holds on a fixed plane while
condition (3) refers to the whole boundary of B.
Consider, for example, f (p) = p− j. Then f does not have any zero on the complex plane
Ci. However, det(ω( f ))(e±iπ) = 0.

Definition 6.4.9. We denote by WH,+ (resp. WH,−) the set of elements f (p)=∑n∈Z pn fn ∈
WH, for which fn = 0 for n < 0 (resp. for n > 0).
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Remark 6.4.10. It is immediate that WH,+ and WH,− are subalgebras of WH.
We now address the question of invertibility of an element in WH,+. Note that there are
functions invertible in WH, but not in WH,+. As an example, consider f (p) = p: it is
invertible in WH, but not in WH,+.
The characterization of functions invertible in WH,+ is the following.

Theorem 6.4.11. Let f ∈WH,+. The following are equivalent:

(1) The function f is invertible in WH,+;

(2) Let I be any fixed element in S, then (detω( f ))(z) 6= 0 for all z ∈ B∩CI;

(3) The function f does not vanish on B.

Proof. The proof follows the one of Theorem 6.4.7 so we only provide details for the
implication (2) =⇒ (1).
First of all, we note that ω( f ) ∈ W 2×2

+ . By the result for invertiblity of matrix-valued
functions in the Wiener algebra W 2×2

+ (see Chapter 1), the condition det(ω( f ))(z) 6= 0 for
z∈B∩C implies that ω( f ) is invertible in W 2×2

+ . Let G∈W 2×2
+ be such that ω( f )G= I2

on B∩C. As in the proof of Theorem 6.4.7 we get that

G(z) =
(

c(z) d(z)
−d(z̄) c(z)

)
,

where c(z)= a(z̄)det(ω( f ))(z) and d(z)=−b(z)det(ω( f ))(z). Thus, we may write c(z)=
∑

∞
n=0 zncn and d(z) = ∑

∞
n=0 zndn and if we set g(z) = ∑

∞
n=0 zn(cn + dnJ), then g ∈ WH,+.

The rest of the argument follows as in the proof of Theorem 6.4.7. �

Definition 6.4.12. We say that f ∈WH is strictly positive if

ω( f )(eIt)> 0, t ∈ [0,2π).

The previous definition depends on I ∈ S. We now give an intrinsic characterization of
strictly positive elements of WH .

Theorem 6.4.13. f ∈WH is strictly positive if and only if it can be written as f = f+ ? f c
+,

where f+ is an invertible element of WH,+.

Proof. By the classical Wiener-Hopf theory, there is an element A ∈W 2×2
+ , unique up to

a right multiplicative unitary constant, such that A−1 ∈W 2×2
+ and

ω( f )(eIt) = A(eIt)A(eIt)∗.

Let us set

J1 =

(
0 1
−1 0

)
. (6.64)

We have (
0 1
−1 0

)(
a(e−It) b(e−It)
−b(eIt) a(eIt)

)(
0 −1
1 0

)
=

(
a(eIt) b(eIt)

−b(e−It) a(e−It)

)
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from which it follows
J1ω( f )(e−It)J∗1 = ω( f )(eIt).

The function
B(eIt) = J1A(e−It)J∗1

is an invertible element of W 2×2
+ . Thus, for a unitary constant U we can write

A(eIt) = J1A(e−It)J∗1U. (6.65)

Moreover, A(1) is invertible since A(eIt) is invertible in W 2×2
+ . By replacing A(z) by

A(z)A(1)∗(A(1)A(1)∗)−1/2 we can always choose A(1) > 0, in other words, we can as-
sume that A(1) is a positive definite matrix. This forces U = I2. In fact, let A(1) =(

a c
c d

)
. Then

A(1) = J1A(1)J∗1
and (6.65) leads to U = I2. By setting A(z) = ∑

∞
n=0 znAn we have

An = J1AnJ∗1 ,

and so
A(eIt) = ω(a+)(eIt)

where a+(p) = ∑
∞
n=0 pnan and χ(an) = An. �

6.5 The Hardy space of the open half-space

Let Cr be the complex open right half plane. The function
1

2π(z+w)
is positive in Cr,

and its associated reproducing kernel Hilbert space is the Hardy space H2(Cr). The coun-
terpart of Cr is the open right half-space of the quaternions with real positive part which
will be denoted by H+. In order to define the Hardy space in this framework, we set
Π+,I =H+∩CI and define (see the paper [32] with Izchak Lewkowicz)

H2(Π+,I) = { f ∈R(H+) :
∫ +∞

−∞

| fI(Iy)|2dy < ∞},

where f (Iy) denotes the nontangential value of f at Iy. These values exist almost every-
where, in fact by the splitting lemma, any f ∈ H2(Π+,I) restricted to a complex plane CI
can be written as fI(x+ Iy) = F(x+ Iy)+G(x+ Iy)J where J is any element in S orthogo-
nal to I, and F,G are CI-valued holomorphic functions. Since the nontangential values of
F and G exist almost everywhere at Iy, also the nontangential value of f exists at Iy a. e.
on Π+,I and fI(Iy) = F(Iy)+G(Iy)J almost everywhere.
It is also possible to set

H2(Π+,I) = { f ∈R(H+) : sup
x>0

∫ +∞

−∞

| fI(x+ Iy)|2dy < ∞}.
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The formula
fI(x+ Iy) = F(x+ Iy)+G(x+ Iy)J

gives
| fI(x+ Iy)|2 = |F(x+ Iy)|2 + |G(x+ Iy)|2.

Thus we have

sup
x>0

∫ +∞

−∞

| fI(x+ Iy)|2dy = sup
x>0

∫ +∞

−∞

|F(x+ Iy)|2dy+ sup
x>0

∫ +∞

−∞

|G(x+ Iy)|2dy

=
∫ +∞

−∞

|F(Iy)|2dy+
∫ +∞

−∞

|G(Iy)|2dy

=
∫ +∞

−∞

| fI(Iy)|2dy.

(6.66)

We then equip the quaternionic right linear space H2(Π+,I) with the scalar product

〈 f ,g〉H2(Π+,I)
=
∫ +∞

−∞

gI(Iy) fI(Iy)dy,

where fI(Iy), gI(Iy) denote the nontangential values of f ,g at Iy on Π+,I. This scalar
product gives the norm

‖ f‖H2(Π+,I)
=

(∫ +∞

−∞

| fI(Iy)|2dy
) 1

2
,

which is finite, by our assumptions.

Proposition 6.5.1. Let f be slice hyperholomorphic in H+ and let f ∈H2(Π+,I) for some
I ∈ S. Then for all J ∈ S the following inequalities hold

1
2
‖ f‖H2(Π+,I)

≤ ‖ f‖H2(Π+,J)
≤ 2‖ f‖H2(Π+,I)

.

Proof. The Representation formula implies the inequality

| f (x+ Jy)| ≤ | f (x+ Iy)|+ | f (x− Iy)|,

which yields
| f (x+ Jy)|2 ≤ 2(| f (x+ Iy)|2 + | f (x− Iy)|2). (6.67)

Using also (6.66) and (6.67) we deduce

‖ f‖2
H2(Π+,J)

=
∫ +∞

−∞

| fJ(Jy)|2dy = sup
x>0

∫ +∞

−∞

| fJ(x+ Jy)|2dy

≤ sup
x>0

∫ +∞

−∞

2(| fI(x+ Iy)|2 + fI(x− Iy)|2)dy

= 4
∫ +∞

−∞

| fI(Iy)|2dy
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and so ‖ f‖2
H2(Π+,J)

≤ 4‖ f‖2
H2(Π+,I)

. By changing the role of J and I we obtain the reverse
inequality and the statement follows. �

An immediate consequence is:

Corollary 6.5.2. A function f ∈ H2(Π+,I) for some I ∈ S if and only if f ∈ H2(Π+,J) for
all J ∈ S.

We now introduce the Hardy space of the half space H+:

Definition 6.5.3. We define H2(H+) as the space of functions f ∈R(H+) such that

sup
I∈S

∫ +∞

−∞

| f (Iy)|2dy < ∞. (6.68)

We have:

Proposition 6.5.4. The function

k(p,q) = (p̄+ q̄)(|p|2 +2Re(p)q̄+ q̄2)−1 (6.69)

is slice hyperholomorphic in p and q̄ on the left and on the right, respectively in its
domain of definition, i.e. for p 6∈ [−q]. The restriction of 1

2π
k(p,q) to CI×CI coincides

with kΠ+(z,w). Moreover we have the equality:

k(p,q) = (|q|2 +2Re(q)p+ p2)−1(p+q). (6.70)

Proof. By taking z on the same complex plane as q, we can obtain k(p,q) as the left slice
hyperholomorphic extension in z of kq(z) = k(z,q). The function we obtain turns out to
be also right slice hyperholomorphic in q̄. The second equality follows by taking the right
slice hyperholomorphic extension in q̄ and observing that it is left slice hyperholomorphic
in p. �

Proposition 6.5.5. The kernel 1
2π

k(p,q) is reproducing, i.e. for any f ∈ H2(H+) and
I ∈ S,

f (p) =
∫

∞

−∞

1
2π

k(p, Iy) f (Iy)dy.

Proof. Let q = u+ Iqv and let p = u+ Iv ∈ [q]∩CI. Then

f (p) =
∫

∞

−∞

1
2π

k(p, Iy) f (Iy)dy, f (p̄) =
∫

∞

−∞

1
2π

k(p̄, Iy) f (Iy)dy.

The extension formula applied to kIy(p) = k(p, Iy) proves the statement. �

The following result is a property which will be used in the sequel:

Proposition 6.5.6. The kernel k(p,q) satisfies

pk(p,q)+ k(p,q)q = 1.
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Proof. From the expression (6.69), and since q commutes with (|p|2 +2Re(p)q̄+ q̄2)−1,
we have

p(p̄+ q̄)(|p|2 +2Re(p)q̄+ q̄2)−1 +(p̄+ q̄)(|p|2 +2Re(p)q̄+ q̄2)−1q

= (|p|2 + pq̄+ p̄q̄+ q̄2)(|p|2 +2Re(p)q̄+ q̄2)−1 = 1.

�

We conclude with another representation of the reproducing kernel of the Hardy space
H2(Π+,I), and take the opportunity to define the quaternionic fractional Hardy space. For
ν >−1 we have for x,y ∈ (0,∞)∫

∞

0
e−(x+y)ttν dt =

Γ(ν +1)
(x+ y)ν+1 . (6.71)

The function
Kν(p,q) =

∫
∞

0
e−pttν e−qtdt (6.72)

is the slice hyperholomorphic extension of (6.71) in p and q to H2(Π+,I)×H2(Π+,I). We
note that

χ(e−pt) = e−χ(p)t

and so the integral (6.72) does converge for p,q ∈H+. By uniqueness of the slice hyper-
holomorphic extension, and setting ν = 0 we have∫

∞

0
e−pte−qtdt = (|q|2 +2Re(q)p+ p2)−1(p+q).

When ν 6= 0, and following the complex case, the reproducing kernel Hilbert space asso-
ciated to the function Kν(p,q) will be called the fractional Hardy space. This space plays
a key role in harmonic analysis, see [164], and in the theory of self-similar systems, see
[237].

6.6 Blaschke products (half-space case)
In this section, which is based on the paper [32] with Izchak Lewkowicz, we study the
Blaschke factors in the half space H+. We begin by giving the definition:

Definition 6.6.1. For a ∈H+ set

ba(p) = (p+ ā)−? ? (p−a).

The function ba(p), which is defined outside the sphere [−a], is called Blaschke factor at
a in the half space H+.

Remark 6.6.2. By definition, a Blaschke factor ba is obviously slice hyperholomorphic.
It has a zero at p = a ∈ R+ and a sphere of poles at [−a]. The sphere reduces to the point
p =−a when a ∈ R.
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The following result characterizes the convergence of a Blaschke product.

Theorem 6.6.3. Let {a j} ⊂ H+, j = 1,2, . . . be a sequence of quaternions such that
∑ j≥1 Re(a j)< ∞. Then the function

B(p) := Π
?
j≥1(p+ ā j)

−? ? (p−a j), (6.73)

converges uniformly on the compact subsets of H+ and it is slice hyperholomorphic.

Proof. We follow the proof of the corresponding result in the complex case, in fact the re-
sult follows from inequalities involving moduli. Reasoning as in Remark 6.3.2, we rewrite
ba(p) in terms of the pointwise multiplication as

(p+ ā j)
−? ? (p−a j) = (p̃+ ā j)

−1(p̃−a j) (6.74)

where p̃ = λ c(p)−1 pλ c(p) and λ c(p) = p+ a j (note that λ c(p) 6= 0 for p 6∈ [−a j]) and
so

(p+ ā j)
−? ? (p−a j) = (p̃+ ā j)

−1(p̃−a j) = 1−2Re(a j)(p̃+ ā j)
−1. (6.75)

By taking the modulus of the right hand side of (6.73), using (6.75), and reasoning as
in the complex case, we conclude that the Blaschke product converges if and only if
∑

∞
j=1 Re(a j)< ∞. The function defined by (6.73) is slice hyperholomorphic since it is the

uniform limit of the sequence of slice hyperholomorphic functions

p 7→ Π
?N
j=1(p+ ā j)

−? ? (p−a j).

�

Recalling that the zeros of a slice hyperholomorphic function are either isolated points
or spheres, as in the case of the unit ball, we have we have also the Blaschke factors
associated to spheres. A product of the form

ba(p)?bā(p) = ((p+ ā)−? ? (p−a))? ((p+a)−? ? (p− ā))

can be rewritten as

ba(p)?bā(p) = (p2 +2Re(a)p+ |a|2)−1(p2−2Re(a)p+ |a|2),

and it has the sphere [a] as set of zeros. Thus, it is convenient to introduce the following:

Definition 6.6.4. For a ∈H+ set

b[a](p) = (p2 +2Re(a)p+ |a|2)−1(p2−2Re(a)p+ |a|2).

The function ba(p), which is defined for p 6∈ [−a] is called Blaschke factor at the sphere
[a] in the half space H+.

Note that the definition is well posed since it does not depend on the choice of the point
a inside the sphere of zeros. Theorem 6.6.3 yields:
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Corollary 6.6.5. Let {c j} ⊂ H+, j = 1,2, . . . be a sequence of quaternions such that
∑ j≥1 Re(c j)< ∞. Then the function

B(p) := Π j≥1(p2 +2Re(c j)p+ |c j|2)−1(p2−2Re(c j)p+ |c j|2), (6.76)

converges uniformly on the compact subsets of H+.

Proof. It is sufficient to write B(p) = ∏ j≥1 b[c j ](p) = ∏ j≥1 bc j(p)?bc̄ j(p) and to observe
that 2∑ j≥1 Re(c j)< ∞ by hypothesis. �

We have:

Theorem 6.6.6. A Blaschke product having zeros at the set

Z = {(a1,µ1),(a2,µ2), . . . ,([c1],ν1),([c2],ν2), . . .}

where a j ∈H+, a j have respective multiplicities µ j ≥ 1, [ai] 6= [a j] if i 6= j, ci ∈H+, the
spheres [c j] have respective multiplicities ν j ≥ 1, j = 1,2, . . ., [ci] 6= [c j] if i 6= j and

∑
i, j≥1

(
µ j(1−|a j|)+2νi(1−|ci|)

)
< ∞

is given by

∏
i≥1

(b[ci](p))νi
?

∏
j≥1

?µ j

∏
k=1

(ba jk(p))?µ j , (6.77)

where a11 = a1 and a jk ∈ [a j] are suitably chosen elements, k = 1,2,3, . . . ,µ j.

Proof. The fact that the Blaschke product (6.77) converges and defines a slice hyperholo-
morphic function is guaranteed by Theorem 6.6.3 and its Corollary 6.6.5. Then observe
that the product

?µ1

∏
i=1

(Bai1(p)) = Ba11(p)?Ba12(p)? . . . ?Ba1µ1
(p) (6.78)

admits a zero at the point a11 = a1 and it is a zero of multiplicity 1 if n1 = 1; if n1 ≥ 2, the
other zeros are ã12, . . . , ã1n1 where ã1 j belongs to the sphere [a1 j] = [a1]. Thus ã12, . . . , ã1n1
all coincide with a1 (otherwise if there was another zero in [a1] different from a1, the
wholw sphere [a1] consists of zeros) which is the only zero of the product (6.78) and it
has multiplicity µ1. Let now r ≥ 2 and let us consider

?µr

∏
j=1

(Bar j(p)) = Bar1(p)? . . . ?Barnr (p), (6.79)

and set

Br−1(p) :=
?(r−1)

∏
i≥1

?µ j

∏
k=1

(Ba jk(p)).
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Then we have:

Br−1(p)?Bar1(p) = Br−1(p)Bar1(Br−1(p)−1 pBr−1(p))

has a zero at ar if and only if Bar1(Br−1(ar)
−1arBr−1(ar)) = 0, i.e. if and only if ar1 =

Br−1(ar)
−1arBr−1(ar). If nr = 1 then ar is a zero of multiplicity 1 while if µr ≥ 2, all the

other zeros of the product (6.79) belong to the sphere [ar] thus the zero ar has multiplicity
µr. �

We now prove that the operator of multiplication by a Blaschke factor is an isometry. To
this end we need the following preliminary result:

Lemma 6.6.7. Let f ∈ H2(H+). Then ‖ f‖H2(H+)
= ‖ f c‖H2(H+)

.

Proof. By definition we have

‖ f‖2
H2(Π+,I)

=
∫ +∞

−∞

| fI(Iy)|2dy =
∫ +∞

−∞

(|F(Iy)|2 + |G(Iy)|2)dy

and

‖ f c‖2
H2(Π+,I)

=
∫ +∞

−∞

| f c
I (Iy)|2dy =

∫ +∞

−∞

(|F(−Iy)|2 + |G(Iy)|2)dy

=
∫ +∞

−∞

(|F(−Iy)|2 + |G(Iy)|2)dy.

So we deduce that ‖ f‖2
H2(Π+,I)

= ‖ f c‖2
H2(Π+,I)

and the statement follows by taking the
supremum for I ∈ S. �

Theorem 6.6.8. Let ba be a Blaschke factor. The operator

Mba : f 7→ ba ? f

is an isometry from H2(H+) into itself.

Proof. Recall that, by (6.74), we can write ba(p)= (p̃+ ā)−?(p̃−a) for p̃= λ c(p)−1 pλ (p).
Let us set p̃ = Iy where I ∈ S. We have

|ba(Iy)|= |(Iy+ ā)−1(Iy−a)|= |− (Iy+ ā)−1(Iy+ ā)|= 1

and, with similar computations, |bc
a(Iy)| = 1. By the property (2) of the conjugate of

a function (see Definition 6.1.24). we have ( f ? g)c = gc ? f c. So, in order to compute
‖ba ? f‖H2(H+)

, where f ∈ H2(H+), we compute instead ‖(ba ? f )c‖2
H2(H+)

. Note that
( f c ?bc

a)(x+ Iy) = 0 where f c(x+ Iy) = 0, i.e. on a set of isolated points on Π+,I while, if
q = f c(x+ Iy) 6= 0, ( f c ?bc

a)(x+ Iy) = f c(x+ Iy)bc
a(q
−1(x+ Iy)q), see [144, Proposition
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4.3.22], where q−1(x+ Iy)q = x+ I′y. Thus we have ( f c ?bc
a)(Iy) = f c(Iy)bc

a(I
′y) almost

everywhere and

‖ba ? f‖2
H2(H+)

= ‖(ba ? f )c‖2
H2(H+)

= sup
I∈S

∫ +∞

−∞

|( f c ?bc
a)(Iy)|2dy

= sup
I∈S

∫ +∞

−∞

| f c(Iy)bc
a(I
′y)|2dy

= sup
I∈S

∫ +∞

−∞

| f c(Iy)|2|bc
a(I
′y)|2dy

= sup
I∈S

∫ +∞

−∞

| f c(Iy)|2dy

= ‖ f c‖2
H2(H+)

.

By the previous lemma, we have ‖ f c‖2
H2(H+)

= ‖ f‖2
H2(H+)

and this concludes the proof.
�
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Chapter 7

Operator-valued slice
hyperholomorphic functions

In this chapter we introduce slice hyperholomorphic functions with values in a quater-
nionic Banach space. As in the complex case, there are two equivalent notions, namely
weak and strong slice hyperholomorphicity. In order to properly define a multiplication
between slice hyperholomorphic functions, we give a third characterization in terms of
the Cauchy-Riemann system. Functions with values in a quaternionic Banach space can
also be obtained by using the so-called S-functional calculus. This calculus is associated
with the notions of S-spectrum and S-resolved which are introduced and studied. We also
present some hyperholomorphic extension results and, finally, we study the Hilbert space
valued quaternionic Hardy space of the ball and backward-shift invariant subspaces.

7.1 Definition and main properties

In the sequel, we denote by X a left quaternionic Banach space and by X ∗ its dual,
i.e. the set of bounded, left linear maps from X to H. We introduce and study the class
R(Ω,X ) of functions defined on an open set Ω ⊆ H with values in X which are slice
hyperholomorphic. In order to get a linear structure also on R(Ω,X ) we also assume
that X is two sided quaternionic vector space, so that the function space R(Ω,X ) turns
out to be a right vector space over H.
The definition below is based on the notion of slice derivative, see Definition 6.1.2. It
appeared originally in [32].

Definition 7.1.1. Let X be a two sided quaternionic Banach space and let X ∗ be its
dual. Let Ω be an open set in H.
A function f : Ω→X is said to be weakly slice hyperholomorphic in Ω if Λ f admits
slice derivative in Ω for every Λ ∈X ∗.



152 Chapter 7. Slice hyperholomorphic operator-valued functions

A function f : Ω→X is said to be strongly slice hyperholomorphic in Ω if

lim
p→p0,p∈CI

(p− p0)
−1( fI(p)− fI(p0)) (7.1)

exists in the topology of X in case p0 ∈Ω is nonreal and p0 ∈ CI and if

lim
p→p0,p∈CI

(p− p0)
−1( fI(p)− fI(p0)) (7.2)

exists in the topology of X for every I ∈ S, equal to the same value, in case p0 ∈ Ω is
real.

The following lemma can be proved with the same arguments used for its analog in the
complex case (see e.g. [247], p. 189).

Lemma 7.1.2. Let X be a two sided quaternionic Banach space. Then a sequence {vn}
is Cauchy if and only if {Λvn} is Cauchy uniformly for Λ ∈X ∗, ‖Λ‖ ≤ 1.

Theorem 7.1.3. A function on Ω ⊆ H is weakly slice hyperholomorphic if and only if it
is strongly slice hyperholomorphic.

Proof. Since any Λ ∈X ∗ is continuous, every strongly slice hyperholomorphic function
is weakly slice hyperholomorphic.
To show the converse, let f be a weakly slice hyperholomorphic function on p0 ∈ Ω.
Assume that p0 ∈CI. Then, for any Λ ∈X ∗ and any I ∈ S, we can choose J ∈ S such that
J is orthogonal to I, and write

(Λ f )I(p) = (Λ f )I(x+ Iy) = FΛ(x+ Iy)+GΛ(x+ Iy)J

where FΛ,GΛ :CI→CI. The limit limp→p0, p∈CI(p− p0)
−1((Λ f )I(p)−(Λ f )I(p0)) exists,

and so the limits

lim
p→p0, p∈CI

(p− p0)
−1(FΛ(p)−FΛ(p0)) lim

p→p0, p∈CI
(p− p0)

−1(GΛ(p)−GΛ(p0))

exist. We deduce that the functions FΛ and GΛ are holomorphic on Ω∩CI and so they
admit a Cauchy formula on the plane CI, computed on a circle γ , contained in CI, whose
interior contains p0 and is contained in Ω. Note that if p0 is real we can pick any complex
plane CI while if p0 ∈ H \R then CI is uniquely determined. For any increment h in CI
we compute

Λ(h−1( fI(p0 +h)− fI(p0))−∂sΛ( fIx(p0)) =

=
1

2π

∫
γ

[
h−1

(
1

p− (p0 +h)
− 1

p− p0

)
− 1

(p− p0)2

]
d pIΛ( fI(p)),

where d pI = (dx+ Idy)/I. Since Λ( fI(p)) is continuous on γ which is compact, we have
that |Λ( fI(p))| ≤CΛ for all p ∈ γ . The maps f (p) : X ∗→ H are pointwise bounded at
each Λ, thus supp∈γ ‖ fI(p)‖ ≤C by the uniform boundedness theorem. Thus∣∣Λ(h−1( fI(p0 +h)− fI(p0))−∂sΛ( fI(p0))

∣∣≤
≤ C

2π
‖Λ‖

∫
γ

∣∣∣∣( 1
p− (p0 +h)

− 1
p− p0

)
− 1

(p− p0)2

∣∣∣∣d pI,
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so h−1( fI(p0 + h)− fI(p0)) is uniformly Cauchy for ‖Λ‖ ≤ 1 and by Lemma 7.1.2 it
converges in X . Thus f admits slice derivative at every p0 ∈Ω and so it is strongly slice
hyperholomorphic in Ω. �

We can also extend the notion of slice hypermeromorphic function to the case of X -
valued functions:

Definition 7.1.4. Let X be a two-sided quaternionic Banach space.. We say that a func-
tion f : Ω→X is (weakly) slice hypermeromorphic if for any Λ ∈X ∗ the function
Λ f : Ω→H is slice hypermeromorphic in Ω.

Note that the previous definition means, in particular, that f : Ω′→X is slice hyperholo-
morphic, and the points belonging to Ω \Ω′ are the poles of f and Ω \Ω′ has no point
limit in Ω.
We now show that weakly slice hyperholomorphic (and so slice hyperholomorphic func-
tions) functions are those functions whose restrictions to any complex plane CI are in the
kernel of the Cauchy-Riemann operator ∂x + I∂y.

Proposition 7.1.5. Let X be a two sided quaternionic Banach space.
A real differentiable function f : Ω ⊆ H→X is weakly slice hyperholomorphic if and
only if (∂x + I∂y) fI(x+ Iy) = 0 for all I ∈ S.

Proof. Assume that f is weakly slice hyperholomorphic. Then, for every nonreal p0 ∈Ω,
p0 ∈ CI, where I = Imp0/|Imp0|, we can compute the limit (7.1) for the function Λ fI
by taking p = p0 + h with h ∈ R and for p = p0 + Ih with h ∈ R. We obtain, respec-
tively, ∂x fIΛ(p0) and−I∂yΛ fI(p0) which coincide. Consequently, (∂x+I∂y)Λ fI =Λ(∂x+
I∂y) fI = 0 for any Λ ∈X ∗ and the statement follows by the Hahn-Banach theorem. If p0
is real, then the statement follows by an analogous argument where now I varies in S. Con-
versely, if fI satisfies the Cauchy-Riemann on Ω∩CI then Λ((∂x + I∂y) fI(x+ Iy)) = 0 for
all Λ∈X ∗ and all I∈ S. Since Λ is linear and continuous we can write (∂x+ I∂y)Λ fI(x+
Iy) = 0 and thus the function Λ fI(x+ Iy) is in the kernel of ∂x + I∂y for all Λ ∈X ∗ or,
equivalently by Proposition 6.1.3, it admits slice derivative. Thus at every p0 ∈Ω∩CI we
have

lim
p→p0,p∈CI

(p− p0)
−1(Λ fI(p)−Λ fI(p0)) = lim

p→p0,p∈CI
Λ((p− p0)

−1( fI(p)− fI(p0))),

for all Λ ∈X ∗. So f is weakly slice hyperholomorphic. �

Since the class of weakly and strongly slice hyperholomorphic functions coincide, from
now on we will refer to them simply as slice hyperholomorphic functions.
The following result follows with trivial computations:

Proposition 7.1.6. Let X be a two sided quaternionic Banach space. The set of slice hy-
perholomorphic functions defined on Ω⊆H and with values in X is a right quaternionic
vector space denoted by R(Ω,X ).
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Proposition 7.1.7 (Identity principle). Let X be a two sided quaternionic Banach space,
Ω be an s-domain and let f ,g : Ω⊆H→X be two slice hyperholomorphic functions. If
f = g on a set Z ⊆ Ω∩CI having an accumulation point, for some I ∈ S, then f = g on
Ω.

Proof. The assumption f = g on Z implies Λ f = Λg on Z for every Λ ∈X ∗ so the slice
hyperholomorphic function Λ( f − g) is identically zero not only on Z but also on Ω,
by the identity principle for quaternionic valued slice hyperholomorphic functions. The
Hahn-Banach theorem yields f −g = 0 on Ω. �

The Cauchy formula is valid for slice hyperholomorphic functions with values in a quater-
nionic Banach space:

Theorem 7.1.8 (Cauchy formulas). Let X be a two sided quaternionic Banach space
and let W be an open set in H. Let Ω ⊂W be an axially symmetric s-domain, and let
∂ (Ω∩CI) be the union of a finite number of rectifiable Jordan curves for every I ∈ S. Set
dsI = ds/I. If f : W →X is a left slice hyperholomorphic function, then, for p ∈ Ω, we
have

f (p) =
1

2π

∫
∂ (Ω∩CI)

S−1
L (s, p)dsI f (s), (7.3)

if f : W →X is a right slice hyperholomorphic, then, for p ∈Ω, we have

f (p) =
1

2π

∫
∂ (Ω∩CI)

f (s)dsIS−1
R (s, p), (7.4)

and the integrals (7.3), (7.4) do not depend on the choice of the imaginary unit I ∈ S nor
on Ω⊂W.

Proof. Since weakly slice hyperholomorphic functions are strongly slice hyperholomor-
phic functions, they are also continuous functions, so the validity of the formulas (7.3),
(7.4) follows as in point (b) p. 80 [253]. �

Slice hyperholomorphic functions on Ω with values in X can be defined in another way.
Consider the set of functions of the form f (p) = f (x+ Iy) = α(x,y) + Iβ (x,y) where
α,β : Ω→X depend only on x,y, are real differentiable, satisfy the Cauchy-Riemann
equations ∂xα − ∂yβ = 0, ∂yα + ∂xβ = 0 and, in order to have well posedness of the
function f , we assume α(x,−y) = α(x,y), β (x,−y) = −β (x,y). Observe that if p = x
is a real quaternion, then I is not uniquely defined but the hypothesis that β is odd in
the variable y implies β (x,0) = 0. We will denote the class of function of this form by
O(Ω,X ).

Theorem 7.1.9. Let Ω be an axially symmetric s-domain in H, and let X be a two sided
quaternionic Banach space. Then R(Ω,X ) = O(Ω,X ).

Proof. The inclusion O(Ω,X ) ⊆R(Ω,X ) is clear: any function f ∈ O(Ω,X ) is real
differentiable and such that fI satisfies (∂x + I∂y) fI = 0 (note that this implication does
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not need any hypothesis on the open set Ω). Conversely, assume that f ∈R(Ω,X ). Let
us show that

f (x+ Iy) =
1
2
(1− I J) f (x+ Jy)+

1
2
(1+ I J) f (x− Jy).

If we consider real quaternions, i.e. y = 0 the formula holds. For nonreal quaternions, set

φ(x+ Iy) =
1
2
(1− I J) f (x+ Jy)+

1
2
(1+ I J) f (x− Jy).

Then, using the fact that f is slice hyperholomorphic, it is immediate that (∂x+ I∂y)φ(x+
Iy) = 0 and so φ is slice hyperholomorphic. Since φ = f on Ω∩CI then it coincides with
f on Ω by the Identity principle. By writing

f (x+ Iy) =
1
2
[( f (x+ Jy)+ f (x− Jy)+ I J( f (x− Jy)− f (x+ Jy))]

and setting α(x,y) = 1
2 ( f (x+ Jy)+ f (x− Jy)), β (x,y) = 1

2 J( f (x− Jy)− f (x+ Jy)) we
have that f (x+ Iy) = α(x,y)+ Iβ (x,y). Reasoning as in Corollary 6.1.13 we can prove
that α , β do not depend on I. It is then an easy computation to verify that α , β satisfy the
above assumptions. �

Using this other description of X -valued slice hyperholomorphic functions, we can now
define a notion of product which is inner in the set of slice hyperholomorphic functions
on Ω. To this purpose, we need an additional structure on the two sided quaternionic
Banach space X . Suppose that in X is defined a multiplication which is associative,
distributive with respect to the sum in X . Moreover, suppose that q(x1x2) = (qx1)x2 and
(x1x2)q = x1(x2q) for all q∈H and for all x1,x2 ∈X . Then we say that X is a two sided
quaternionic Banach algebra. We say that the algebra X is with unity if X has a unity
with respect to the product.

Definition 7.1.10. Let Ω⊆H be an axially symmetric s-domain and let f ,g : Ω→X be
slice hyperholomorphic functions with values in a two sided quaternionic Banach algebra
X . Let f (x+ Iy) = α(x,y)+ Iβ (x,y), g(x+ Iy) = γ(x,y)+ Iδ (x,y). Then we define

( f ?g)(x+ Iy) := (αγ−βδ )(x,y)+ I(αδ +βγ)(x,y). (7.5)

It can be easily verified that, by its construction, the function f ?g is slice hyperholomor-
phic.
Remark 7.1.11. Let us consider the case in which Ω is a ball with center at a real point
(let us assume at the origin for simplicity). Then it is immediate to verify, using standard
techniques, that f ∈ R(Ω,X ) if and only if it admits power series expansion f (p) =
∑

∞
n=0 pn fn, fn ∈X converging in Ω.

Remark 7.1.12. If Ω is a ball with center at the origin and if f , g admit power series
expansion of the form f (p) = ∑

∞
n=0 pn fn, g(p) = ∑

∞
n=0 pn fn, fn,gn ∈X for all n, then

( f ?g)(p) :=
∞

∑
n=0

pn(
n

∑
r=0

frgn−r).
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Remark 7.1.13. Note that for Y = (yu,v)
N
u,v=1 and Z = (zu,v)

N
u,v=1 we define Y ?Z to be the

N×N matrix whose (u,v) entry is given by ∑
N
t=1 yu,t ? zt,v.

In case we consider right slice hyperholomorphic functions, the class OR(Ω,X ) consists
of functions of the form f (x+ Iy) = α(x,y)+β (x,y)I where α,β satisfy the assumptions
discussed above. The right slice product, denoted by ?r, is defined below.

Definition 7.1.14. Let Ω⊆H be an axially symmetric s-domain and let f ,g : Ω→X be
right slice hyperholomorphic functions with values in a two sided quaternionic Banach
algebra X . Let f (x+ Iy) = α(x,y)+β (x,y)I, g(x+ Iy) = γ(x,y)+δ (x,y)I. We define

( f ?r g)(x+ Iy) := (αγ−βδ )(x,y)+(αδ +βγ)(x,y)I. (7.6)

Lemma 6.1.23 can be generalized to this setting and in fact, using (7.5) and (7.6), it is
immediate to verify with direct computations the validity of the following formula:

( f ?g)∗ = g∗ ?r f ∗. (7.7)

7.2 S-spectrum and S-resolvent operator
In Chapter 4 we discussed the left and the right eigenvalue problem for matrices and we
showed that the former is associated to a right linear quaternionic operator, while the latter
is not, since the right multiplication with a quaternion is clearly not a right linear operator.
The right linear operator associated with a right eigenvalue problem for a matrix A is then
A2−2Re(p)A+ |p|2In and the quaternions p for which this matrix is not invertible is the
so-called S-spectrum. This notion can be generalized to any quaternionic, bounded linear
operator as follows.
In the sequel, unless otherwise specified, V is either a right quaternionic Banach space or
a right quaternionic Hilbert space. The symbol B(V ) denotes the set of bounded, quater-
nionic, right linear maps T : V → V . When we will need a linear structure on B(V ), we
will assume that V is a two-sided linear space.

Definition 7.2.1. Let T ∈ B(V ). We define the S-spectrum σS(T ) of T as:

σS(T ) = {s ∈H : T 2−2Re(s)T + |s|2I is not invertible in B(V )}

where I denotes the identity operator. Its complement

ρS(T ) =H\σS(T )

is called the S-resolvent set.

More in general, let T be a linear operator from its domain D(T )⊆ V to V and let us set

Qs(T ) := T 2−2Re(s)T + |s|2I.

Then Qs(T ) : D(T 2)→ V .
The definition of S-spectrum can be made more precise by dividing it into three subsets,
as described below. This definition appeared originally in [193].
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Definition 7.2.2. Let V be as above and let T : D(T ) −→ V be a linear operator. The
S-resolvent set of T is the set ρS(T )⊂H of the quaternions s such that the three following
conditions hold:

(1) Ker(Qs(T )) = {0};

(2) Qs(T )−1 : ran(Qs(T ))−→D(T 2) is bounded;

(3) ran(Qs(T )) is dense in V .

The S-spectrum σS(T ) of T is defined by setting σS(T ) :=H\ρS(T ). It decomposes into
three disjoint subsets as follows:

(1) the point S-spectrum of T :

σpS(T ) := {s ∈H : Ker(Qs(T )) 6= {0}};

(2) the continuous S-spectrum of T :

σcS(T ) :=
{

s ∈H : Ker(Qs(T )) = {0}, ran(Qs(T )) = V , Qs(T )−1 6∈ B(V )
}

;

(3) the residual S-spectrum of T :

σrS(T ) :=
{

s ∈H : Ker(Qs(T )) = {0}, ran(Qs(T )) 6= V
}
.

As in the classical case, we have the following result:

Theorem 7.2.3 (Compactness of S-spectrum). Let T ∈B(V ). Then the S-spectrum σS(T )
is a compact nonempty set.

Definition 7.2.4. The S-spectral radius of T rS(T ) ∈ R+∪{+∞} is defined as:

rS(T ) := sup
{
|s| ∈ R+

∣∣s ∈ σS(T )
}
.

To compute the spectral radius we first need the following preliminary results.

Lemma 7.2.5. Let n ∈ N and q, s ∈H. Let

P2n(q) := q2n−2Re(sn)qn + |sn|2.

Then

P2n(q) = Q2n−2(q)(q2−2Re(s)q+ |s|2) (7.8)
= (q2−2Re(s)q+ |s|2)Q2n−2(q),

where Q2n−2(q) is a polynomial of degree 2n−2 in q.
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Proof. First of all we observe that

P2n(s) = s2n−2Re(sn)sn + |sn|2 = s2n− (sn + sn)sn + snsn = 0.

If, in the coefficients of the polynomial P2n(p), we substitute s by any other element s′

on the same 2-sphere, we observe that the polynomial P2n(q) does not change, and so
P2n(s′) = 0. We conclude that the whole 2-sphere defined by s is solution to the equa-
tion P2n(q) = 0. The assertion follows from the fact that (q2− 2Re(s)q+ |s|2) is a real
coefficient factor of P2n. �

Lemma 7.2.6. Let n∈N and q, s∈H. Let λ j, j = 0,1, . . . ,n−1 be the solutions of λ n = s
in the complex plane CIs . Then

q2n−2Re(s)qn + |s|2 =
n−1

∏
j=0

(q2−2Re(λ j)q+ |λ j|2). (7.9)

Proof. We solve λ n = s in the complex plane x+ Isy containing s = s0 + Iss1. This equa-
tion admits exactly n solutions λ j = λ j0+ Isλ j1, j = 0,1, . . . ,n−1 in CIs . Let s′ = s0+ Is1,
I ∈ S be any element in the 2-sphere [s]. Then the solutions to the equation λ n = s′ are
λ ′j = λ j0 + Iλ j1, j = 0,1, . . . ,n−1, I ∈ S. Let us consider

P2n(q) = q2n−2Re(s)qn + |s|2.

Then q = λ j is a root of P2n(q) = 0, in fact

P2n(λ j) = λ
2n
j −2Re(s)λ

n
j + |s|2 = s2−2Re(s)s+ |s|2 = 0.

If we substitute s by s′ ∈ [s], P2n is unchanged and it is immediate that P2n(λ
′
j) = 0 when I

varies in S. This proves that the roots of P2n(q) = 0 are the 2-spheres [λ j], j = 0, . . . ,n−1.
The statement follows from Proposition 6.1.38. �

Theorem 7.2.7. Let V be a two sided quaternionic Banach space and let T ∈ B(V ).
Then

σS(T n) = (σS(T ))n = {sn ∈H : s ∈ σS(T )}.
Proof. From the definition of S-spectrum we have

σS(T n) = {s ∈H : T 2n−2 Re(s)T n + |s|2I is not invertible inB(V )}.

From Lemma 7.2.5 and Theorem 7.3.7, it follows that T 2n− 2Re[sn]T n + |sn|2I can be
factorized as

T 2n−2Re(sn)T n + |sn|2I = Q2n−2(T )(T 2−2Re(s)T + |s|2I).

Consequently, if T 2− 2Re(s)T + |s|2I is not injective also T 2n− 2Re(sn)T n + |sn|2I is
not injective. This proves that (σS(T ))n ⊆ σS(T n). To show the converse, we consider
p ∈ σS(T n). Lemma 7.2.6 and Theorem 7.3.7 give

T 2n−2Re(p)T n + |p|2I =
n−1

∏
j=0

(T 2−2Re(λ j)T + |λ j|2I).
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If T 2n−2Re(p)T n+|p|2I is not invertible then at least one of the operators T 2−2Re(λ j)T +
|λ j|2I for some j is not invertible. This proves that σS(T n)⊆ (σS(T ))n. �

Theorem 7.2.8. Let V be a two sided quaternionic Banach space, let T ∈ B(V ), and let
rS(T ) be its S-spectral radius. Then

rS(T ) = lim
n→∞
‖T n‖1/n.

Proof. For every s ∈H such that |s|> rS(T ) the series ∑n≥0 T ns−1−n converges in B(V )

to the S-resolvent operator S−1
L (s,T ) (we reason analogously for ∑n≥0 s−1−nT n). So the

sequence T ns−1−n is bounded in the norm of B(V ) and

limsup
n→∞

‖T n‖1/n ≤ rS(T ). (7.10)

Theorem 7.2.7 implies σS(T n) = (σS(T ))n, so we have

(rS(T ))n = rS(T n)≤ ‖T n‖,

from which we get
rS(T )≤ liminf‖T n‖1/n. (7.11)

From (7.10), (7.11) we obtain

rS(T )≤ liminf
n→∞

‖T n‖1/n ≤ limsup
n→∞

‖T n‖1/n ≤ rS(T ). (7.12)

The chain of inequalities (7.12) also proves the existence of the limit. �

According to the terminology already introduced in the case of matrices, see Definition
4.3.5, if Tu = us for some s ∈H and u ∈ V , u 6= 0 then u is called right eigenvector of T
with right eigenvalue s. The following proposition has been proved in [144].

Proposition 7.2.9. Let T be a bounded quaternionic linear operator acting on a quater-
nionic, two sided, Banach space V . Then, for ‖T‖< |s|

∞

∑
n=0

T ns−1−n =−(T 2−2Re(s)T + |s|2I)−1(T − sI) (7.13)

and
∞

∑
n=0

s−1−nT n =−(T − sI)(T 2−2Re(s)T + |s|2I)−1, (7.14)

where I denotes the identity operator on V .

Definition 7.2.10. Let V be a two sided quaternionic Banach space, T ∈ B(V ) and s ∈
ρS(T ). We define the left S-resolvent operator as

S−1
L (s,T ) :=−(T 2−2Re(s)T + |s|2I)−1(T − sI), (7.15)

and the right S-resolvent operator as

S−1
R (s,T ) :=−(T − sI)(T 2−2Re(s)T + |s|2I)−1. (7.16)
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The operators S−1
L (s,T ) and S−1

R (s,T ) satisfy the following relations

S−1
L (s,T )s−T S−1

L (s,T ) = I

sS−1
R (s,T )−S−1

R (s,T )T = I

called left and right S-resolvent equation, respectively, which can be verified by direct
computations. In the paper [28] the S-resolvent equation has been proved:

Theorem 7.2.11. Let V be a two sided quaternionic Banach space, T ∈ B(V ) and s and
p ∈ ρS(T ). Then we have

S−1
R (s,T )S−1

L (p,T ) = ((S−1
R (s,T )−S−1

L (p,T ))p− s(S−1
R (s,T )−S−1

L (p,T )))(p2−2s0 p+ |s|2)−1.
(7.17)

Moreover, the resolvent equation can also be written as

S−1
R (s,T )S−1

L (p,T ) = (s2−2p0s+ |p|2)−1(s(S−1
R (s,T )−S−1

L (p,T ))− (S−1
R (s,T )−S−1

L (p,T ))p).
(7.18)

Theorem 7.2.12. (Structure of the S-spectrum) Let T ∈ B(V ) and let p ∈ σS(T ). Then
all the elements of the sphere [p] belong to σS(T ).

Proof. The fact that the operator (T 2− 2Re(p)T + |p|2I) is not invertible depends only
on the real numbers Re(p), |p|. Therefore all the elements in the sphere [p] belong to the
S-spectrum of T . �

Let us now assume that V is a quaternionic Hilbert space, that we will denote by H . The
following properties can be proved exactly as in the complex case.

Proposition 7.2.13. Let T : D(T )→H , S : D(S)→H be linear quaternionic opera-
tors with domain dense in H . Then:

(1) If T ⊂ S then S∗ ⊂ T ∗;

(2) T ⊂ (T ∗)∗ and T = (T ∗)∗ if T ∈ B(H );

(3) Assume that T ∈ B(H ). If T is bijective and T−1 ∈ B(H ) then

T ∗(T−1)∗ = (T−1)∗T ∗ = I.

(4) Assume that T ∈ B(H ). Then T is bijective and T−1 ∈ B(H ) if and only if T ∗ is
bijective and (T ∗)−1 ∈ B(H ). Moreover, (T ∗)−1 = (T−1)∗.

We now prove some results on the S-spectrum.

Proposition 7.2.14. Let H be a quaternionic Hilbert space and let T ∈ B(H ). Then
σS(T ) = σS(T ∗).

Proof. First note that Qs(T )∗=Qs(T ∗). By point (4) in Proposition 7.2.13, we get ρS(T )=
ρS(T ∗) from which we deduce σS(T ) = σS(T ∗). �
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Theorem 7.2.15. Let H be a quaternionic Hilbert space. Let T : D(T )→H be a linear
operator such that D(T ) is dense in H . Then

(1) Let T be a normal, bounded operator. Then σpS(T ) = σpS(T ∗), σrS(T ) = σrS(T ∗) =
/0, σcS(T ) = σcS(T ∗).

(2) Let T be a self adjoint operator. Then σS(T )⊂ R and σrS(T ) = /0.

(3) Let T be a anti-self adjoint operator. Then σS(T )⊂ Im(H) and σrS(T ) = /0.

(4) Let T be a bounded and unitary operator. Then σS(T )⊂ {p ∈H : |p|= 1}.

(5) Let T be a bounded, anti-self adjoint operator and unitary. Then σS(T ) = σpS(T ) =
S.

7.3 The functional calculus
In this section we introduce the quaternionic functional calculus based on the slice hyper-
holomorphic functions. This calculus is the natural generalization of the Riesz-Dunford
functional calculus for quaternionic operators but it also applies to n-tuples of linear op-
erators, see [28, 118, 121, 122, 130, 132, 134, 142]. The quaternionic version of the
calculus, which we treat in the Chapter, was originally developed in the papers [133, 135,
136, 137, 138]. There is also a continuous version of the quaternionic functional calculus,
based on the S-spectrum, which has been studied in [193].
We begin by introducing the class of open sets for which we can define the calculus.

Definition 7.3.1. Let V be a two sided quaternionic Banach space, T ∈ B(V ) and let
Ω ⊂ H be an axially symmetric s-domain that contains the S-spectrum σS(T ) and such
that ∂ (Ω∩CI) is union of a finite number of continuously differentiable Jordan curves
for every I ∈ S. We say that Ω is a T -admissible open set.

Definition 7.3.2. Let V be a two sided quaternionic Banach space, T ∈ B(V ) and let W
be an open set in H.

(i) A function f ∈RL(W ) is said to be locally left hyperholomorphic on σS(T ) if there
exists a T -admissible domain Ω ⊂ H. We will denote by RL

σS(T )
the set of locally

left hyperholomorphic functions on σS(T ).

(ii) A function f ∈ RR(W ) is said to be locally right hyperholomorphic on σS(T ) if
there exists a T -admissible domain Ω ⊂ H such that Ω ⊂W . We will denote by
RR

σS(T )
the set of locally right hyperholomorphic functions on σS(T ).

Theorem 7.3.3. Let V be a two sided quaternionic Banach space and T ∈ B(V ). Let
Ω⊂H be a T -admissible domain and set dsI =−dsI. Then the integrals

1
2π

∫
∂ (Ω∩CI)

S−1
L (s,T ) dsI f (s), f ∈RL

σS(T )
(7.19)
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and
1

2π

∫
∂ (Ω∩CI)

f (s) dsI S−1
R (s,T ), f ∈RR

σS(T )
(7.20)

do not depend on the choice of the imaginary unit I ∈ S nor on Ω.

Proof. We will prove that (7.19) does not depend on the choice of the imaginary unit I∈ S
nor on Ω. The proof for (7.20) works similarly. We begin by observing that the function
S−1

L (s,q) = (s− q)−? (where left ?-inverse is computed with respect to q) is right slice
hyperholomorphic in the variable s so we can replace q with an operator T ∈ B(V ) in the
Cauchy formula (7.3). Let us define

VR = {v ∈ V | qv = vq, ∀q ∈H}.

Two right linear operators T , T ′ coincide if and only if they coincide on VR. In fact,
consider v ∈ V then v = v0 + v1i+ v2 j+ v3k with v` ∈ VR. If T , T ′ coincide on VR then

T (v) = T (v0 + v1i+ v2 j+ v3k) = T (v0)+T (v1)i+T (v2) j+T (v3)k

= T ′(v0)+T ′(v1)i+T ′(v2) j+T ′(v3)k = T ′(v),

and if T and T ′ coincide, they coincide in particular on VR. Then, for any linear and
continuous functional φ ∈ V ′R, consider the duality 〈φ ,S−1

L (s,T )v〉, for v ∈ VR and define
the function

gφ ,v(s) := 〈φ ,S−1
L (s,T )v〉, for v ∈ V , φ ∈ V ′.

It can be verified by direct computations that the function gφ ,v is right slice hyperholo-
morphic on ρS(T ) in the variable s. Moreover, gφ ,v(s)→ 0 as s→ ∞ we have that gφ ,v is
slice hyperholomorphic also at infinity.
We also have that for any v ∈ VR and any φ ∈ V ′R

〈φ , 1
2π

[∫
∂ (Ω∩CI)

S−1
L (s,T )dsI f (s)

]
v〉=

=
1

2π

∫
∂ (Ω∩CI)

〈φ ,S−1
L (s,T )v〉dsI f (s)

=
1

2π

∫
∂ (Ω∩CI)

gφ ,v(s)dsI f (s).

(7.21)

Suppose that Ω is a T -admissible open set such that ∂ (Ω∩CI) does not cross the S-
spectrum of T for every I ∈ S. The fact that, for fixed I ∈ S, the integral

1
2π

∫
∂ (Ω∩CI)

gφ ,v(s)dsI f (s) (7.22)

does not depend on Ω follows from the Cauchy theorem 6.1.33. By the Hahn-Banach
theorem also the integral (7.19) does not depend on Ω. We now prove that the integral
(7.22) does not depend on I ∈ S. Since gφ ,v is a right slice hyperholomorphic function on
ρS(T ), we can consider an open set Ω′ such that Ω

′ ⊂ ρS(T ), Ω′ ∩R 6= /0 and [q] ⊂ Ω′
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whenever q ∈Ω′. We assume that ∂ (Ω′∩CI) consists of a finite number of continuously
differentiable Jordan curves ∀I ∈ S and that ∂Ω⊂Ω′ where Ω is an open set as above so,
in particular, Ω contains Re(s) whenever s ∈Ω. Choose J ∈ S, J 6= I and represent gφ ,v(s)
by the Cauchy integral formula (7.4) as

gφ ,v(s) =−
1

2π

∫
∂ (Ω′∩CJ)−

gφ ,v(t) dtJ S−1
R (s, t) (7.23)

where the boundary ∂ (Ω′ ∩CJ)
− is oriented clockwise to include the points Re(s) ∈

∂ (Ω∩CJ) (recalling that the singularities of S−1
L (s, t) correspond to the 2-sphere Re(s))

and to exclude the points belonging to the S-spectrum of T .
We now substitute the expression of gφ ,v(s) in (7.23) into (7.22) and taking into account
the orientation of ∂ (Ω′∩CJ)

− we have

1
2π

∫
∂ (Ω∩CI)

gφ ,v(s) dsI f (s)

=
1

2π

∫
∂ (Ω∩CI)

[ 1
2π

∫
∂ (Ω′∩CJ)

gφ ,v(t) dtJ S−1
L (s, t)

]
dsI f (s)

=
1

2π

∫
∂ (Ω′∩CJ)

gφ ,v(t) dtJ
[ 1

2π

∫
∂ (Ω∩CI)

S−1
L (s, t) dsI f (s)

] (7.24)

where we have used the Fubini theorem. Now observe that ∂ (Ω′∩CJ) consists of a finite
number of Jordan curves inside and outside Ω∩CJ, but the integral

1
2π

∫
∂ (Ω∩CI)

S−1
L (s, t) dsI f (s)

equals f (t) for those t ∈ ∂ (Ω′∩CJ) belonging to Ω∩CJ. Thus we obtain:

1
2π

∫
∂ (Ω′∩CJ)

gφ ,v(t) dtJ
[ 1

2π

∫
∂ (Ω∩CI)

S−1
L (s, t) dsI f (s)

]
=

1
2π

∫
∂ (Ω′∩CJ)

gφ ,v(t) dtJ f (t).
(7.25)

So from (7.24) and (7.25) we have

1
2π

∫
∂ (Ω∩CI)

gφ ,v(s) dsI f (s) =
1

2π

∫
∂ (Ω′∩CJ)

gφ ,v(t) dtJ f (t). (7.26)

Now observe that ∂ (Ω′ ∩CJ) is positively oriented and surrounds the S-spectrum of T .
By the independence of the integral on the open set, we can substitute ∂ (Ω′ ∩CJ) by
∂ (Ω∩CJ) in (7.26) and we obtain

1
2π

∫
∂ (Ω∩CI)

gφ ,v(s) dsI f (s) =
1

2π

∫
∂ (Ω∩CJ)

gφ ,v(t) dtJ f (t),
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that is

〈φ ,
[

1
2π

∫
∂ (Ω∩CI)

S−1
L (s,T )dsI f (s)

]
v〉

= 〈φ ,
[

1
2π

∫
∂ (Ω∩CJ)

〈φ ,S−1
L (t,T )dtJ f (t)

]
v〉, for all v ∈ VR, φ ∈ V ′R, I,J ∈ S.

Again by the Hahn-Banach theorem, the integral (7.19) does not depend on I ∈ S. �

Definition 7.3.4 (Quaternionic functional calculus). Let V be a two sided quaternionic
Banach space and T ∈ B(V ). Let Ω ⊂ H be a T -admissible domain and set dsI = −dsI.
We define

f (T ) =
1

2π

∫
∂ (Ω∩CI)

S−1
L (s,T ) dsI f (s), for f ∈RL

σS(T )
, (7.27)

and

f (T ) =
1

2π

∫
∂ (Ω∩CI)

f (s) dsI S−1
R (s,T ), for f ∈RR

σS(T )
. (7.28)

Remark 7.3.5. Thanks to the functional calculus we can define functions of an operator
T . If we consider the function (1− pq)−?r and we use the functional calculus, we can
define (1− pT )−?r . Note that for p 6= 0

(1− pT )−?r = p−1SR(p,T ),

moreover
(1− pT )−?r = ∑

n≥0
pnT n for |p|‖T‖< 1.

For the sake of simplicity, and in view of (6.22), in the sequel we will simply write (1−
sT )−?.

The following results are used to study some of the properties of the quaternionic func-
tional calculus for bounded linear operators.

Proposition 7.3.6. Let Ω⊂H be an open set.

(1) Let f ∈N (Ω), g ∈RL(Ω), then f g ∈RL(Ω).

(2) Let f ∈N (Ω), g ∈RR(Ω), then g f ∈RR(Ω).

(3) Let f ,g ∈N (Ω), then f g = g f and f g ∈N (Ω).

Theorem 7.3.7. Let V be a two sided quaternionic Banach space and T ∈ B(V ).

(1) If f ∈NσS(T ) and g ∈RL
σS(T )

, then ( f g)(T ) = f (T )g(T ).

(2) If f ∈NσS(T ) and g ∈RR
σS(T )

, then (g f )(T ) = g(T ) f (T ).
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We conclude this section by pointing out that the quaternionic functional calculus allows
to extend to the quaternionic setting the theory of groups and semigroups of linear oper-
ators, see [27, 38, 135, 201]. The S-spectrum turned out to be the correct object also for
the quaternionic version of the spectral theorem, see the recent papers [30, 31, 194]. We
also note that the Fueter-Sce mapping theorem written in integral form gives rise to an
integral transform that maps slice hyperholomorphic functions into monogenic functions
of axial type. Using this integral transform it is possible to define a monogenic functional
calculus, see [36, 117, 139, 140].

7.4 Two results on slice hyperholomorphic extension
In this section we prove two extension results which will be crucial in the next Chapters. In
particular, Proposition 7.4.2 applies whenever we deal with operators from a quaternionic
Hilbert space to itself, and the space is right-sided but not necessarily two-sided.

Proposition 7.4.1. Let H be a right quaternionic Hilbert space and let F be a B(H )-
valued slice hyperholomorphic function in some open set Ω which intersects the real line.
Assume that F(x) is boundedly invertible for x ∈ (a,b) ⊂ Ω∩R. Then there is a slice
hyperholomorphic inverse to F in an open subset of Ω.

Proof. Without loss of generality we assume that 0 ∈ (a,b). Viewing F as a power series
in the real variable x with operator coefficients and since F(0) is boundedly invertible,
(F(x))−1 can be expressed as an absolutely convergent power series in x near the origin,
say in |x| < r for some r > 0. For the scalar case, see for instance [114, p. 22-23]. The
proof is the same in the operator quaternionic case when replacing the absolute values by
operator norms. Replacing x by a quaternionic variable p (and putting the powers of p on
the left) we obtain a slice hyperholomorphic inverse of F in |p|< r. �

We now give some applications of this proposition. A first application of the above propo-
sition is related to linear fractional trasformations. Recall first that linear fractional trans-
formations play an important role in Schur analysis, starting by the Schur algorithm itself.
See (1.1) and (1.4). In the setting of slice hyperholomorphic functions, let H1 and H2 be
two-sided quaternionic Hilbert spaces and let Ω be a s-domain. Furthermore let

M(p) =
(

A(p) B(p)
C(p) D(p)

)
:
(

H1
H2

)
→
(

H1
H2

)
be slice hyperholomorphic. We define the associated linear frational transformation as

TM(e) = (A? e+B)? (C ? e+D)−?, (7.29)

where e is an B(H1,H2)-valued slice hyperholomorphic function such that C ? e+D is
invertible in a real neighborhood of a point of the real line. Using slice hyperholomorphic
extension we obtain the semi-group property

TM1(TM2(e)) = TM1?M2(e) (7.30)
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wherever both sides are defined, first in a real neighborhood of a point of the real line.

The second application is as follows: Let H be a two-sided quaternionic Hilbert space,
and let A be a right linear bounded operator from H into itself. Then the expression

∞

∑
n=0

pnAn

makes sense for p in a neighborhood of the origin. When H is one-sided, we have the
following useful result:

Proposition 7.4.2. Let A be a bounded linear operator from a right-sided quaternionic
Hilbert H space into itself, and let G be a bounded linear operator from H into Q,
where Q is a two sided quaternionic Hilbert space. The slice hyperholomorphic extension
of G(I− xA)−1, 1/x ∈ ρS(A)∩R, is

(G− pGA)(I−2Re(p)A+ |p|2A2)−1,

and it is defined for 1/p ∈ ρS(A).

Proof. First we observe that for |x|‖A‖ < 1 we have G(I− xA)−1 = ∑
∞
n=0 xnGAn. Let us

now take p ∈H such that|p|‖A‖ < 1. Then, the slice hyperholomorphic extension of the
series ∑

∞
n=0 xnGAn is ∑

∞
n=0 pnGAn this is immediate since it is a converging power series

in p with coefficients on the right. To show that

∞

∑
n=0

pnGAn = (G− pGA)(I−2Re(p)A+ |p|2A2)−1 (7.31)

we prove instead the equality

(
∞

∑
n=0

pnGAn)(I−2Re(p)A+ |p|2A2) = (G− pGA).

Computing the left hand side, we have

∞

∑
n=0

pnGAn−2
∞

∑
n=0

Re(p)pnGAn+1 +
∞

∑
n=0
|p|2 pnGAn+2

= G+(p−2Re(p))GA+(p2−2pRe(p)+ |p|2)
∞

∑
n=0

pnGAn+2

= G− p̄GA,

where we have used the identity p2− 2pRe(p)+ |p|2 = 0 and this shows the assertion
using the identity principle. �

Remark 7.4.3. In analogy with the matrix case we will write, with an abuse of notation in
this case, G? (I− pA)−? instead of the expression (G− pGA)(I−2Re(p)A+ |p|2A2)−1.
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For an illustration of formula (7.31) see for instance Remark 8.8.2.

Proposition 7.4.4. With the notation in Remark 7.4.3 we have the following equalities

(D+ pC ? (I− pA)−?B)−? = D−1− pD−1C ? (I− p(A−BD−1C))−?BD−1, (7.32)

and

(D1 + pC1 ? (I− pA1)
−?B1)? (D2 + pC2 ? (I− pA2)

−?B2) =

= D1D2 + p
(
C1 D1C2

)
?

(
I− p

(
A1 B1C2
0 A2

))−?(B1D2
B2

)
.

(7.33)

Proof. When p is real, the ?-product is replaced by the operator product (or matrix prod-
uct in the finite dimensional case) and formulas (7.32) and (7.33) are then well known
as special instances of the complex setting (and after identifying H with a space of 2×2
complex matrices); see Propositions 2.1.5 and 2.1.8. See also e.g. [87] for more informa-
tion. By taking the slice-hyperholomorphic extension we obtain the required result. �

7.5 Slice hyperholomorphic kernels
In the following results, K1 and K2 are two-sided quaternionic Krein spaces and K1(p,q)
and K2(p,q) are two kernels B(K1)-valued and and B(K2)-valued, respectively. The
two kernels are left slice hyperholomorphic in p and right slice hyperholomophic in q,
for p,q in some axially symmetric s-domain Ω and both have the same finite number
of negative squares in Ω. We denote by P(K1) and P(K2) the associated reproducing
kernel Pontryagin spaces.

Theorem 7.5.1. Let S be a slice hyperholomorphic B(K1,K2)-valued function and as-
sume that the operator

MS : f 7→ S? f (7.34)

is bounded from P(K1) into P(K2). Then,

M∗S(K2(·,q2)c2))(q1) = (K1(q1, ·)?r S(·)∗c2)(q2).

Proof. To prove the result, it suffices to observe that:

〈(M∗S(K2(·,q2)c2))(q1),c1〉K1 = 〈(S?K1(·,q1)c1)(q2),c2〉K2 .

�

As a consequence we have, in case of positive definite kernels, the following result.

Proposition 7.5.2. Let K1 and K2 be two-sided quaternionic Krein spaces and let S be
a B(K1,K2)-valued slice hyperholomorphic function defined on an axially symmetric s-
domain Ω. Let K1(p,q) and K2(p,q) be positive definite kernels in Ω which are B(K1)-



168 Chapter 7. Slice hyperholomorphic operator-valued functions

and B(K2)-valued, respectively, and slice hyperholomorphic in the variable p in Ω. Then,
the multiplication operator MS is bounded and with norm less or equal to k if and only if
the function

K2(p,q)− 1
k2 S(p)?K1(p,q)?r S(q)[∗] (7.35)

is positive definite on Ω.

Proof. We observe that by the operator-valued version of Lemma 6.1.23 (and replacing
conjugation by operator adjoint) we have

(S(q)?K1(q, p))[∗] = K1(p,q)?r S[∗](q),

and so
M∗S(K2(·,q)d) = K1(·,q)?r S[∗](q)d.

The positivity of (7.35) follows from the positivity of the operator k2I −MSM∗S . Con-
versely, if (7.35) is positive, the standard argument shows that ‖MS‖ ≤ k. �

When K1 = K2, the case S = IN leads to:

Corollary 7.5.3. In the notation of the following theorem, the space H (K1) is contrac-
tively included in H (K2) if and only if K2−K1 is positive definite in Ω.

We note that the result itself holds for general kernels, not necessarily slice hyperholo-
morphic.

Example. Let us consider the case in which K1 = K2 and equal to the kernel K of the form

K(p,q) =
∞

∑
n=0

pnqn
αn, αn ∈ (0,∞), ∀n ∈ N.

Then

S(p)?K(p,q) =
∞

∑
n=0

pnS(p)qn
αn

and

(S(p)?K(p,q))∗ =
∞

∑
n=0

qnS(p)∗pn
αn,

from which one obtains

S(q)? (S(p)?K(p,q))∗ = S(q)?
∞

∑
n=0

qnS(p)∗pn
αn = S(q)?K(q, p)?r S(p)∗.

We now show that if a kernel K(p,q) is positive and slice hyperholomorphic in p, then
the reproducing kernel Hilbert space associated to it consists of slice hyperholomorphic
functions.
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Theorem 7.5.4. Let K be a two-sided quaternionic Krein space and let K(p,q) be a
B(K )-valued function on an open set Ω⊂H. Let H (K) be the associated reproducing
kernel quaternionic Hilbert space. Assume that for all q ∈Ω the function p 7→ K(p,q) is
slice hyperholomorphic. Then the entries of the elements of H (K) are also slice hyper-
holomorphic.

Proof. We consider the case of H-valued function since the general case works in a sim-
ilar way. Let f ∈H (K), p,q ∈Ω and ε ∈ R\{0} sufficiently small. We have

1
ε
(K(p,q+ ε)−K(p,q)) =

1
ε
(K(q+ ε, p)−K(q, p)).

Consider (u+ Iv,x+ Iy) ∈ CI×CI. We have that

∂K(p,q)
∂x

=
∂K(q, p)

∂u
.

In a similar way we have:

1
ε
(K(p,q+ Iε)−K(p,q)) =

1
ε
(K(q+ Iε, p)−K(q, p)),

from which we deduce
∂K(p,q)

∂y
=

∂K(q, p)
∂v

.

The two families{
1
ε
(K(p,q+ ε)−K(p,q))

}
ε∈R\{0}

,

{
1
ε
(K(p,q+ Iε)−K(p,q))

}
ε∈R\{0}

,

are uniformly bounded in norm and so they have weakly convergent subsequences which

converge to
∂K(p,q)

∂x
and

∂K(p,q)
∂y

, respectively. Moreover we have

1
ε
( f (p+ ε)− f (p)) = 〈 f (·), 1

ε
(K(·, p+ ε)−K(·, p))〉H (K)

and
1
ε
( f (p+ Iε)− f (p)) = 〈 f (·), 1

ε
(K(·, p+ Iε)−K(·, p))〉H (K).

Thus we can write
∂ f
∂u

(p) = 〈 f (·), ∂K(·, p)
∂x

〉H (K),

and
∂ f
∂v

(p) = 〈 f (·), ∂K(·, p)
∂y

〉H (K).
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To show that the function f is slice hyperholomorphic, we take its restriction to any
complex plane CI and we show that it is in the kernel of the Cauchy-Riemann operator:

∂ f
∂u

+ I
∂ f
∂v

= 〈 f , ∂K(·,q)
∂x

〉H (K)+ I〈 f (·), ∂K(·,q)
∂y

〉H (K)

= 〈 f , ∂K(·,q)
∂x

− ∂K(·,q)
∂y

I〉H (K)

= 〈 f , ∂K(q, ·)
∂u

+ I
∂K(q, ·)

∂v
〉H (K) = 0

since the kernel K(q, p) is slice hyperholomorphic in the first variable q. �

As a consequence of this result, we have the following theorem which is the operator-
valued version of Theorem 5.10.4. Although the coefficient space is taken to be a Krein
space, the proof goes in the same way and is omitted.

Theorem 7.5.5. Let K be a quaternionic two-sided Krein space, and let K(p,q) be a
B(K )-valued kernel, left slice hyperholomorphic in p and right slice hyperholomophic in
q, for p,q in some axially symmetric s-domain Ω and having a finite number of negative
squares in Ω. Then there exists a unique reproducing kernel Pontryagin space of K -
valued left slice hyperholomorphic functions, with reproducing kernel K(p,q).

We conclude this section with some propositions pertaining to kernels of the form K(p,q)=
∑

∞
n,m=0 pnan,mqm, where an,m = a∗m,n ∈ HN×N . It is immediate that K(p,q) is a function

slice hyperholomorphic in p and right slice hyperholomorphic in q̄; moreover the assump-
tion on the coefficients an,m implies that K(p,q) is Hermitian.

Proposition 7.5.6. Let (an,m)n,m∈N0 denote a sequence of N×N quaternionic matrices
such that an,m = a∗m,n, and assume that the power series

K(p,q) =
∞

∑
n,m=0

pnan,mqm

converges in a neighborhood V of the origin. Then the following are equivalent:
(1) The function K(p,q) has κ negative squares in V .

(2) All the finite matrices Aµ

def.
= (an,m)n,m=0,...µ have at most κ strictly negative eigenval-

ues, and exactly κ strictly negative eigenvalues for at least one µ ∈ N0.

Proof. Let r > 0 be such that the ball B(0,r) is contained in V . Let I,J be two units in the
unit sphere of purely imaginary quaternions S. Then we have:

an,m =
1

4rn+mπ2

∫∫
[0,2π]2

e−IntK(reIt ,reJs)eJmsdtds.

This expression does not depend on the choice of I and J. Furthermore, we can take I = J
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and so:

Aµ =
1

4rn+mπ2

∫∫
[0,2π]2


IN

e−Jt IN
...

e−Jµt IN

K(reJt ,reJs)
(
IN eJsIN · · · eJµsIN

)
dtds.

Write
K(p,q) = K+(p,q)−F(p)F(q)∗,

where F is HN×κ -valued. The function F is built from functions of the form p 7→ K(p,q)
for a finite number of q’s, and so is a continuous function of p, and so is K+(p,q). See
[47, pp. 8-9] for the argument in the complex setting, which is valid also in the present
case. Thus

Aµ = Aµ,+−Aµ,−

where

Aµ,+ =
1

4rn+mπ2

∫∫
[0,2π]2


IN

e−Jt IN
...

e−Jµt IN

K+(reJt ,reJs)
(
IN eJsIN · · · eJµsIN

)
dtds,

Aµ,− =
1

4rn+mπ2

∫∫
[0,2π]2


IN

e−Jt IN
...

e−Jµt IN

F(reJt)F(reJs)∗
(
IN eJsIN · · · eJµsIN

)
dtds.

These two expressions show that Aµ has at most κ strictly negative eigenvalues.

To prove the converse, assume that all the matrices Aµ have at most κ strictly negative
eigenvalues. Let us now define

Kµ(p,q) =
µ

∑
n,m=0

pman,mqm.

Then, Kµ has at most κ negative squares, as is seen by writing Aµ as a difference of two
positive matrices, one of rank κ . Since, pointwise, we have

K(p,q) = lim
µ→∞

Kµ(p,q),

we deduce that the function K(p,q) has at most κ negative squares.
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To conclude, it remains to be proved that the number of negative squares of K(p,q) and
Aµ is the same. Assume that K(p,q) has κ negative squares, but that the Aµ have at most
κ ′ < κ strictly negative eigenvalues. Then, the argument above shows that K(p,q) would
have at most κ ′ negative squares, which contradicts the hypothesis. The other direction is
proved in a similar way. �

The following results are consequences of the previous proposition:

Proposition 7.5.7. In the notation of the preceding proposition, the number of negative
squares is independent of the neighborhood V .

Proof. This follows from the fact that the coefficients an,m do not depend on the given
neighborhood. �

Proposition 7.5.8. Assume that K(p,q) is HN×N-valued and has κ negative squares in
V and let α(p) be a HN×N-valued slice hyperholomorphic function and such that α(0) is
invertible. Then the kernel

B(p,q) = α(p)?K(p,q)?r α(q)∗ (7.36)

has κ negative squares in V .

Proof. Let K(p,q) = ∑
∞
n,m=0 pnan,mqm and α(p) = α0+ pα1+ · · · . The µ×µ main block

matrix Bµ corresponding to the power series (7.36) equals

Bµ = LAµ L∗,

where

L =


α0 0 0 · · · 0
α1 α0 0 · · · 0
α2 α1 α0 0 · · ·
...

...
αµ αµ−1 · · · α1 α0

 .

Since we assumed the invertibility of α0 =α(0), the signatures of Aµ and Bµ are the same
for every µ ∈ N0. By Proposition 7.5.6 it follows that the kernels K and B have the same
number of negative squares. �

Remark 7.5.9. We remark that the above results still hold in the setting of operator-valued
functions.

7.6 The space H2
H (B) and slice backward-shift invariant

subspaces
Theorem 5.3.12 allows us to introduce the vector version of the space H2(B). Given
a separable two sided quaternionic Hilbert space H we define the space H2

H (B) :=



7.6. The space H2
H (B) and slice backward-shift invariant subspaces 173

H2(B)⊗H and identify it with the space of H -valued power series f with finite H2
H (B)-

norm:

H2
H (B) =

{
f (p) =

∞

∑
n=0

pn fn : ‖ f‖2
H2

H (B) =
∞

∑
n=0
‖ fn‖2

H < ∞

}
. (7.37)

Definition 7.6.1. The operator Mp : H2
H (B)→ H2

H (B) of slice hyperholomorphic mul-
tiplication by p is defined by:

Mp :
∞

∑
n=0

pn fn 7→
∞

∑
n=0

pn+1 fn. (7.38)

Remark 7.6.2. The definition of the H2
H (B)-norm yields that Mp is an isometry and an

inner-product calculation shows that its adjoint is given by

M∗p :
∞

∑
n=0

pn fn 7→
∞

∑
n=0

pn fn+1. (7.39)

Furthermore,

‖M∗np f‖2
H2

H (B) =
∞

∑
j=0
‖ fn+ j‖2

H < ∞

tends to zero as n→∞ whenever
∞

∑
n=0
‖ fn‖2

H < ∞, that is, whenever f belongs to H2
H (B).

Thus, the powers of M∗p tend to zero strongly which means by definition that M∗p is a
strongly stable operator.

We note that the right-side of (7.39) still makes sense when we do not necessarily work
in the metric of H2

H (B), provided the function f is slice hyperholomorphic in a neigh-
borhood of the origin. We set then

R0 f (p) =
∞

∑
n=1

pn−1 fn. (7.40)

More in general, we give the following definition:

Definition 7.6.3. Let X be a right quaternionic Hilbert space and let x0 ∈ R. Let f ∈
R(Ω,X ) and let

f (p) =
∞

∑
n=0

(p− x0)
n fn, fn ∈X .

We define the operator Rx0 by

(Rx0 f )(p) = (p− x0)
−1( f (p)− f (x0))

def.
=

{
∑

∞
n=1(p− x0)

n−1 fn, p 6= x0,

f1, p = x0.
(7.41)

When x0 = 0, R0 is called backward-shift operator.
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Subspaces of H2
H (B) which are invariant under Mp or under M∗p admit representation

similar to those in the classical setting. To present them we need some preliminaries.

Definition 7.6.4. Let X and H be two right quaternionic Hilbert spaces, and let A ∈
B(X ) and C ∈ B(X ,H ). The pair (C,A) is called contractive if

A∗A+C∗C ≤ IX (7.42)

and it is called isometric if
A∗A+C∗C = IX . (7.43)

Furthermore, the pair (C,A) is called output-stable if the observability operator OC,A :
X → H2

H (B) defined by

OC,A : x 7→C ? (IX − pA)−?x =
∞

∑
n=0

pnCAnx (7.44)

is bounded from X into H2
H (B). Finally, the pair (C,A) is called observable if the oper-

ator OC,A is injective.

Definition 7.6.5. If the pair (C,A) is output-stable, one can define the observability
Gramian

GC,A := O∗C,AOC,A =
∞

∑
n=0

A∗nC∗CAn. (7.45)

The representation (7.45) follows from the definition of the H2
H (B)-inner product. Con-

vergence of this series (in the weak and, therefore, in the strong operator topology; see
Proposition 5.6.4) is equivalent to the output stability of the pair (C,A). It follows directly
from the series representation (7.45) that GC,A satisfies the Stein identity

GC,A−A∗GC,AA =C∗C. (7.46)

Proposition 7.6.6. Let the pair (C,A) be output-stable and let OC,A : X → H2
H (B) be

as in (7.44). Then O∗C,A : H2
H (B)→X is defined by

O∗C,A f =
∞

∑
k=0

A∗kC∗ fk if f (p) =
∞

∑
k=0

pk fk. (7.47)

Proof. Making use of the power series representation (7.44) for OC,A and the definition
of inner product in H2

H (B) we get for every x ∈X

〈O∗C,A f , x〉X = 〈 f , OC,Ax〉H2
H (B) =

∞

∑
k=0

〈
fk, CAkx

〉
H

=

〈
∞

∑
k=0

A∗kC∗ fk, x

〉
X

which proves formula (7.47). It follows from the same computation that the series in the
formula (7.47) for O∗C,A f converges in the weak operator topology, and hence in view of
Proposition 5.6.4 also in the the strong topology. �
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Proposition 7.6.7. If the pair (C,A) is contractive, then it is output stable and GC,A ≤ IX .
If (C,A) is isometric and A is strongly stable, then GC,A = IX .

Proof. We have from (7.42)

A∗kC∗CAk ≤ A∗kAk−A∗k+1Ak+1.

Summing up the latter equalities for k = 0, . . . ,n gives
n

∑
k=0

A∗kC∗CAk ≤ IX −A∗n+1An+1 ≤ IX .

Passing to the limit as n→∞ in the latter inequality and making use of (7.45) we conclude
that GC,A ≤ IX and in particular, (C,A) is output stable. If we start with (7.43) rather than
with (7.42) we get

n

∑
k=0

A∗kC∗CAk = IX −A∗n+1An+1.

Passing to the limit as n → ∞ in the latter equality and taking into account that A is
strongly stable (so that the second term on the right tends to zero strongly) we conclude
that GC,A = IX . �

Proposition 7.6.8. Let (C,A) be an output-stable pair. Then the intertwining relation

M∗pOC,A = OC,AA (7.48)

holds and therefore, the linear manifold ranOC,A is M∗p-invariant.

Proof. For every x ∈X , we have from (7.39) and (7.44)

M∗pOC,Ax =
∞

∑
n=0

pnCAn+1x =

(
∞

∑
n=0

pnCAn

)
Ax = OC,AAx

which proves (7.48). �

The manifold N = ranOC,A need not be closed in the metric of H2
H (B). However, it

becomes a Hilbert space with respect to the lifted norm ‖OC,Ax‖N = ‖Qx‖X where Q
is the orthogonal projection of X onto the observability subspace X 	KerOC,A. Since
KerOC,A is A-invariant we may let C′ and A′ to be restrictions of C and A to the ob-
servability subspace and then conclude that ranOC,A = ranOC′,A′ . Since the pair (C′,A′)
is observable, we may assume from the very beginning that the given output-stable pair
(C,A) is observable.

Proposition 7.6.9. Let (C,A) be an observable output-stable pair. Then the manifold
N = ranOC,A with the lifted norm

‖OC,Ax‖N = ‖x‖X (7.49)

is the reproducing kernel Hilbert space with reproducing kernel

KC,A(p,q) =C ? (I− pA)−?
(
C ? (I−qA)−?

)∗
. (7.50)
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Proof. For x ∈X and y ∈H , we have

〈(OC,Ax)(q), y〉H =
〈
C ? (I−qA)−?x, y

〉
H

=
〈
x,
(
C ? (I−qA)−?

)∗ y
〉
X

=
〈
OC,Ax, OC,A

(
C ? (I−qA)−?

)∗ y
〉
N

= 〈OC,Ax, KC,A(·,q)y〉N

which means that KC,A(p,q) of the form (7.50) is indeed the reproducing kernel for N .
�

Theorem 7.6.10. Let (C,A) be a contractive observable pair and let N = ranOC,A be
given the lifted norm (7.49) (equivalently, let N = H (KC,A) be the reproducing kernel
Hilbert space with reproducing kernel KC,A given in (7.50)). Then

(1) N is R0-invariant.

(2) N is contractively included in H2
H (B).

(3) The following difference-quotient inequality holds

‖R0 f‖2
N ≤ ‖ f‖2

N −‖ f (0)‖2
H for all f ∈N . (7.51)

Conversely, if M is a quaternionic Hilbert space contractively included in H2
H (B) which

is R0-invariant and for which the difference-quotient inequality (7.51) holds, then there is
a contractive observable pair (C,A) such that N = ranOC,A = H (KC,A). In particular,
M is contractively included in H2

H (B).

Proof. Let us assume that the pair (C,A) is contractive and observable. By Proposition
7.6.7, (C,A) is output stable and GC,A ≤ IX . Therefore for a generic element f = OC,Ax
in N we have

‖ f‖2
H2

H (B) = ‖OC,Ax‖2
H2

H (B) = 〈GC,Ax, x〉X ≤ ‖x‖2
X = ‖OC,Ax‖2

N = ‖ f‖2
N . (7.52)

Thus, ‖ f‖H2
H (B) ≤ ‖ f‖N for every f ∈ N which means that N is contractively in-

cluded in H2
H (B). The M∗p invariance follows from Proposition 7.6.8. Finally, due to the

contractivity (7.42) and the intertwining relation (7.48), and since for f =OC,Ax, we have
f (0) =Cx,

‖M∗p f‖2
N +‖ f (0)‖2

H = ‖M∗pOC,Ax‖2
N +‖Cx‖2

H

= ‖OC,AAx‖2
N +‖Cx‖2

H

= ‖Ax‖2
X +‖Cx‖2

H ≤ ‖x||2X = ‖OC,Ax‖2
N = ‖ f‖2

N

which proves (7.51).
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Conversely, let us assume that N is a subspace of H2
H (B) enjoying properties (1) and

(3) from the first part of the theorem. Then the operator A = R0|N maps N into itself.
We thus define C : N →H and A : N →N by

A = R0|N and C : f → f (0). (7.53)

Then the pair (C,A) is contractive by (7.51). By (7.39), we have

CAn f = (Rn
0 f )(0) = fn for every f (p) =

∞

∑
j=0

pn fn ∈N

and therefore

f (p) =
∞

∑
j=0

pnCAn f = OC,A f .

Thus, the observability operator OC,A with (C,A) defined as above equals the identity
map on N . Therefore, kerOC,A is trivial so that the pair (C,A) is observable. The space
N = ranOC,A = H (KC,A) is contractively included into H2

H (B) by the first part of the
proof (since the pair (C,A) is contractive and observable). �

Remark 7.6.11. We remark that the theorem in this section are written more precisely
using Schur functions in the next chapter; see in particular Section 8.4. We also note that
condition (3) in the theorem implies (2). In the sequel we prove a more general result in
the setting of Pontryagin spaces, where only (1) and (3) are in force. See Theorem 8.6.1.
The case of isometrically included R0-invariant subspaces of H2

H (B) is of special interest
(and then in particular, R0 = M∗p).

Theorem 7.6.12. A subspace N ⊆ H2
H (B) is M∗p-invariant and isometrically included

in H2
H (B) if and only if there exists a Hilbert space X and an isometric pair (C,A) ∈

B(X ,H )×B(X ) with A strongly stable such that N = ranOC,A = H (KC,A).

Proof. If the pair (C,A) is isometric and A is strongly stable, then GC,A = IX , by Remark
7.38. Then it follows from calculation (7.52) that ‖ f‖H2

H (B) = ‖ f‖N for evey f ∈N =

OC,A. The M∗p-invariance of N follows by Proposition 7.6.8 and completes the proof of
the ”if” part.
Conversely, for an M∗p-invariant closed subspace N of H2

H (B) we define the operators
A and C as in (7.53). As in the proof of Theorem 7.6.10, we show that the observability
operator OC,A equals the identity map on N . Since the metric of N coincides with that
of H2

H (B) and since M∗p : H2
H (B)→ H2

H (B) is strongly stable, its restriction A (to the
invariant subspace N ) is also strongly stable. It remains to demonstrate that the pair
(C,A) is isometric. To this end, observe that for every f ∈N ,

‖ f‖2
N = ‖ f‖2

H2
H (B) = ‖M

∗
p f‖2

H2
H (B)+‖ f (0)‖2

H

= ‖M∗p f‖2
N +‖ f (0)‖2

H

= ‖A f‖2
N +‖C f‖2

H ,

which is equivalent to (7.43). �
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Part III

Quaternionic Schur analysis
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In this third and last part of the book, which consists of four chapters, we discuss various
aspects of Schur analysis in the slice hyperholomorphic setting. In Chapter 8, we dis-
cuss realization of the counterpart of Schur functions and related classes, in the operator-
valued case. We also consider the Beurling-Lax theorem in the present setting, as well as
a number of function theoretic questions (such as slice hyperholomorphic extension). An
important role in Schur analysis is played rational functions, especially with symmetry
properties. These are studied in Chapter 9. We define and study in particular the counter-
part of matrix-valued rational functions taking unitary values on the imaginary line or the
unit circle. Here the imaginary line and the unit circle are replaced by the space of purely
imaginary quaternions and the unit ball of the quaternions, respectively. In Chapter 10
we focus on two topics. First, we consider some interpolation problems for scalar Schur
(slice hyperholomorphic) functions. Next, we outline the theory of first order discrete sys-
tems in the present setting. In the last chapter we study a general one-sided interpolation
problem for vector-valued functions (resp. operator-valued functions) in the setting of the
Hardy space (resp. for Schur multipliers).

A large part of the material here is based on the unpublished manuscript [19] and on the
papers [1], [32].
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Chapter 8

Reproducing kernel spaces and
realizations

The tools developed in the previous chapters allow us to define and study in the operator-
valued case the various families of functions appearing in classical Schur analysis. In
this section we obtain realization formulas for these functions. These formulas in turn
have important consequences, such as existence of slice hyperholomorphic extensions and
results in function theory such as an extension of Bohr’s inequality. Recall that all two-
sided quaternionic vector spaces are assumed to satisfy condition (5.4). An important tool
in this chapter is Shmulyan’ theorem on densely defined contractive relations between
Pontryagin spaces with the same index, see Theorem 5.7.10, and this forces us to take for
coefficients spaces two-sided quaternionic Pontryagin spaces with the same index, and
not Krein spaces. The rational case, studied in the following chapter, corresponds to the
settnig where both the coefficient spaces and the reproducing kernel Pontryagin spaces
associated to the various functions are finite dimensional.

8.1 The various classes of functions

We now describe the counterparts of the classes mentioned in Section 1.6. These func-
tions, and the associated reproducing kernel Pontryagin spaces, form the building blocks
of Schur analysis. In the sequel we consider some of their applications, but a lot of aspects
remain to be developed.

The quaternionic Pontryagin spaces P1, P2 and P appearing in the definitions are co-
efficient spaces, and are assumed to be two-sided vector spaces. On the other hand, the
associated reproducing kernel Pontryagin spaces appearing in the various realizations will
be right-sided.
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Let us begin by recalling that ∑
∞
t=0 pt q̄t can be written in closed form as

∞

∑
t=0

pt q̄t = (1− pq̄)−?,

where we are taking the (left) ?-inverse of the function 1− pq̄ with respect to the variable
p. Recall that

(1− pq̄)−? = (1−2Re(q)p+ |q|2 p2)−1(1− pq),

and note that, for q 6= 0, the right hand side is defined for all p 6∈ [q−1].
Since the functions we consider are, respectively, left slice hyperholomorphic in p and
right slice hyperholomorphic in q̄, when considering the ?-multiplication we will always
assume that it is computed with respect to p while the ?r-multiplication is computed with
respect to q̄.
We have:

Definition 8.1.1. Let P1 and P2 be two quaternionic two-sided Pontryagin spaces of
same index. The B(P1,P2)-valued function S is called a generalized Schur function of
the unit ball if it is slice hyperholomorphic in some axially symmetric open subset Ω of
the unit ball and if the kernel

KS(p,q) =
(

IP2 −S(p)S(q)[∗]
)
? (1− pq̄)−?

has a finite number, say κ , of negative squares in Ω.

Remark 8.1.2. Note that

KS(p,q) =
(

IP2 −S(p)S(q)[∗]
)
? (1− pq̄)−? =

∞

∑
t=0

pt
(

IC2 −S(p)S(q)[∗]
)

qt ,

and that, in particular,

KS(p,q)− pKS(p,q)q = IP2 −S(p)S(q)[∗]. (8.1)

The same kernel can be written also noting that the series ∑
∞
t=0 pt q̄t defines a function

right slice hyperholomorphic in q̄ and so one could write the sum of that series also as

(1− pq̄)−?r = (1− p̄q̄)(1−2Re(p)q̄+ |p|2q̄2)−1

where the ?r-inverse is computed with respect to the variable q̄. We then have

KS(p,q) = (1− pq̄)−?r ?r

(
IP2 −S(p)S(q)[∗]

)
.

We will denote the class of such functions by the symbol Sκ(P1,P2,B). The dependence
on Ω is not stressed out in the notation since, as we will see in Section 8.3 (see Theorem
8.3.6), any such function S has a unique slice hypermeromorphic extension to the open
unit ball B.
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Definition 8.1.3. Let P be a quaternionic two-sided Pontryagin space. The B(P)-valued
function Φ slice hyperholomorphic in some axially symmetric open subset Ω of the unit
ball is called a generalized Carathéodory function of the ball if the

KΦ(p,q) =
(

Φ(p)+Φ(q)[∗]
)
? (1− pq̄)−? (8.2)

has a finite number, say κ , of negative squares in Ω.

We note that

KΦ(p,q) =
∞

∑
t=0

pt
(

Φ(p)+Φ(q)[∗]
)

qt . (8.3)

We will denote the class of such functions by the symbol Cκ(P,B). As for Schur func-
tions, the dependence on Ω is not stressed out in the notation because of the existence of
a unique slice hypermeromorphic extension to the ball; see Section 8.7.

The two next families of kernels pertain to the half-space. The above remark on slice
hypermeromorphic extensions also hold in these two cases (see Sections 8.8 and 8.9 re-
spectively). First recall the definition of the kernel (6.29):

k(p,q) = (p+ q̄)−? = (p2 +2Re(q)p+ |q|2)−1(p+q).

Definition 8.1.4. Let P1 and P2 be two quaternionic two-sided Pontryagin spaces of
same index. The B(P1,P2)-valued function S is called a generalized Schur function of
the half-space if it is slice-hyperholomorphic in some axially symmetric open subset Ω

of the open right half-space H+ and if the kernel

KS(p,q) = IP2k(p,q)−S(p)? k(p,q)?r S(q)[∗]

has a finite number, say κ , of negative squares in Ω. We will denote the class of such
functions by the symbol Sκ(P1,P2,H+).

Definition 8.1.5. Let P be a quaternionic two-sided Pontryagin space. The B(P)-valued
function Φ slice hyper-holomorphic in some axially symmetric open subset Ω of the open
right half-space H+ is called a generalized Herglotz function if

KΦ(p,q) = Φ(p)? k(p,q)+ k(p,q)?r Φ(q)[∗]

has a finite number, say κ , of negative squares in Ω.

We will denote the class of such functions by the symbol Hκ(P,H+). It is useful to note
the equation

pKΦ(p,q)+KΦ(p,q)q = Φ(p)+Φ(q)[∗] (8.4)

satisfied by the kernel KΦ(p,q).

These form the four main families of functions which we consider here. Two important
class of functions are defined in terms of pairs. We mention them for completeness, but
will not treat them in this book.
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Definition 8.1.6. Let P be a quaternionic two-sided Pontryagin space. The pair (E+,E−)
of B(P)-valued functions slice hyperholomorphic in some axially symmetric open subset
Ω of H+ is called a generalized de Branges pair of the half-space if the kernel

KE+,E−(p,q) = E+(p)? k(p,q)IP ?r E+(q)∗−E−(p)? k(p,q)IP ?r E−(q)∗, (8.5)

has a finite number, say κ , of negative squares in Ω.

Definition 8.1.7. Let P be a quaternionic two-sided Pontryagin space. The pair (E+,E−)
of B(P)-valued functions slice hyperholomorphic in some axially symmetric open subset
Ω of the open ball B is called a generalized de Branges pair if the kernel

KE+,E−(p,q) =
∞

∑
t=0

pt(E+(p)E+(q)∗−E−(p)E−(q)∗)qt (8.6)

has a finite number, say κ , of negative squares in Ω.

We denote by Bκ(P,H+) and Bκ(P,B) the corresponding families of pairs. We note
that the problem of hypermeromorphic extension is more involved for pairs.

8.2 The Potapov-Ginzburg transform
The Potapov-Ginzburg transform allows to reduce the case where coefficient spaces P1
and P2 are Pontryagin spaces (of the same index) to the case of Hilbert spaces. We begin
with a lemma. A proof in the classical case can be found in [47, Lemma 4.4.3, p. 164]
but we provide an argument for completeness. First a remark: a matrix A ∈ Hm×m is not
invertible if and only if there exists c 6= 0 ∈ Hm such that c∗A = 0. This fact can be seen
for instance from [230, Theorem 7, p. 202], where it is shown that a matrix over a division
ring has row rank equal to the column rank, or [272, Corollary 1.1.8].

Lemma 8.2.1. Let ϕ(p,q) denote either of the kernels (1− pq)−? or kH2(p,q), see (6.29).
Let T be a Hm×m-valued function slice hyperholomorphic in an axially symmetric s-
domain Ω which intersect (−1,1) in the first case, and the positive real line in the second
case, and such that the kernel

T (p)?ϕ(p,q)?r T (q)∗−ϕ(p,q)Im

has a finite number of negative squares, say κ , in Ω. Then T is invertible in Ω, with the
possible exception of a countable number of spheres.

Proof. We consider the first case. The second case is treated in the same way. We first
show that T is invertible on Ω∩R+ with the possible exception of a countable number
of points. Let x1, . . . ,xM be zeros of T (p). Then, there exist vectors c1, . . . ,cM ∈Hm such
that

c∗jT (x j) = 0, j = 1, . . . ,M.
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Thus

m jk = c∗jK(x j,xk)ck =−
c∗jck

x j + xk
.

To conclude, we use to Proposition 4.3.12 to see that the M×M matrix with ( j,k) entry
m jk is strictly negative, and so M ≤ k. �

Let P1 and P2 be two-sided quaternionic Pontryagin spaces with the same index, with
associated fundamental symmetries J1 and J2. Given S ∈ Sκ(P1,P2) we denote by

S =

(
S11 S12
S21 S22

)
(8.7)

its block decomposition according to the fundamental decompositions defined by J1 and
J2. In the statement of the following theorem, we denote by I2+ the identity of the positive
space in the fundamental decomposition of P2.

Theorem 8.2.2. Let S ∈ Sκ(P1,P2), defined in an axially symmetric s-domain Ω as in
Lemma 8.2.1, and with decomposition (8.7). Then the function S22 is ?-invertible in Ω,
with the possible exception of a countable number of spheres. Let

A(p) =
(

I2+ S12(p)
0 S22(p)

)
and Σ(p) =

(
S11−S12 ?S−?22 ?S21 S12 ?S−?22

S−?22 ?S21 S−?22

)
(p). (8.8)

Then,

J2 ?ϕ(p,q)−S(p)?ϕ(p,q)?r J1S(q)∗ =

= A(p)? (ϕ(p,q)−Σ(p)?ϕ(p,q)?r Σ(q)∗)?r A(q)∗,
(8.9)

and the kernel
ϕ(p,q)−Σ(p)?ϕ(p,q)?r Σ(q)∗ (8.10)

has a finite number of negative squares on the domain of definition of Σ in Ω and hence
has a slice hyperholomorphic extension to the whole of the right half-space, with the
possible exception of a finite number of spheres.

The function Σ is called the Potapov-Ginzburg transform of S; see e.g. [48, (i), p. 25].

Proof of Theorem 8.2.2. To show that S22 is ?-invertible, we note that

(
0 I

)
(J2 ?ϕ(p,q)−S(p)?ϕ(p,q)?r J1S(q)∗)

(
0
I

)
= S22(p)?ϕ(p,q)?r S22(q)∗−ϕ(p,q)Im.

This last kernel has therefore a finite number of negative squares, and Lemma 8.2.1 allows
to conclude that S22 is ?-invertible, and the definition of the Potapov-Ginzburg transform
makes sense.
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When p and q are real, the ?-product is replaced by the pointwise product and the (8.9)
then follow from [47, p. 156]. The case of p ∈ Ω follows by slice hyperholomorphic
extension. The claim on the number of negative squares of (8.10) follows

ϕ(p,q)−Σ(p)?ϕ(p,q)?r Σ(q)∗ =

= A(p)−? ? (J2 ?ϕ(p,q)−S(p)?ϕ(p,q)?r J1 ?S(q)∗)?r (A(q)∗)−?r ,

(8.11)

and from an application of [35, Proposition 5.3]. �

8.3 Schur and generalized Schur functions of the ball

In this section we study generalized Schur functions of the ball, and in particular char-
acterize them in terms of realization (see Theorem 8.3.6). We first show that there exist
indeed generalized Schur functions (see Theorem 8.3.1). In the section, as in the whole
book, expressions such as C ? (I − pA)−? (where A acts on a right-sided quaternionic
vector space) are understood as in Proposition 7.4.2.

Theorem 8.3.1. Let P1 and P2 be two-sided quaternionic Pontryagin spaces of the
same index, and let P be a right-sided quaternionic Pontryagin space. Assume that the
operator matrix

U =

(
A B
C D

)
:
(

P
P1

)
→
(

P
P2

)
(8.12)

is a Pontryagin-space contraction. Then the function

S(p) = D+ pC ? (IP − pA)−?B (8.13)

is slice hypermeromorphic in B and belongs to Sκ(P1,P2,B), where κ ≤ ind(P).

Definition 8.3.2. The representation (8.13) is called a realization of the function S. A
realization is called contractive, isometric, coisometric or unitary if the corresponding
colligation operator U is contractive, isometric, coisometric or unitary.

Theorem 8.3.1 thus asserts that there exist generalized Schur functions with contractive
realizations. The fact that every generalized Schur function has a coisometric realization
will be proved in Theorem 8.3.6. In the Hilbert space setting, unitary realizations are
considered in Theorem 8.4.10.

Proof of Theorem 8.3.1: We divide the proof in a number of steps. We first prove that S is
a generalized Schur function defined in a neighborhood of the origin. We then show that
it is in fact slice hypermeromorphic.

STEP 1: The function S given by (8.13) belongs to some class Sκ(P1,P2,B).
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The operator A is bounded and thus the function C ? (IP − pA)−? is an operator-valued
function slice hyperholomorphic in some axially symmetric neighborhood Ω of the origin.
We now show that for S of the form (8.13), the associated kernel equals

KS(p,q)=C ? (IP − pA)−?(C ? (IP −qA)−?)[∗]︸ ︷︷ ︸
has at most (indP) negative squares

+
∞

∑
n=0

Λn(p)(I−UU [∗])Λn(q)[∗]︸ ︷︷ ︸
positive kernel since U is contractive

, (8.14)

where p,q ∈Ω, and

Λn(p) = pn (pC ? (IP − pA)−? IP2

)
.

Let X(p,q) denote the left side of (8.14). To show that X(p,q) = KS(p,q) we show that

X(p,q)− pX(p,q)q = IP2 −S(p)S(q)[∗]. (8.15)

The result will follow since this equation has a unique solution for any given p,q ∈Ω, as
is seen by iterating it. We can define:

Γ(p) =C ? (IP − pA)−?. (8.16)

Since pΛn(p) = Λn+1(p) and

pΓ(p)A+C = Γ(p)? p+C =C ? (IP − pA)−? ? (pA+ IP − pA) = Γ(p),

we have:

X(p,q)− pX(p,q)q = Γ(p)Γ(q)[∗]− pΓ(p)Γ(q)[∗]q+Λ0(p)Λ0(q)[∗]

= Γ(p)Γ(q)[∗]− pΓ(p)Γ(q)[∗]q+ pΓ(p)Γ(q)[∗]q+ IP2−

−
(

pΓ(p)A+C pΓ(p)B+D
)(

qΓ(q)A+C qΓ(q)B+D
)[∗]

= Γ(p)Γ(q)[∗]+ IP2 −Γ(p)Γ(q)[∗]− (pΓ(p)B+D)(qΓ(q)B+D)[∗]

= IP2 −S(p)S(q)[∗]

since S(p) = pΓ(p)B+D.

STEP 2: The function S defined by (8.13) in an axially symmetric domain containing the
origin admits a uniquely defined slice hypermeromorphic extension to B.
We first suppose that P1 and P2 are Hilbert spaces. Then A is a contraction in the Pon-
tryagin space P(S). Thus, it admits a maximal strictly negative invariant subspace, say
M (see [165, Theorem 1.3.11] for the complex case and Theorem 5.7.9 for the quater-
nionic case). Writing

P(S) = M [+]M [⊥],

the operator matrix representation of A is upper triangular with respect to this decompo-
sition where

B =

(
A11 A12
0 A22

)
.
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The operator A22 is a contraction from the Hilbert space M [⊥] into itself, and so the oper-
ator (IM [⊥]− pA) is invertible for every p ∈ B. The operator A11 is a contraction from the
finite dimensional anti-Hilbert space M onto itself, and so has right eigenvalues outside
the open unit ball. So the operator I− pA11, is invertible in B, at the possible exception
of a finite number of sphere since, see [276, Corollary 5.2, p. 39], a n× n quaternionic
matrix has exactly n right eigenvalues (counting multiplicity) up to equivalence (in other
words, it has exactly n spheres of eigenvalues). Thus S has only a finite number of sphere
of poles in B.

The case where P1 and P2 are Pontryagin spaces (of the same index) follows from the
definition of the Potapov-Ginzburg transform.

�

As a direct corollary of (8.14) we have:

Corollary 8.3.3. In the notation of the previous theorem:
(1) It holds that

KS(p,q) =
∞

∑
n=0

pn
(

IP2 −S(p)S(q)[∗]
)

qn, (8.17)

where p,q run through the points in B at which S is hyperholomorphic.
(2) If U is moreover coisometric we have

C ? (IP − pA)−?(C ? (IP −qA)−?)[∗] =
∞

∑
n=0

pn
(

IP2 −S(p)S(q)[∗]
)

qn. (8.18)

Proof. To prove the first claim it suffices to iterate (8.14). The sum converge since IP2 −
S(p)S(q)[∗] is a bounded operator and p,q ∈ B. The second formula is then clear. �

We note that (8.15) suggests an equivalent definition of the class Sκ(P1,P2,B). The
function S slice hyperholomorphic in some axially symmetric open subset Ω of B con-
taining the origin is a generalized Schur function if there is a B(P2)-valued function
K(p,q) with a finite number of negative squares in Ω and such that

IP2 −S(p)S(q)[∗] = K(p,q)− pK(p,q)q, p,q ∈Ω. (8.19)

This equation can be rewritten as an equality

IP2 + pK(p,q)q = K(p,q)+S(p)S(q)[∗], p,q ∈Ω,

which induce an isometry between Pontryagin spaces of same index. This idea is called
the lurking isometry method; see [89].

In Theorem 8.3.6 we associate to a generalized Schur function a coisometric realization.
We adapt the arguments of [47] (see in particular p. 50 there) to the present setting and
follow the paper [32]. The strategy of the proof is as follows. Let S be a Schur multiplier,
defined on the set Ω, and let P(S) be the associated reproducing kernel quaternionic
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Pontryagin space of P2-valued functions and with reproducing kernel KS(p,q). As in the
classical case, we want to show that P(S) is the state space, in the present setting, of a
coisometric realization of S. We define a densely defined linear relation R in (P(S)⊕
P2)× (P(S)⊕P1). We show that this relation is isometric. Using the quaternionic
version of a theorem of Shmulyan (see Theorem 5.7.10), we see that R extends to the
graph of a contraction between Pontryagin spaces of same index. The adjoint of this
contraction gives the realization of S.

Before stating the theorem we give two definitions.

Definition 8.3.4. Let S∈ Sκ(P1,P2,B). The reproducing kernel Pontryagin space P(S)
of P2-valued functions with reproducing kernel KS is called the de Branges-Rovnyak
space associated with S.

Definition 8.3.5. The realization is called observable (or, closely outer-connected) if the
pair (C,A) is observable.

The de Branges-Rovnyak space serves as state space in a closely outer-connected coiso-
metric realization, as is explained in the following theorem. There exist also isometric
and unitary realizations in terms of de Branges-Rovnyak spaces, but we will not consider
them here.

Theorem 8.3.6. Let P1 and P2 be two-sided quaternionic Pontryagin space of the
same index, say k, and let Ω be an axially symmetric domain containing the origin. The
B(P1,P2)-valued function S slice hyperholomorphic in Ω is the restriction to Ω of a
uniquely defined generalized Schur function if and only if it there is a right Pontryagin
space P and a coisometric operator matrix(

A B
C D

)
: P⊕P1 −→P⊕P2 (8.20)

such that
S(p) = D+ pC ? (IP − pA)−?B. (8.21)

The realization is unique up to a unitary similarity operator when the pair (C,A) is ob-
servable.

Conversely, any function of the form (8.21) belongs to a class Sκ ′(P1,P2,B) for some
κ ′ ≤ κ , and κ = κ ′ when the realization is closely outer-connected, that is when the pair
(C,A) is observable.

Outline of the proof of Theorem 8.3.6: Consider the linear relation R defined by the right
linear span in (P(S)⊕P2)× (P(S)⊕P1) of the elements of the form{(

KS(p,q)qu
qv

)
,

(
(KS(p,q)−KS(p,0))u+KS(p,0)qv

(S(q)[∗]−S(0)[∗])u+S(0)[∗]qv

)}
, (8.22)

with p ∈Ω and u,v ∈P2. Note that the definition of (8.22) takes into account that P2 is
in particular left-sided.
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We claim that the relation R is densely defined and isometric. It will follow that R can
be extended in a unique way to the graph of an isometric operator from (P(S)⊕P2)
into (P(S)⊕P1). This operator (or more precisely its adjoint) will give the realization.
We first prove some preliminary lemmas and then give the proof of the theorem along the
above lines.

Lemma 8.3.7. The relation R is isometric and densely defined.

Proof. We first check that the linear relation is isometric. We want to prove that

[KS(p,q1)q1u1,KS(p,q2)q2u2]P(S)+[q1v1,q2v2]P2 =

= [(KS(p,q1)−KS(p,0))u1,(KS(p,q2)−KS(p,0))u2]P(S)+

+[KS(p,0)q1v1,(KS(p,q2)−KS(p,0))u2]P(S)+

+[(KS(p,q1)−KS(p,0))u1,KS(p,0)q2v2]P(S)+

+[KS(p,0)q1v1,KS(p,0)q2v2]P(S)

+[(S(q1)
[∗]−S(0)[∗])u1,(S(q2)

[∗]−S(0)[∗])u2]P1+

+[(S(q1)
[∗]−S(0)[∗])u1,S(0)[∗]q2v2]P1+

+[S(0)[∗]q1v1,(S(q2)
[∗]−S(0)[∗])u2]P1+

+[S(0)[∗]q1v1,S(0)[∗]q2v2]P1

(8.23)

for all choices of u1,u2,v1,v2 ∈P2 and q1,q2 in Ω. Note that the above expressions make
sense since P2 is assumed two-sided. This equality is equivalent to check four equalities
(the last two equalities are really equivalent, and so it is only necessary to check one of
them), namely

[KS(p,q1)q1u1,KS(p,q2)q2u2]P(S)

= [(KS(p,q1)−KS(p,0))u1,(KS(p,q2)−KS(p,0))u2]P(S)+

+[(S(q1)
[∗]−S(0)[∗])u1,(S(q2)

[∗]−S(0)[∗])u2]P1

[q1v1,q2v2]P2 = [KS(p,0)q1v1,KS(p,0)q2v2]P(S)

0 = [KS(p,0)q1v1,(KS(p,q2)−KS(p,0))u2]P(S)+

+[S(0)[∗]q1v1,(S(q2)
[∗]−S(0)[∗])u2]P1

0 = [(KS(p,q1)−KS(p,0))u1,KS(p,0)q2v2]P(S)+

[(S(q1)
[∗]−S(0)[∗])u1,S(0)[∗]q2v2]P1 .

(8.24)

These equalities in turn are readily verified using the reproducing kernel property. We
check the first one and leave the others to the reader. We thus want to check that

[KS(q2,q1)q1u1,q2u2]P2 = [KS(q2,q1)u1,u2]P2 − [KS(q2,0)u1,u2]P2−
− [KS(0,q1)u1,u2]P2 +[KS(0,0)u1,u2]P2+

+[(S(q1)
[∗]−S(0)[∗])u1,(S(q2)

[∗]−S(0)[∗])u2]P1 .
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Using property (5.4) of the inner product in P2, this is equivalent to prove that

q2KS(q2,q1)q1 = KS(q2,q1)−KS(q2,0)−KS(0,q1)+

+KS(0,0)+(S(q2)−S(0))(S(q1)
[∗]−S(0)[∗]).

This is a direct consequence of (8.1).

To check that R has dense domain, let ( f ,w) ∈P(S)×P2 be orthogonal to the domain
of R. Then, using the reproducing kernel property and property (5.4) in P2 we have

[q f (q),u]P2 +[w,v]P2 = 0, ∀q ∈Ω, and u,v ∈P2.

This forces w = 0 and f (p) = 0 for p 6= 0. Since the kernel is slice hyperholomorphic in
p and q we get that f (0) = 0 too. �

By Shmulyan’s theorem (see Theorem 5.7.10) R extends to the graph of an everywhere
defined isometry. Let us denote by(

A B
C D

)[∗]
:
(

P(S)
P2

)
−→

(
P(S)
P1

)
(8.25)

its extension to all of P(S)⊕P2.

Lemma 8.3.8. The following formulas hold:

(A f )(p) =

{
p−1( f (p)− f (0)), p 6= 0
f1, p = 0,

(Bv)(p) =

{
p−1(S(p)−S(0))v, p 6= 0
s1v, p = 0,

C f = f (0),
Dv = S(0)v.

(8.26)

Proof. We first compute the operator A. Let q ∈Ω and u ∈P2. We have

A[∗](KS(·,q)q)u = (KS(·,q)−KS(·,0))u.

Hence, for f ∈P(S) it holds that:

[ f ,A[∗](KS(·,q)q)u]P(S) = [ f ,(KS(·,q)−KS(·,0))u]P(S)

= [u,( f (q)− f (0))]P2 ,

on the one hand, and

[ f ,A[∗](KS(·,q)q)u]P(S) = [A f ,KS(·,q)qu]P(S)

= [qu,(A f )(q)]P2 ,
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on the other hand. Hence
q(A f )(q) = f (q)− f (0).

Similarly we have
B[∗](KS(·,q)qu) = (S(q)[∗]−S(0)[∗])u,

so that we can write for v ∈P1 on the one hand

[v,B[∗](KS(·,q)qu)]P1 = [(S(q)−S(0))v,u]P2 ,

and on the other hand

[v,B[∗](KS(·,q)qu)]P1 = [Bv,KS(·,q)qu]P(S) = [q(Bv)(q),u]P2 ,

and hence the formula for B. To compute C we note that

C[∗](qu) = KS(·,0)qu

for every q and u ∈P2. So, for f ∈P(S) we have:

[pC f ,u]P2 = [C f , pu]P2

= [ f ,KS(·,0)qu]P(S)

= [q f (0),u]P2

and hence C f = f (0). Finally, it is clear that D = S(0). �

With these results at hand we turn to the proof of the realization theorem.

Proof of Theorem 8.3.6:

STEP 1: A function S ∈ Sκ(P1,P2,B) admits a realization of the required form.

Starting from a function S ∈ Sκ(P1,P2,B) we build the operator matrix (8.26) (note the
pair (C,A) in is closely outer connected). Since 0 ∈ Ω the elements of P(S) are slice
hyperholomorphic at the origin, a function f ∈P(S) admits a power series expansion

f (p) =
∞

∑
n=0

pn fn.

We have the formulas
fn =CAn f , n = 0,1,2, . . .

so that
f (p) =C ? (I− pA)−? f , f ∈P(S).

Applying these formulas to the function Bu, where u ∈P1, we obtain

(S(p)−S(0))u = pC ? (I− pA)−?Bu,
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which is the required realization.

The converse statement follows from Theorem 8.3.1 since S is given by a realization of
the form (8.21), the associated operator matrix being coisometric. For the same reason
the following step also follows from that theorem.

STEP 2: A function S ∈ Sκ(P1,P2,B) admits a slice hypermeromorphic extension to B.

STEP 3: The realization (8.21) is unique up to a unitary similarity operator when the pair
(C,A) is assumed observable.
Let (

A1 B1
C1 D1

)
: P⊕P1 −→P⊕P2

and (
A2 B2
C2 D2

)
: P ′⊕P1 −→P ′⊕P2

be two closely outer-connected coisometric realizations of S, with state spaces right quater-
nionic Pontryagin spaces P and P ′ respectively. From (8.18) we have

U1(p)(U1(q))[∗] =U2(p)(U2(p))[∗],

where U1 and U2 are built as in (8.12) from the present realizations. It follows that

C1An
1(A

m
1 )

[∗]C[∗]
1 =C2An

2(A
m
2 )

[∗]C[∗]
2 , ∀n,m ∈ N0.

In view of the presumed outer-connectedness, the relation in P×P ′ defined by

((A[∗]
1 )mC[∗]

1 u,(A[∗]
2 )mC[∗]

2 u), u ∈H, m ∈ N0,

is a densely defined isometric relation with dense range. It is thus the graph of a unitary
map U such that:

U
(
(A[∗]

1 )mC[∗]
1 u
)
= (A[∗]

2 )mC[∗]
2 u, m ∈ N0, and u ∈H.

Setting m = 0 leads to UC[∗]
1 =C[∗]

2 , that is

C1 =C2U. (8.27)

With this equality, writing

(UA[∗]
1 )((A[∗]

1 )mC1) = A[∗]
2 (A[∗]

2 )mC[∗]
2 = A[∗]

2 UU [∗](A[∗]
2 )mC[∗]

2 = (A[∗]
2 U)((A[∗]

1 )mC1),

and taking into account that both pairs (C1,A1) and (C2,A2) are closely outer-connected,
we obtain A1U∗ =U∗A2, that is

UA1 = A2U. (8.28)
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Since clearly D1 = D2 = S(0), it remains only to prove that UB1 = B2. This follows from
the equalities (where we use (8.27) and (8.28))

Sn =C1An−1
1 B1 =C2An−1

2 B2 =C1An−1
1 U∗B2, n = 1,2, . . .

and from the fact that (C1,A1) is closely outer connected. �

We note that we have followed the arguments in [47] suitably adapted to the present case.
In particular the proof of the uniqueness is adapted from that of [47, Theorem 2.1.3, p. 46].

As a corollary of Theorem 8.3.6 we have:

Corollary 8.3.9. In the notation and with the hypothesis of Theorem 8.3.6, let S be in
Sκ(P1,P2,B). Then,

[R0 f ,R0 f ]P(S) ≤ [ f , f ]P(S)− [ f (0), f (0)]P2 , f ∈P(S). (8.29)

Proof. Consider the backward-shift realization (8.26). Since the corresponding matrix U
is a coisometry between Pontryagin spaces of the same index, the adjoint U [∗] is also a
contraction (see Theorem 5.7.8) and we have

A∗A+C∗C ≤ IP2

which is (8.29) since A = R0 and C is the point evaluation at the origin. �

The converse statement holds. Inequality (8.29) does characterizes the P(S) spaces. See
Section 8.6.

Theorem 8.3.6 gives a characterization of all Schur multipliers. A simple example is given
by the choice (

A B
C D

)
=

(
a

√
1−|a|2√

1−|a|2 −a

)
,

where a ∈ B. The corresponding Schur multiplier sa(p) is

sa(p) =−a+(1−|a|2)p(1− pa)−? = (p−a)? (1− pa)−?,

and is the counterpart, up to right unitary multiplicative factor, of the elementary Blaschke
factor (6.42) introduced in Section 6.3. The corresponding space P(sa) is one dimen-
sional and spanned by the function (1− pa)−?.

In the next section we focus on the Hilbert space case, and, as a transition, we conclude
this section with a result from the Hilbert space setting. In the statement and proofs we
stick to the Pontryagin space notations.
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Proposition 8.3.10. Assume that κ = 0 and that both P1 and P2 are Hilbert spaces.
The reproducing kernel KS can be written as

[KS(p,q)u,v]P2 = [(C ? (I− pA)−?)[∗]u , (C ? (I−qA)−?)[∗]v]P(S)

= [

(
∞

∑
n=0

pnCAnA[∗]nC∗qn

)
u,v]P2 .

(8.30)

Proof. Indeed, A is now a contraction in a Hilbert space, and both KS(p,q) and

U(p)(U(q))[∗] =

(
∞

∑
n=0

pnCAnA[∗]nC[∗]qn

)

satisfy equation (8.19):
X− pXq = IP2 −S(p)S(q)[∗].

�

Finally we conclude this section with an easy corollary of equation (8.19). The proof is a
direct consequence of the definition, or using the previous proposition (although here we
are in the Pontryagin space setting) since the spectral radius of A is strictly less than 1.

Corollary 8.3.11. Let S ∈ Sκ(P1,P2,B), and let p1, . . . , pN ∈ B be points in the neigh-
borhood of which S is slice hyperholomorphic. Let

A = diag(p1IP2 , . . . , pNIP2), C =

(
IP2 IP2 · · · IP2

S(p1)
[∗] S(p2)

[∗] · · · S(pN)
[∗]

)
,

and

J0 =

(
IP2 0
0 −IP1

)
.

Then the block operator matrix with (u,v) entry equal to KS(pu, pv), u,v = 1, . . . ,N is the
unique solution of the equation

X−A[∗]XA =C[∗]J0C

8.4 Contractive multipliers, inner multipliers and Beurling-
Lax theorem

In this section we specialize the results of Section 8.3 in the case where both P1 and P2
are two-sided quaternionic Hilbert spaces (we will denote these spaces now by H1 and
H2) and κ = 0, that is the space P(S) is a Hilbert space, which we now denote by H (S).
Furthermore we use the notation A∗ rather than A[∗] for the adjoint of an operator between
quaternionic Hilbert spaces.
There are three main differences with the non positive case.
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(1) First, there is the characterization of Schur functions as contractive multipliers (with
respect to the ?-product) betwen Hardy spaces.

(2) Next, and in a way analogous to the classical case, positivity implies slice hyper-
holomorphicity. In the case of negative squares, one has to assume the function
hyperholomorphic in some domain to begin with, in order to insure a slice hyper-
meromorphic extension (see Theorem 8.3.6).

(3) Finally we can give a Beurling-Lax theorem. See Theorem 8.4.12.

Definition 8.4.1. Let H1 and H2 be two-sided quaternionic Hilbert spaces. The B(H1,H2)-
valued function S slice-hyperholomorphic in B is called a Schur multiplier if the multi-
plication operator

MS : f 7→ S? f (8.31)

is a contraction from H2
H1

(B) into H2
H2

(B).

We denote by S(H1,H2,B) the set of B(H1,H2)-valued Schur multipliers. The follow-
ing result has been proved in [33] in the case H1 = H2 = H. It allows to connect the
classes defined in the previous section to S(H1,H2,B), and show that

S0(H1,H2,B) = S(H1,H2,B). (8.32)

The proof of the general case goes in the same way, and we only recall the main ideas.

Theorem 8.4.2. The B(H1,H2)-valued function S defined in B is a Schur multiplier if
and only if the B(H2,H2)-valued kernel

KS(p,q) =
∞

∑
n=0

pn(IH2 −S(p)S(q)∗)qn (8.33)

is positive definite on B.

Proof. In one direction one uses the formula

(M∗S(K(·,q)u))(p) =
∞

∑
n=0

pnS(q)∗qnu.

In the other direction, using the positivity of the kernel (8.33) one builds the relation RS
in H2

H2
(B)×H2

H1
(B) spanned by the pairs(

∞

∑
n=0

pnqnu ,
∞

∑
n=0

pn(S(q))∗qnu

)
, q ∈ B, and u ∈H2. (8.34)

The domain of RS is dense, and the positivity of the kernel implies that RS is a contraction.
Thus RS extends to the graph of an everywhere defined contraction, whose adjoint is MS.
In particular Sv ∈ H2

H2
for every v ∈H1, and so S is slice hyperholomorphic. �
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In general a Schur multiplier will not take contractive values, as the example (see also
(9.30)), where more details are given)

U(p) =
1√
2

(
1 i
i 1

)
?

(
p 0
0 1

)
=

1√
2

(
p i
pi 1

)
shows. The operator of slice multiplication by U is an isometry from H2(B)×H2(B) into
itself, but U does not take contractive, let alone unitary, values on the unit sphere. Indeed
for p of modulus 1 one has:

U(p)U(p)∗ =
(

1 i−pip
2

pip−i
2 1

)
.

For instance the choice p = j leads to

U( j)U( j)∗ =
(

1 i
−i 1

)
,

which is not unitary. More generally

U(p)U(p)∗− I2 =

(
0 1 i−pip

2
pip−i

2 0

)
,

which is a signed matrix.
On the other hand one has:

Corollary 8.4.3. Let S be a Schur multiplier. Then ‖S(x)‖ ≤ 1 for x ∈ (−1,1).

Proof. It suffices to set p = q = x ∈ (−1,1) in (8.33). �

The following theorem strengthens Theorem 8.4.2, and implies in particular that a func-
tion defined in B but for which the kernel KS is positive, is in fact slice hyperholomorphic.
Recall that such a result does not hold in the case of negative squares, as the example

s(z) =

{
0, z 6= 0
1, z = 0

already shows in the case of complex numbers; see for instance [47, p. 82].

Theorem 8.4.4. Let S be a B(H1,H2)-valued function defined in an open subset Ω⊂ B.
Assume that the kernel KS is positive in Ω. Then, S extends to a Schur multiplier.

Proof. The relation (8.34), with q ∈Ω and u ∈H2, is densely defined and contractive in
H2

H2
(B)×H2

H1
(B). It extends to the graph of a contraction, say X , whose adjoint is given

by the formula

X∗
(

∞

∑
n=0

pnqnd

)
= pnS(p)qnd, q ∈Ω, d ∈H1.



200 Chapter 8. Reproducing kernel spaces and realizations

The choice q = 0 gives
X∗(d) = S(p)d,

and so S(p)d is the restriction to Ω of a function slice hyperholomorphic in B. Denoting
still by S this extension, the fact that X is a contraction implies that S is a Schur multiplier.

�

Remark 8.4.5. We note that Theorem 8.4.4 gives in fact a necessary and sufficient condi-
tion for a Schur multiplier to exist with preassigned values in a given set Ω.
Using the Potapov-Ginzburg transform we have:

Theorem 8.4.6. Let P1 and P2 be two quaternionic Pontryagin spaces of the same
index, and let S be a B(P1,P2)-valued function defined in an open subset Ω⊂B. Assume
that the kernel KS is positive in Ω. Then, S has a uniquely defined slice hypermeromorphic
extension to B.

Remark 8.4.7. The set Ω in the previous theorems need not be open, or even need not
have an accumulation point. Then, the asserted extension is unique.
As we have already seen, for every contractive multiplier S ∈ S(H1,H2,B), the associ-
ated de Branges-Rovnyak space H (S) is contractively included in H2

H2
(B). It is natural

to ask for what contractive multipliers S the space H (S) is isometrically included in
H2

H2
(B). The answer is given in Theorem 8.4.9 below.

Definition 8.4.8. The Schur multiplier S ∈ S(H1,H2,B) is called inner if the multipli-
cation operator MS : H2

H1
(B)→ H2

H2
(B) defined in (8.31) is a partial isometry and it is

called strongly inner if MS is an isometry.

Theorem 8.4.9. Let S be in S(H1,H2,B). The following are equivalent:

(1) S is inner.

(2) The de Branges-Rovnyak space H (S) is isometrically included in H2
H2

(B).

(3) S admits a coisometric realization

S(p) = D+ pC ? (IH (S)− pA)−?B = D+
∞

∑
k=0

pk+1CAkB (8.35)

with isometric pair (A,C) and strongly stable state space operator A.

Proof. Let S be a contractive multiplier and let H (S) be the associated de Branges-
Rovnyak space. For any h ∈ H2

H2
(B), we have

‖(I−MSM∗S)h‖2
H (S) = 〈(I−MSM∗S)h, h〉H2

H2
(B), (8.36)

‖(I−MSM∗S)h‖2
H2

H2
(B) = 〈(I−MSM∗S)h, (I−MSM∗S)h〉H2

H2
(B), (8.37)

where (8.36) follows from (5.19).
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If S is inner, then the multiplication operator MS : H2
H1

(B)→H2
H2

(B) is a partial isometry.
Then the operators MSM∗S and IH2

H2
(B)−MSM∗S are orthogonal projections. Then the inner

products in the right side in (8.37) are equal and we conclude that the norms of H (S)
and H2

H2
(B) coincide on all elements of the form (I −MSM∗S)h. Since these elements

are dense in H (S) (see Proposition 5.9.5), the latter space is isometrically included in
H2

H2
(B).

Conversely, if H (S) is isometrically included in H2
H2

(B), then the left hand side norms in
(8.37) are equal, so that the right side inner products are also equal. Since they are equal
for every h ∈H2

H2
(B), we conclude that I−MSM∗S is an orthogonal projection so that MS

is a partial isometry, so that S is inner. We thus showed the equivalence (1)⇔ (2).

To prove the implication (2)⇒ (3), let us assume again that H (S) is isometrically in-
cluded in H2

H2
(B) and let us consider the backward shift (coisometric) realization of S

with operators A, B, C, D defined as in (8.26). In the current situation, A is strongly stable
and the pair (C,A) is isometric (see the proof of Theorem 7.6.12).

Finally, let S admit a realization as in part (3). Since the realization is coisometric, KS(p,q)=
KC,A(p,q) by formula (8.14). Therefore H (S)=H (KC,A)= ranOC,A and the latter space
is isometrically included in H2

H2
(B) (by Theorem 7.6.12) since A is strongly stable and

the pair (C,A) is isometric. This proves the implication (3)⇒ (2) and completes the proof
of the theorem. �

Theorem 8.4.10. A Schur multiplier S ∈ S(H1,H2,B) is strongly inner if and only if it
admits a unitary realization (8.35) with a strongly stable state space operator A.

Proof. Since S is strongly inner, it is also inner and then by Theorem 8.4.9, it admits
a coisometric realization (8.35) with state space X and with isometric pair (A,C) and
strongly stable state space operator A. We thus have that the colligation operator (8.12) is
coisometric. Let us show that it is also isometric. The latter is equivalent to the following
three equalities:

A∗A+C∗C = IX , A∗B+C∗D = 0, B∗B+D∗D = IH2 . (8.38)

The first equality holds since the pair (C,A) is isometric. Since the operator

I−U∗U =

(
I−A∗A−C∗C −A∗B−C∗D
−B∗A−D∗C I−B∗B−D∗D

)
is positive semidefinite and the (1,1)-block entry equals zero, the off-diagonal block also
equals zero which gives the second equality in (8.38). Recall that GC,A = IX by Remark
7.6.7 (since the pair (C,A) is isometric and A is strongly stable). Since the operator MS is
an isometry from H2

H1
(B) to H2

H2
(B), we have in particular,

‖Su‖2
H2

H2
(B) = ‖u‖

2
H1

for every u ∈H1. (8.39)
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Making use of (8.35) and the definition of the inner product in H2
H2

(B), and taking into
account that GC,A = IX , we get

‖Su‖2
H2

H2
(B) = ‖Du‖2

H1
+

∞

∑
k=0
‖CAkBu‖2

H2

= 〈D∗Du, u〉H1 +
∞

∑
k=0
〈B∗A∗kC∗CAkBu, u〉H1

= 〈D∗Du, u〉H1 +

〈
B∗
(

∞

∑
k=0

A∗kC∗CAk

)
Bu, u

〉
H1

= 〈(D∗D+B∗B)u, u〉H1 .

Combining the latter equality (holding for every u∈H1) with (8.39) gives the third equal-
ity in (8.38). Thus, the colligation operator U is isometric and therefore (since it is coiso-
metric from the very beginning) it is unitary. This completes the proof of the “only if”
part.

To prove the “if” part, let us assume that S admits a unitary realization (8.35) with a
strongly stable state space operator A. Then GC,A = IX (by Remark 7.6.7) and equality
(8.39) holds due to the third relation in (8.38). Moreover, since Mp acts as an isometry on
H2

H2
(B) we actually have

‖Mk
pSu‖2

H2
H2

(B) = ‖M
k
pu‖2

H1
for all u ∈H1, k ≥ 0. (8.40)

Let us show that Mn
pSu is orthogonal (in H2

H2
(B)) to Mm

p Sv for every u,v ∈H1 and any
nonnegative integers m 6= n. Assuming without loss of generality that n > m we get, again
making use of (8.35),

〈Mn
pSu, Mm

p Sv〉H2
H2

(B) = 〈CAn−m−1Bu, Dv〉H2 +
∞

∑
j=0
〈CAn−m+ jBu,CA jBv〉H2

= 〈D∗CAn−m−1Bu, v〉H1 +

〈
B∗
(

∞

∑
j=0

A∗ jC∗CA j

)
An−mBu, v

〉
H1

=
〈
(D∗C+B∗GC,AA)An−m−1Bu,v

〉
H1

= 0 (8.41)

where we used the second relation in (8.38) and equality GC,A = IX for the last step.

Let us now take a quaternionic polynomial f (p) =
N

∑
j=0

p ju j with the coefficients u j ∈H1.
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Then we have by (8.40) and (8.41),

‖S? f‖2
H2

H2
(B) =

∥∥∥∥∥ ∞

∑
j=0

M j
pSu j

∥∥∥∥∥
2

H2
H2

(B)

=
∞

∑
j=0

∥∥M j
pSu j

∥∥2
H2

H2
(B) =

∞

∑
j=0
‖u j‖2

H1
= ‖ f‖2

H2
H1

(B).

Since polynomials are dense in H2
H1

(B), the equality ‖S ? f‖2
H2

H2
(B) = ‖ f‖2

H2
H1

(B) holds

for every f ∈ H2
H1

(B). Therefore, the operator MS : H2
H1

(B)→ H2
H2

(B) is isometric so
that the Schur multiplier S is inner. �

Corollary 8.4.11. Let N be a right quaternionic Hilbert space which is isometrically
included in H2

H2
(B) and which is M∗p-invariant. Then there exists a two sided quater-

nionic Hilbert space H1 and a strongly inner multiplier S ∈ S(H1,H2,B) such that
N = H (S).

Proof. Define the operators A : N →N and C : N →H2 by formulas (7.53). Then A
is strongly stable and the pair (C,A) is isometric (see the proof of Theorem 8.4.9). For
this pair we have N = RanOC,A = H (KC,A), by Theorem 7.6.12. Extend the isometric

operator
(

A
C

)
: N →N ⊕H2 to a unitary operator U of the form (8.12). By Theorem

5.3.11, there exists an injective operator
(

B
D

)
: N →N ⊕H2 solving the factorization

problem (
B
D

)(
B∗ D∗

)
=

(
IN 0
0 IH2

)
−
(

A
C

)(
A∗ C∗

)
.

We then define S by formula (8.35). Then S is a strongly inner multiplier by Theorem 8.4.9
and equality KS(p,q)=KC,A(p,q) holds since U is unitary. Thus N =H (KC,A)=H (S)
as we wanted. �

We now turn to the Beurling-Lax theorem.

Theorem 8.4.12. Let M be a closed Mp-invariant subspace of H2
H2

(B) . Then there exists
a right quaternionic Hilbert space H1 and a strongly inner multiplier S ∈ S(H1,H2,B)
such that M = S?H2

H1
(B).

Proof. The orthogonal complement M⊥ is M∗p-invariant. By Corollary 8.4.11, there is a
right quaternionic Hilbert space H1 and a strongly inner multiplier S ∈ S(H1,H2,) such
that M⊥=H (S). Since MSM∗S and I−MSM∗S are both orthogonal projections in H2

H2
(B),

it follows that the orthogonal complement of M⊥ = H (S) is M = S?H2
H1

(B). �
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8.5 A theorem on convergence of Schur multipliers
Taking a converging subsequence of bounded analytic functions from a given sequence
of such functions is an important tool in Schur analysis. Unfortunately, Montel’s theorem
does not hold in the case of vector-valued function. Still we can obtain such a subsequence
in our setting, using the Banach-Alaoglu theorem and the metrizability of the closed unit
ball of B(H1,H2). See Chapter 5 for the latter results. This is the topic of the present
section. The main result, Theorem 8.5.1, plays an important role in the sequel in the
interpolation problem for operator-valued Schur multipliers.

Theorem 8.5.1. Let H1 and H2 be two-sided quaternionic Hilbert spaces, and let (Sn)n∈N
be a sequence of Schur multipliers in S(H1,H2,B). Then there is S ∈ S(H1,H2,B) and
a subsequence (nk)k∈N such that MSnk

tends to MS in the weak operator topology, that is:

lim
k→∞
〈MSnk

f ,g〉H2
H2

(B) = 〈MS f ,g〉H2
H2

(B),

for every f ∈ H2
H1

(B) and g ∈ H2
H2

(B). In particular, for every p ∈ B and h1 ∈ H1,
h2 ∈H2,

lim
k→∞
〈Snk(p)h1,h2〉H2 = 〈S(p)h1,h2〉H2 .

Proof. The closed unit ball of B(H1,H2) is weakly compact (see Theorem 5.6.1) and
metrizable (see Theorem 5.6.3) and therefore there exists an operator T ∈ B(H1,H2) of
norm less or equal to 1 and such that, via a subsequence (nk)k∈N

lim
k→∞

MSnk
= T

in the weak operator topology. In particular, for q ∈ B and f ∈ H2
H1

(B) and h2 ∈H2 we
have:

〈(T f )(q),h2〉H2 = 〈T f , IH2(1− pq)−?h2〉H2
H2

(B)

= lim
k→∞
〈Snk ? f ,(IH2 − pq)−?h2〉H2

H2
(B)

= lim
k→∞
〈(Snk ? f )(q),h2〉H2 .

Setting f (p)≡ h1 we have

〈(T h1)(q),h2〉H2 = lim
k→∞
〈Snk(q)h1,h2〉H2 . (8.42)

The B(H1,H2)-valued function S defined by S(q)h1 = (T h1)(q) is slice hyperholomor-
phic. We claim that T = MS. To check this, we first take f to be a polynomial:

f (p) =
N

∑
n=0

pn fn.
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Then, and using the property (5.4) to go from the second to the third line, we have

〈(T f )(q),h2〉= lim
k→∞
〈(Snk ? f )(q),h2〉H2

=
N

∑
n=0

lim
k→∞
〈qnSnk(q) fn,h2〉H2

=
N

∑
n=0

lim
k→∞
〈Snk(q) fn,qnh2〉H2

=
N

∑
n=0
〈T fn(q),qnh2〉H2 ,

where we have used (8.42), and so, using once more (5.4) we can write

〈(T f )(q),h2〉=
N

∑
n=1
〈S(q) fn,qnh2〉H2

=
N

∑
n=1
〈qnS(q) fn,h2〉H2

= 〈(S? f )(q),h2〉H2 .

The case of general f is done by approximation. More precisely, let f ∈ H2
H1

(B), with
power series expansion

f (p) =
∞

∑
n=0

pn fn,

and let fN(p) = ∑
N
n=0 pn fn. Since T is continuous, T fN tends to T f in the norm of

H2
H1

(B), and in particular it tends weakly to T f , and (by taking inner product with
g(p) = IH2(1− pq)−?h2), we have

〈T f (q),h2〉H2 = lim
N→∞
〈T fN(q),h2〉H2

= lim
N→∞

N

∑
n=0
〈qnS(q) fn,h2〉H2

=
∞

∑
n=0
〈qnS(q) fn,h2〉H2 (since the limit exists).

So the weak limit of T fN is
∞

∑
n=0

qnS(q) fn. (8.43)

Since the sequence (T fN)N∈N has a strong limit, (8.43) is the strong limit of T fN and so
is equal to T f , i.e. T f = S? f . �
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8.6 The structure theorem
In Section 8.4 we gave a characterization of closed R0-invariant subspaces of H2

H2
(B),

see Corollary 8.4.11. We also gave a version of the Beurling-Lax theorem; see Theo-
rem 8.4.12. Furthermore, the P(S) spaces were shown in Corollary 8.3.9 to satisfy the
inequality

[R0 f ,R0 f ]P(S) ≤ [ f , f ]P(S)− [ f (0), f (0)]P2 , f ∈P(S).

The theorem below is a converse of this corollary, and is the analog of de Branges’ result
in the slice hyperholomorphic setting, in which the backward-shift operator R0 is now
defined as

R0 f (p) = p−1( f (p)− f (0)) = ( f (p)− f (0))?` p−1.

In order to prove the result, we will be in need of a fact which is direct consequence of
Lemma 6.1.23: if f , g are two left slice hyperholomorphic functions then (see formula
(7.7))

( f ?l g)∗ = g∗ ?r f ∗.

Theorem 8.6.1. Let P2 be a two-sided Pontryagin space, and let M be a Pontryagin
space of index κ , whose elements are P2-valued functions slice hyperholomorphic in a
spherical neighborhood Ω of the origin, and invariant under the operator R0. Assume
moreover that

[R0 f ,R0 f ]M ≤ [ f , f ]M − [ f (0), f (0)]P2 . (8.44)

Then, there exist a Pontryagin space P1 of the same index as P2 and a function S ∈
Sκ(P1,P2,B) such that the elements of M are the restrictions to Ω of the elements of
P(S).

Proof. We follow the proof in [47, Theorem 3.1.2, p. 85]. Let P1 =M ⊕P2, and denote
by C the point evaluation at the origin. We divide the proof into a number of steps.

STEP 1: Let p ∈Ω and f ∈M . Then,

f (p) =C ? (I− pR0)
−? f . (8.45)

STEP 2: The reproducing kernel of M is given by

K(p,q) =C ? (I− pR0)
−? (C ? (I−qR0)

−?)[∗] .
STEP 3: Let E denote the operator

E =

(
R0
C

)
: M −→P2.
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There exist a quaternionic Pontryagin space P1 with indP1 = indP2 , and a bounded right
linear operator T from M into P1 such that

IM −EE [∗] = T [∗]T. (8.46)

Applying (5.45) (see the proof of Theorem 5.7.8) with M = P1 we obtain

ν−(IP2 −EE [∗])+ν−(M ) = ν−(IM −E [∗]E)+ν−(P2).

Equation (8.44) can be rewritten as I−E [∗]E ≥ 0, and in particular ν−(I−E [∗]E) = 0.
Thus

ν−(IP2 −EE [∗]) = ν−(P2),

and we obtain the factorization (8.46) by using Theorem 5.10.6.

We set

T [∗] =

(
B
D

)
: P1 −→M ⊕P2,

and

V =

(
R0 B
C D

)
.

Let us define the function

S(p) = D+ pC ? (IM − pR0)
−?B.

STEP 4: We have that

IP2 −S(p)S(q)[∗] =C ? (I− pR0)
−? ? (I− pq)((I−qR0)

−?)[∗] ?r C[∗].

The computation is as the ones giving formula (8.14). �

8.7 Carathéodory and generalized Carathéodory func-
tions

Formula (1.5) has extension to the case of generalized Carathéodory functions, see the
works [217, 215] of Iohvidov and Krein. The formula takes into account the spectral
structure of an isometry acting in a Pontryagin space, and is quite involved. On the other
hand, a nicer formula can be given in form of a realization, as is stated in the following
theorem, originally proved in [34].

We use the formula to prove a version of Bohr’s inequality for operator-valued Schur
multipliers.



208 Chapter 8. Reproducing kernel spaces and realizations

Theorem 8.7.1. Let P denote a two-sided Pontryagin space, and let Ω be an axially
symmetric s-domain. The B(P)-valued function Φ slice hyperholomorphic in Ω is the
restriction to Ω of a generalized Carathéodory function if and only if there is a right
Pontryagin space Pκ , a unitary operator U ∈ B(Pk) and a map C ∈ B(Pk,P) such
that

Φ(p) =
1
2

C ? (I− pU)−? ? (I + pU)?C[∗]+
Φ(0)−Φ(0)[∗]

2
. (8.47)

Under the condition ∩∞
n=0 kerCUn = {0} the pair (C,U) is unique up to a unitary map.

Remark 8.7.2. As before, C?(I− pU)−??(I+ pU) is understood using Proposition 7.4.2.

Proof. As in previous realization results we build a linear relation and use Shmulyan’s
theorem to get the realization. We denote by L (Φ) the reproducing kernel right quater-
nionic Pontryagin space of functions slice hyperholomorphic in Ω, with reproducing ker-
nel KΦ(p,q), and proceed in a number of steps. As usual, we denote the identity operator
by I without specifying the space on which it acts. We also note that the relation R below
appears in the setting of complex numbers in [73, Proof of Theorem 5.2, p. 708].

STEP 1: The linear relation consisting of the pairs (F,G) ∈L (Φ)×L (Φ) with

F(p) =
n

∑
j=1

KΦ(p, p j)p jb j, and G(p) =
n

∑
j=1

KΦ(p, p j)b j−KΦ(p,0)

(
n

∑
`=1

b`

)
,

where n varies in N, p1, . . . , pn ∈ Ω ⊂ H and b1, . . . ,bn ∈P is densely defined and iso-
metric.

The reproducing kernel property implies that the domain of R is dense. Furthermore we
note that p jb j is well defined since P is a two sided quaternionic vector space. To check
that R is isometric we need to verify that:

[F,F ]L (Φ) = [G,G]L (Φ). (8.48)

We have (and here we follow in particular the computations done in [34])

[F,F ]L (Φ) = [
n

∑
j=1

KΦ(p, p j)p jb j,
n

∑
k=1

KΦ(p, pk)pkbk]L (Φ)

=
n

∑
j,k=1

[KΦ(pk, p j)p jb j, pkbk]P

=
∞

∑
`=1

n

∑
j,k=1

b∗k p`+1
k [(Φ(pk)+Φ(p j)

[∗])p j
`+1b j, pk

`+1bk]P .
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In a similar way, the inner product [G,G]L (Φ) is computed as follows, with b = ∑
n
`=1 b`.

[G,G]L (Φ) =
n

∑
j,k=1

[KΦ(pk, p j)b j,bk]P−

−2Re

(
n

∑
k=1

[KΦ(pk,0)b,bk]P

)
+[KΦ(0,0)b,b]P

=
∞

∑
`=1

n

∑
j,k=1

[(Φ(pk)+Φ(p j)
[∗])p j

`b j, pk
`bk]P−

−
n

∑
k=1

[(Φ(pk)+Φ(0)[∗])b,bk]P +[(Φ(0)+Φ(0)[∗])b,b]P .

Equation (8.48) follows readily from these equalities. The domain of R is dense. Thus by
Shmulyan’s theorem (Theorem 5.7.10 above), R is the graph of a densely defined isom-

etry, which extends to an isometry to all of L (Φ). We denote by T this extension.

STEP 2: We have T [∗] = R0.

Indeed, let f ∈L (Φ), h ∈P and p ∈Ω. We have:

[(T [∗] f )(p),h]P = [T [∗] f ,KΦ(·, p)ph]L (Φ)

= [ f , T (kΦ(·, p)h)]L (Φ)

= [ f , KΦ(·, p)h−KΦ(·,0)h]L (Φ)

= [ f (p)− f (0),h]P .

STEP 3: The realization formula (8.47) holds.

An easy induction shows that f` =CR`
0 f . Hence,

f (p) =
∞

∑
`=0

p`CR`
0 f =C ? (I− pR0)

−? f .

Applying this formula to the function C∗h = KΦ(·,0)h where h ∈P we obtain:

(Φ(p)+Φ(0)[∗])h =C ? (I− pR0)
−?C∗h and Φ(0)+Φ(0)[∗] =CC∗h,

from which (8.47) follows.

STEP 4: Conversely, every function of the form (8.47) is in a class Pκ ′(P,B) for some
κ ′ ≤ κ . If the pair (C,U) is observable, then κ = κ ′.

From (8.47) we obtain

Φ(p)+Φ(q)[∗] =C ? (I− pU)−? ? (1− pq)?r ((I−qU)−?)[∗] ?r C[∗], (8.49)
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and the reproducing kernel of L (Φ) is equal to

KΦ(p,q) =C ? (I− pU)−?((I−qU)−?)[∗] ?r C[∗],

since, in view of (8.49), the right side of the above equation satisfies

KΦ(p,q)− pKΦ(p,q)q = Φ(p)+Φ(q)[∗].

When the pair (C,U) is observable, L (Φ) consists of the functions of the form

f (p) =C ? (I− pU)−?ξ , ξ ∈P,

with the inner product

[ f ,g]L (Φ) = [ξ ,η ]P (with g(p) =C ? (I− pU)−?η),

and so the kernel KΦ has exactly κ negative squares.

The last steps (namely uniqueness up to similarity of the realization when the pair (C,U)
is observable and hypermeromorphic extension to ) are proved in a way similar as in the
proofs given in Section 8.3 for the corresponding facts. �

Corollary 8.7.3. When κ = 0 and the coefficient space P is a Hilbert space, the function
Φ has a slice hyperholomorphic extension to all of B.

Proof. This follows from (8.47) since the operator U is then a contraction in Hilbert
space, and thus has its S-spectrum inside the closed unit ball of H. Thus (I − pU)−?

exists for all p ∈ B. �

We now turn to an operator-valued quaternionic version of Bohr’s inequality. In the state-
ment and in the proof, we have set

ReS0 =
S0 +S∗0

2
,

and similarly for other operators.

Theorem 8.7.4. Let H be a two-sided quaternionic Hilbert space, and let S be a B(H )-
valued Schur multiplier, with expansion

S(p) =
∞

∑
j=0

p jS j, S j ∈ B(H ), j = 0,1, . . .

Then
∞

∑
j=1
‖p jS j‖ ≤ ‖In−ReS0‖, |p|< 1

3
, (8.50)

and in particular
∞

∑
j=0
‖p jS j‖ ≤ ‖S0‖+‖In−ReS0‖, |p|< 1

3
. (8.51)
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Proof. We proceed in a number of steps.

STEP 1: Assume the function S to be a B(H )-valued Schur multiplier. Then Φ = I− S
is a Herglotz multiplier, meaning that

ReMΦ ≥ 0.

Indeed, we have ‖MS‖ ≤ 1 and so, using (5.3.6), ‖MS+M∗S
2 ‖ ≤ 1, and so the self-adjoint

operator ReMΦ satisfies

ReMΦ = I−
MS +M∗S

2
≥ 0.

Now a direct application of Theorem 8.7.1 to I−S leads to:

STEP 2: There exists a right quaternionic Hilbert space X , an operator C ∈ B(X ,H )
and a unitary operator U ∈ B(X ) such that

I−S0 =
1
2

CC∗+
S∗0−S0

2
, (8.52)

S j+1 = −CU j+1C∗, j ≥ 0. (8.53)

STEP 3: It holds that
‖C‖2 = 2‖IN−ReS0‖.

Indeed, the first equation in (8.52) gives CC∗ = 2(I−ReS0). Using Proposition 5.3.6 we
get ‖C‖2 = 2‖I−ReS0‖.
STEP 4: It holds that

‖S j+1‖ ≤ 2‖IN−ReS0‖, j = 0,1, . . .

This follows from the previous step and the second equation in (8.52) since ‖C‖= ‖C∗‖.
STEP 5: (8.50) holds.

Indeed, for |p| ≤ 1
3

∞

∑
j=0
‖p j+1S j+1‖ ≤ 2‖IN−ReS0‖

(
∞

∑
j=0

1
3 j+1

)

≤ 2‖IN−ReS0‖
1
3

1
1− 1

3

= ‖IN−ReS0‖.

�
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Remark 8.7.5. In the scalar case, we can always suppose that S0 ≥ 0, and then the norm
becomes absolute value, and we have

|S0|+ |1−S0|= S0 +1−ReS0 = 1,

and we get back to Bohr’s result.

In the matrix-valued case, even when S0 ≥ 0 we may have ‖S0‖+‖IN −ReS0‖> 1 as is
illustrated by the example

S0 =

(
0.9 0
0 0.1

)
.

Then ‖S0‖= 0.9 and ‖I2−S0‖= 0.9, and ‖S0‖+‖IN−ReS0‖= 1.8.
Remark 8.7.6. The same proof works in the complex case. See the work [241] of Paulsen
and Singh. Then, Schur multipliers and contractive operator-valued functions coincide, in
opposition to the quaternionic case.

8.8 Schur and generalized functions of the half-space
We now characterize elements in the classes Sκ(P1,P2,H+) (see Definition 8.1.4) in
terms of realization. Here too, we build a densely linear isometric relation (inspired from
the work [21]) and use Shmulyan’s theorem. We note that we could also obtain a re-
alization by making the change of variable q = (p− x0)(p+ x0)

−1 (which keeps slice
hyperholomorphicity since x0 is real; see Proposition 6.1.17). The function S̃(q) = S(p)
belongs to Sκ(P1,P2,B), and one can apply the results of Section 8.3 to it to get a
realization for S̃ and then for S. But the present approach is more characteristic of the
half-space case and in particular the realization has state space the de Branges-Rovnyak
space.
The change of variable q = (p− x0)(p+ x0)

−1 will be of key importance in the next
section, to ”guess” the form of the realizations of Herglotz functions.

Theorem 8.8.1. Let x0 be a strictly positive real number. A function S slice hyperholo-
morphic in an axially symmetric s-domain Ω containing x0 is the restriction to Ω of an
element of Sκ(P1,P2,H+) if and only if it can be written as

S(p) = H− (p− x0)G? ((p+ x0)I− (p− x0)A)−?F, (8.54)

where A is a linear bounded operator in a right-sided quaternionic Pontryagin space Pκ

of index κ , and, with B =−(I + x0A), the operator matrix(
B F
G H

)
:
(

Pκ

P1

)
−→

(
Pκ

P2

)
is coisometric. In particular S has a unique slice hypermeromorphic extension to H+.
Furthermore, when the pair (G,A) is observable, the realization is unique up to a unitary
isomorphism of Pontryagin right quaternionic spaces.
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Remark 8.8.2. As in the previous realization results, by (8.54) is meant

S(p) = H− (p− x0)
(
G− (p− x0)(p+ x0)

−1GA
)
×

×
(
|p− x0|2

|p+ x0|2
A2−2Re

(
p− x0

p+ x0

)
A+ I

)−1

F.
(8.55)

See Proposition 7.4.2.

Proof of Theorem 8.8.1. We proceed in a number of steps, and follow [32]. We first prove
in Steps 1-8 that a realization of the asserted type exists with Pκ = P(S). In fact we ob-
tain the backward shift realization with main operator Rx0 (see Definition 7.6.3 for the
latter).

Following the analysis in [21, pp. 51-52], but taking into account the lack of commuta-
tivity, we define a relation R in (P(S)⊕P2)× (P(S)⊕P1) by the linear span of the
vectors((

KS(·,q)(x0−q)u
(x0−q)v

)
,

(
KS(·,q)(x0 +q)u−2x0KS(·,x0)u+

√
2x0KS(·,x0)(x0−q)v√

2x0(S(q)[∗]−S(x0)
[∗])u+S(x0)

[∗](x0−q)v

))
,

where q runs through Ω and u,v through P2 and show that the relation is isometric. In
the computation the equalities

k(x0,x0) =
1

2x0
and KS(x0,x0) =

1
2x0

(
IP2 −S(x0)S(x0)

[∗]
)
, (8.56)

and
KS(x0,q2)(x0 +q2) = IP2 −S(x0)S(q2)

[∗], (8.57)

are important, as well as the equality (see Proposition 6.5.6)

q1k(q1,q2)+ k(q1,q2)q2 = 1. (8.58)

STEP 1: The relation R extends to the graph of an isometry.

We first check that R has a dense domain. Let
(

f
w

)
∈ (P(S)⊕P2) be orthogonal to

DomR. Then, for all q ∈Ω and u,v ∈P2, and using property (5.4) for the inner product
in P2, we have

[(x0−q) f (q),u]P2 +[(x0−q)w,v]P2 = 0.

It follows that w = 0 and that

(x0−q) f (q)≡ 0, q ∈Ω,

and so f ≡ 0 in Ω since f is continuous at the point x0.
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We now show that R is isometric. Given (F1,G1) and (F2,G2) be two elements in the
relation, corresponding to q1 ∈ Ω, u1,v1 ∈P2 and to q2 ∈ Ω, u2,v2 ∈P2 respectively,
we have

[F2,F1] = [(x0−q1)KS(q1,q2)(x0−q2)u2,u1]P2 +[(x0−q1)(x0−q2)v2,v1]P2 .

Furthermore

[G2,G1] = [g2,g1]+ [h2,h1].

with G1 =

(
g1
h1

)
where

g1(·) = KS(·,q1)(x0 +q1)u1−2x0KS(·,x0)u1 +
√

2x0KS(·,x0)(x0−q1)v1,

h1 =
√

2x0(S(q1)
[∗]−S(x0)

[∗])u1 +S(x0)
[∗](x0−q1)v1

(and similarly for G2). The fact that R is isometric is equivalent to

[F2,F1] = [g2,g1]+ [h2,h1]. (8.59)

We distinguish terms which involve only u1,u2, terms which involve only v1,v2 and sim-
ilarly for u1,v2 and v1,u2 in the computations. We now write the above inner terms sepa-
rately:

Terms involving u1,u2. To show that these terms are the same on both sides of (8.59) we
have to check that

[(x0−q1)KS(q1,q2)(x0−q2)u2,u1] = [(x0 +q1)(KS(q1,q2)(x0 +q2)−
−2x0KS(x0,q2)(x0 +q2)−
−2x0(x0 +q1)KS(q1,x0)+4x2

0KS(x0,x0)
)

u2,u1]+

+2x0[(S(q1)−S(x0))(S(q2)
[∗]−S(x0)

[∗])u2,u1].

From (8.56) this is equivalent to prove that

(x0−q1)IP2k(q1,q2)(x0−q2)− (x0−q1)S(q1)k(q1,q2)S(q2)
[∗](x0−q2) =

= (x0 +q1)IP2k(q1,q2)(x0 +q2)− (x0 +q1)S(q1)k(q1,q2)S(q2)
[∗](x0 +q2)−

−2x0(IP2 −S(q1)S(x0)
[∗])−2x0(IP2 −S(x0)S(q2)

[∗])+

+2x0

(
IP2 −S(x0)S(x0)

[∗]
)
+

+2x0(S(q1)−S(x0)(S(q2)
[∗]−S(x0)

[∗]).

But this amounts to check (8.58).
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Terms involving v1,v2. We use the formula for KS(x0,x0), see (8.56), to verify that these
terms are the same on both sides of (8.59), that is, to show that

[(x0−q2)v2,(x0−q1)v1] = = [(x0−q1)S(x0)S(x0)
[∗](x0−q2)v2,v1]+

+2x0[(x0−q1)KS(x0,x0)(x0−q2)v2,v1].

Terms involving u2,v1. There are no terms involving u2 and v1 on the left side of (8.59).
We need to show that the sums of the terms on the right, that is,√

2x0[(x0−q1)S(x0)(S(q2)
[∗]−S(x0)

[∗])u2,v1]+

+
√

2x0[(x0−q1)(KS(x0,q2)(x0 +q2)−2x0KS(x0,x0))u2,v1] =

= [Xu2,v1],

with

X =
√

2x0(x0−q1)S(x0)(S(q2)
[∗]−S(x0)

[∗])+
√

2x0(x0−q1)
(

IP2 −S(x0)S(q2)
[∗]
)
−

−
√

2x0(x0−q1)
(

IP2 −S(x0)S(x0)
[∗]
)
,

add up to 0. Using (8.57) we see that X = 0. Finally the terms involving u1,v2 form
symmetric expression to the previous one.

The spaces P(S)⊕P2 and P(S)⊕P1 are Pontryagin spaces with the same index. By
Theorem 5.7.10 a densely defined contractive relation defined on a pair of Pontryagin
spaces with the same index extends to the graph of an everywhere defined contraction,
and it follows that the relation R extends to the graph of an isometry, which we will denote
by V . Set

V [∗] =

(
B F
G H

)
:
(

P(S)
P2

)
−→

(
P(S)
P1

)
. (8.60)

In the following step we compute the adjoint of V . Recall that the operator Rx0 has been
defined in (7.41).

STEP 2: The following formulas hold:

B f =−(I +2x0Rx0) f , (8.61)

Fu =−
√

2x0Rx0Su, (8.62)

G f =
√

2x0 f (x0), (8.63)
H = S(x0). (8.64)

The formula for H is clear. In the verification of (8.61)-(8.63) note that we make use of
property (5.4), which is assumed in force since the coeffiicent space P2 is two-sided. To
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check (8.61), take f ∈P(S). Then, for p ∈Ω and u ∈P2 we have:

[(x0− p)B f (p),u]P2 = [B f (p),(x0− p)u]P2︸ ︷︷ ︸
where we use (5.4)

= [B f ,KS(·, p)(x0− p)u]P(S)

= [ f ,B[∗](KS(·, p)(x0− p)u)]P(S)

= [ f ,KS(·, p)(x0 + p)u−2x0KS(·,x0)u]P(S)

= [ f (p),(p+ x0)u]−2x0[ f (x0),u]P2

= [(p+ x0) f (p),u]P2︸ ︷︷ ︸
where we use (5.4)

−2x0 f (x0),u]P2

= [(p+ x0) f (p)−2x0 f (x0),u]P2 .

Thus,
(x0− p)(B f (p)) = (p+ x0) f (p)−2x0 f (x0), p ∈Ω,

which can be rewritten as (8.61).

To compute (8.62) we take u,v ∈P2. We have:

[(x0− p)((Fv)(p)),u]P2 = [Fv,KS(·, p)(x0− p)u]P(S)︸ ︷︷ ︸
where (5.4) has been used

= [v,
√

2x0(S(p)[∗]−S(x0)
[∗])u]P2

= [
√

2x0(S(p)−S(x0))v,u]P2 ,

and so
(x0− p)(Fv(p)) =

√
2x0(S(p)−S(x0))v, p ∈Ω.

Finally, we have:

[(x0− p)G f ,v]P2 = [G f ,(x0− p)v]P2︸ ︷︷ ︸
using (5.4)

= [ f ,G[∗](x0− p)v)]P(S)

= [ f ,
√

2x0KS(·,x0)(x0− p)v]P(S)

=
√

2x0[(x0− p) f (x0),v]P2 .

STEP 3: Formula (8.55) holds for p near x0:
We check the formula for real p. The result follows then by slice hyperholomorphic exten-
sion. We first remark that the operator Rx0 is bounded since B is bounded. Let f ∈P(S),
with power series expansion

f (p) =
∞

∑
n=0

(p− x0)
n fn, f0, f1, . . . ∈P2,
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around x0. We have

fn =
1√
2x0

GRn
x0

f , n = 0,1, . . .

and so, for real p = x near x0 we can write:

f (x) =
∞

∑
n=0

(x− x0)
n fn =

1√
2x0

G(I− (x− x0)Rx0)
−1 f .

With f = Rx0Su =− 1√
2x0

Fu where u ∈P1 we have

(Rx0Su)(x) =− 1
2x0

G(I− (x− x0)Rx0)
−1Fu =−G(2x0I−2(x− x0)x0Rx0)

−1Fu

and so, since B =−I−2x0Rx0 ,

S(x)u = S(x0)u+(x− x0)(Rx0Su)(x)

= S(x0)u− (x− x0)G(2x0I−2(x− x0)x0Rx0)
−1Fu

= S(x0)u− (x− x0)G(2x0I +(x− x0)(B+ I))−1Fu

= S(x0)u− (x− x0)G((x+ x0)I +(x− x0)B)−1Fu.

STEP 4: Assume that P1 and P2 are Hilbert spaces. The function S admits a slice hy-
permeromorphic extension to H+, with at most a finite number of spheres of poles.

We first show that the operator

(x0 + x)I +(x− x0)B

is invertible for all real x, with the possible exception of a finite set in R. The operator
V [∗] is a contraction between Pontryagin spaces of same index, and so its adjoint V is a
contraction; see Theorem 5.7.8. So it holds that

B[∗]B+G[∗]G≤ I.

But
〈G[∗]G f , f 〉= 〈G f ,G f 〉P2 ≥ 0

since P2 is here assumed to be a Hilbert space, and so B is a contraction. It admits a
maximal strictly negative invariant subspace, say M (see [165, Theorem 1.3.11] for the
complex case and Theorem 5.7.9 for the quaternionic case). Writing

P(S) = M [+]M [⊥],

the operator matrix representation of B is upper triangular with respect to this decompo-
sition where

B =

(
B11 B12
0 B22

)
.
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The operator B22 is a contraction from the Hilbert space M [⊥] into itself, and so I −
x0−x
x0+x B22 is invertible for every x > 0. The operator B11 is a contraction from the finite
dimensional anti-Hilbert space M onto itself, and so has right eigenvalues outside the
open unit ball. So the operator I− x0−x

x0+x B11, is invertible in x > 0, except the points x 6=
x0 such that x+x0

x−x0
is a real eigenvalue of B11 of modulus greater or equal to 1. There

is a finite number of such points since a n× n quaternionic matrix has exactly n right
eigenvalues (counting multiplicity) up to equivalence (in other words, it has exactly n
spheres of eigenvalues); see Theorem 4.3.6. Thus

I− x0− x
x0 + x

B =

I− x0− x
x0 + x

B11 −x0− x
x0 + x

B12

0 I− x0− x
x0 + x

B22


is invertible for all x > 0, with the possible exception of a finite number of points. We now
use Proposition 7.4.2 to extend S(x) computed in STEP 3 to a slice hypermeromorphic
function in H+ via the formula

S(p)u = S(x0)u+
x0− p
x0 + p

G?

(
I− x0− p

x0 + p
B
)−?

F

=S(x0)u+
p− x0

p+ x0
?

(
G− x0− p̄

x0 + p̄
GB
)(
|x0− p|2

|x0 + p|2
B2−2Re

(
x0− p
x0 + p

)
B+ I

)−1

F.

Let t =
Req
|q|2

where q =
x0− p
x0 + p

∈ B. We have

|q|2B2−2(Req)B+ I = |q|2
(

B2
11−2tB11 +

1
|q|2 B11B12 +B12B22−2tB12 +

1
|q|2

0 B2
22−2tB22 +

1
|q|2

)
.

The operators B2
11− 2tB11 +

1
|q|2 and B2

22− 2tB22 +
1
|q|2 are invertible for q such that 1

|q|2
is in the resolvent sets of B11 and B22 respectively, in both cases the complement of a
compact nonempty set; see Theorem 7.2.3. For the Hilbert space contraction B22 this
will happen when |q|< 1 . The operator B11 is acting in a finite dimensional anti-Hilbert
space, and thus has just point S-spectrum which is inside the closed unit ball. The point
S-spectrum coincides with the set of right eigenvalues, and so it consists of a finite num-
ber of (possibly degenerate) spheres. Finally one uses the Potapov-Ginzburg transform to
show that S has a slice hypermeromorphic extension when P1 and P2 are Pontryagin
spaces with the same index.

STEP 5: A function S with a realization of the form (8.55) is in a class Sκ ′(P1,P2,H+)
for some κ ′ ≤ κ . Furthermore κ = κ ′ when the realization is observable.

One way to prove this assertion would be going via a direct computation, as in the proof
of Theorem 8.3.6. We here present a slightly different approach, where the computations
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are made for real values of the variable, and then slice hyperholomorphic extension is
used. Let p = x and q = y near x0. A direct computation leads to

IP2 −S(x)S(y)[∗]

x+ y
= G(I(x0 + x)− (x+ x0)B)−1(I(y+ x0)− (y− x0)B)−[∗]G[∗],

where B =−(I + x0A). Thus, with

K(x,y) = G(I(x0 + x)− (x+ x0)B)−1(I(y+ x0)− (y− x0)B)−[∗]G[∗],

we have

IP2 −S(x)S(y)[∗] = xK(x,y)+K(x,y)y,

and the result follows by observing that (8.55) is the hyperholomorphic extension of S(x).

STEP 6: An observable realization is unique up to a unitary transformation.

As in the proof of Theorem 8.3.6 we have

G1(IX1 −uB1)
−1(IX1 − vB1)

−[∗]G[∗]
1 = G2(IX2 −uB2)

−1(IX2 − vB2)
−[∗]G[∗]

2 ,

where u,v are in a real neighborhood of the origin, and where the indices 1 and 2 cor-
respond to two observable and coisometric realizations, with state spaces X1 and X2,
respectively. Then the domain and range of the relation R spanned by the pairs

((IX1 − vB1)
−∗G∗1h,(IX2 − vB2)

−∗G∗2k), h,k ∈P2,

are dense. By Theorem 5.7.10) R is the graph of a unitary map, which provides the desired
equivalence. �

Example. The case where dimP(S)< ∞ and moreover P1 and P2 are equal and also of
finite dimension corresponds to the class of rational functions unitary with an indefinite
metric on the imaginary plane, and will be considered in greater details in the next chapter.
When P1 = P2 =H and P(S) has finite dimension then S is a finite Blaschke product,
as defined in Section 11.8. When moreover dimP(S)= 1, S is (up to a right multiplicative
unitary constant) a Blaschke factor based on a a ∈H, a 6= ā, that is

S(p) = ba(p) = (p− ā)−? ? (p−a).

For real p = x we have ba(x) = (x+ ā)−1(x−a) (see (6.74)). Furthermore, with B = 1−a
1+a
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we have:

ba(x) = ba(1)+ba(x)−ba(1)

=
1−a
1+ ā

+(x−1)
2Re(a)

(x+a)(1+a)

=
1−a
1+ ā

+(x−1)
2Re(a)(1+B)

(x(1+B)+(1−B))(1+a)

=
1−a
1+ ā

+(x−1)
2Re(a)

(x(1+B)+(1−B))
2

(1+a)2

=
1−a
1+ ā

+(x−1)
2Re(a)
1+a

((x+1)+(x−1)B)−1 2
1+a

since
1+B
1+a

=
2

(1+a)2 .

To conclude we have:

ba(p) = H− (p−1)G? ((p+1)+(p−1)B)−?F

is slice hyperholomorphic, extends ba(x), and the matrix

(
B F
G H

)
=


1−a
1+a

2
√

Rea
1+a

−2
√

Rea
1+a

1−a
1+ ā


is unitary. One can obtain from this formula the realization for a finite Blaschke product
using formula for the product of realizations (for the variable (p−1)(p+1)−1 rather than
p). See Proposiiton 7.4.4 and Chapter 9, and in particular Theorem 9.1.6.

8.9 Herglotz and generalized Herglotz functions
In this section we prove a realization theorem for generalized Herglotz function. The
form of the realization is first guessed from the realization given in Section 8.7 for gener-
alized Carathéodory function. Then the main result, Theorem 8.9.1 is proved as in the
previous cases using Shmulyan’s theorem. More precisely, starting from (8.47) (with
Φ0 ∈ Cκ(P,B))

Φ0(p) =
1
2

C ? (I− pU)−? ? (I + pU)?C[∗]+
Φ0(0)−Φ0(0)[∗]

2
,

we see that

Φ0(0) =
1
2

CC[∗]+
Φ0(0)−Φ0(0)[∗]

2
, and thus

1
2

CC[∗] =
Φ0(0)+Φ0(0)[∗]

2
,
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and write

Φ0(p) =
1
2

C ? (I− pU)−? ? (I + pU)?C[∗]− 1
2

CC[∗]+
1
2

CC[∗]+
Φ0(0)−Φ0(0)[∗]

2

=
1
2

C ? (I− pU)−? ? (I + pU)?C[∗]− 1
2

CC[∗]+
Φ0(0)+Φ0(0)[∗]

2
+

+
Φ0(0)−Φ0(0)[∗]

2
= Φ0(0)+ pC(I− pU)−? ?UC[∗].

This suggests that, with the change of variable p 7→ p− x0

p+ x0
, which sends H+ onto B we

have as realization for generalized Herglotz functions expressions of the form

Φ(p) = Φ(x0)+(p− x0)C ? ((p+ x0)I− (p− x0)U)−? ?UC[∗],

with U being coisometric, or, with B =−U and C = G, namely of the form (8.65) given
in the next theorem. We follow the arguments of [32] for the proof.

Theorem 8.9.1. Let P be a two-sided Pontryagin space. A B(P)-valued function Φ

slice hyperholomorphic in an axially symmetric s-domain Ω containing the point x0 > 0
is the restriction of a function in the class Hκ(P,H+) if and only if there exists a right
quaternionic Pontryagin space Pκ of index κ and operators(

B BG[∗]

G H

)
:
(

Pκ

P

)
−→

(
Pκ

P

)
,

with B verifying

(I +2x0B)(I +2x0B)[∗] = I,

and such that Φ can be written as

Φ(p) = H− (p− x0)G? ((p+ x0)I +(p− x0)B)−?BG[∗]. (8.65)

Furthermore, Φ has a unique slice hypermeromorphic extension to H+. Finally, when
the pair (G,B) is observable, the realization is unique up to a unitary isomorphism of
Pontryagin right quaternionic spaces.

Proof. Given Φ ∈ Hκ(P,H+), we denote by L (Φ) the associated right reproducing
kernel Pontryagin space of P-valued functions with reproducing kernel KΦ. We proceed
in a number of steps to prove the theorem. The main step is to check that the backward
shift operator Rx0 is bounded in L (Φ). The rest of the proof is similar to the proofs of
the realization theorems appearing in the previous sections. To do that Rx0 is bounded we
define:

B = I +2x0Rx0 (8.66)
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is coisometric.

STEP 1: B is a (continuous) coisometry in L (Φ).

Let Rx0 be the linear relation on L (Φ)×L (Φ) generated by the linear span of the pairs

Rx0 = (KΦ(·, p)(p− x0)u,(KΦ(·, p)−KΦ(·,x0))u) , p ∈Ω, u ∈P. (8.67)

Let h ∈L (Φ) be such that

[h,KΦ(·, p)(p− x0)u] = 0, ∀p ∈Ω and u ∈P.

Then
(p− x0)h(p) = 0, ∀p ∈Ω

and h≡ 0 in Ω (recall that the elements of L (Φ) are slice hyperholomorphic in Ω). Thus
the domain of this relation is dense. We now show that

( f ,g) ∈Rx0 =⇒ [ f , f ] = [ f +2x0g, f +2x0g], (8.68)

and first prove that
[ f ,g]+ [g, f ]+2x0[g,g] = 0. (8.69)

This is a lengthy calculation, which we take (as most of this section) from [32]. In the
computations use is made of property (5.4) and of

KΦ(x0,x0) =
1

2x0

(
Φ(x0)+Φ(x0)

[∗]
)
. (8.70)

An element in Rx0 can be written as ( f ,g) with

f (p) =
m

∑
j=1

KΦ(p, p j)(p j− x0)u j, where u1, . . . ,um ∈P,

g(p) =
m

∑
j=1

KΦ(p, p j)u j−KΦ(p,x0)d, where d =
m

∑
j=1

u j.

(8.71)

With f and g as in (8.71) we have:

[ f ,g] =
m

∑
i, j=1

[KΦ(pi, p j)(p j− x0)u j,ui]P − [

(
m

∑
j=1

KΦ(x0, p j)(p j− x0)u j

)
,d]P ,

[g, f ] =
m

∑
i, j=1

[KΦ(pi, p j)u j,(pi− x0)ui]P − [d,

(
m

∑
i=1

KΦ(x0, pi)(pi− x0)ui

)
]P .
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Thus, using the assumed property (5.4) of the inner product in P

[ f ,g]+ [g, f ] =−2x0

(
m

∑
i, j=1

[KΦ(pi, p j)u j,ui]P

)
+

+
m

∑
i, j=1

[
{

piKΦ(pi, p j)+KΦ(pi, p j)p j
}

u j,ui]P − [

(
m

∑
j=1

KΦ(x0, p j)p ju j

)
,d]P+

+ x0[

(
m

∑
j=1

KΦ(x0, p j)u j

)
,d]P − [d,

(
m

∑
i=1

KΦ(x0, pi)piui

)
]P+

+ x0[d,

(
m

∑
j=1

KΦ(x0, p j)u j

)
]P .

Taking into account (8.4) we have

[ f ,g]+ [g, f ] =−2x0

(
m

∑
i, j=1

[KΦ(pi, p j)u j,ui]P

)
+

+[d,

(
m

∑
i=1

Φ(pi)ui

)
]P +[

(
m

∑
j=1

Φ(p j)
[∗]u j

)
,d]P−

− [

(
m

∑
j=1

KΦ(x0, p j)p ju j

)
,d]P + x0[

(
m

∑
j=1

KΦ(x0, p j)u j

)
,d]P−

− [d,

(
m

∑
i=1

uKΦ(x0, pi)piui

)
]P + x0[d,

(
m

∑
i=1

KΦ(x0, pi)ui

)
]P .

We now turn to [g,g]. We have:

[g,g] =

(
m

∑
i, j=1

[KΦ(pi, p j)u j,ui]P

)
− [

(
m

∑
j=1

KΦ(x0, p j)u j

)
,d]P−

− [d,

(
m

∑
i=1

KΦ(x0, pi)ui

)
]P +[KΦ(x0,x0)d,d]P .
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Thus

[ f ,g]+ [g, f ]+2x0[g,g] = [d,

(
m

∑
i=1

Φ(pi)
[∗]ui

)
]P +[

(
m

∑
j=1

Φ(p j)
[∗]u j

)
,d]P−

− [

(
m

∑
j=1

KΦ(x0, p j)p ju j

)
,d]P − x0[

(
m

∑
j=1

KΦ(x0, p j)u j

)
,d]P−

− [d,

(
m

∑
i=1

KΦ(x0, pi)piui

)
]P − x0[d,

(
m

∑
i=1

KΦ(x0, pi)ui

)
]P+

+2x0[KΦ(x0,x0)d,d]P

= [d,

(
m

∑
i

JΦ(pi)
[∗]ui

)
,d]P +[

(
m

∑
j=1

Φ(p j)
[∗]u j

)
,d]P−

− [

(
m

∑
j=1

KΦ(x0, p j)(p j + x0)u j

)
,d]P−

− [d,

(
m

∑
i=1

KΦ(x0, pi)(pi + x0)ui

)
,d]P +2x0[KΦ(x0,x0)d,d]P .

Using (8.70), we obtain

[ f ,g]+ [g, f ]+2x0[g,g] = [d,

(
m

∑
i=1

Φ(pi)
[∗]ui

)
]P +[

(
m

∑
j=1

Φ(p j)
[∗]u j

)
,d]P−

− [

(
∑
j=1

(
Φ(x0)+Φ(p j)

[∗]
)

u j

)
,d]P−

− [d,

(
m

∑
i=1

(
Φ(pi)

[∗]+Φ(x0)
)

ui

)
]P +2x0[KΦ(x0,x0)d,d]P

= 0

and so we have proved (8.69). Equation (8.68) follows since

[ f +2x0g, f +2x0g] = [ f , f ]+2x0 ([ f ,g]+ [g, f ]+2x0[g,g]) .

Equation (8.68) expresses that the linear space of functions ( f , f + 2x0g) with f ,g as in
(8.71) define an isometric relation R in L (Φ)×L (Φ). By Theorem 5.7.10, R extends
to the graph of a (continuous) isometry, say B∗, on L (Φ). We have for h ∈L (Φ)

u∗(p− x0)((Bh(p)) = [Bh,KΦ(·, p)(p− x0)u]

= [h,B∗(KΦ(·, p)(p− x0)u)]

= [h,KΦ(·, p)(p− x0)u+2x0(KΦ(·, p)−KΦ(·,x0))u]

= u∗ ((p− x0)h(p)+2x0h(p)−2x0h(x0))

= u∗ ((p+ x0)h(p)−2x0h(x0)) .
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Thus
(p− x0)((Bh(p)) = ((p+ x0)h(p)−2x0h(x0). (8.72)

Taking real p = x near x0 we get

Bh(x) = ((I +2x0Rx0)h)(x).

It follows from slice hyperholomorphic extension that B = I+2x0Rx0 , and so the operator
Rx0 is a bounded operator in L (Φ) (in particular Rx0 extends to the graph of R∗x0

).

STEP 2: The function p 7→ (Rx0Φη)(p) belongs to L (Φ) for every η ∈P .

Let G denote the point evaluation at the point x0. We show that

Rx0Φη = BG∗η . (8.73)

By definition of the point evaluation we have (G∗η)(p) = KΦ(p,x0)η where η ∈P . See
Lemma 5.10.3. From (8.72), and with h = G∗η and taking p = x real we have

(x− x0)((BG∗)η(x)) = ((p+ x0)(G∗η)(x)−2x0(G∗η)(x0)

= (x+ x0)
Φ(x)+Φ(x0)

[∗]

x+ x0
η−2x0

Φ(x0)+Φ(x0)
[∗]

2x0
η

= (Φ(x)−Φ(x0))η ,

and hence the result. Since we already know that the operator Rx0 is bounded, it follows
(and the proof is the same as in STEP 6 of Theorem 8.8.1 for generalized Schur functions
of the half-space) that realization formula (8.65) holds.

STEP 3: The function Φ admits a slice hypermeromorphic extension to H+.

Without loss of generality we assume that x0 = 1 (this amounts to replace Φ by Φ(px0);
this transformation does not affect the number of negative squares of the kernel KΦ neither
the property of existence of a slice hypermeromorphic extension). Using Theorem 5.7.9
we know that T = I +2B has a strictly negative maximal invariant subspace, say N , on
which it is bijective. Consider now the operator matrix representation

T =

(
T11 T12
0 T22

)
of T along the direct and orthogonal sum L (Φ) = N [⊕]N [⊥]. Thus T11 is a bijective
contraction from a anti-Hilbert space onto itself, and T22 is a contraction from a Hilbert
space into itself. Thus for x > 0 in a neighborhood of x0,

(1+ x)I +(x−1)B = (x+3)
(

I + x−1
x+3 T11

x−1
x+3 T12

0 I + x−1
x+3 T22

)
.
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Considering hyperholomorphic extension, the operator (I− p−1
p+3 T22) is invertible in H+

since the map p 7→ p−1
p+3 sends H+ into B. Furthermore, there are only a finite number of

spheres where (I− p−1
p+3 T11) is not invertible.

To complete the proof of the theorem two facts remain to be proved. First, a function Φ

admitting a realization of the form (8.65) is in a class Hκ(P,H+). The proof is as in the
case of the functions S and is based on the identity

Φ(x)+Φ(y)[∗] = (x+ y)G(I(x0 + x)− (x0− x)B)−1(I(x0 + y)− (x0− y)B)−[∗]G[∗],

where x,y are real and in a neighborhood of x0.
Next we need to verify that observable realization of the form (8.65) is unique up to a
isomorphism of quaternionic Pontryagin spaces. This is done as in the proofs of similar
statements earlier in the chapter. �



Chapter 9

Rational slice hyperholomorphic
functions

Rational functions play an important role in linear system theory, and in the noncom-
mutative case we mention in particular the works [222, 260, 261]. We also mention [66]
which is set in the framework of noncommutative probability. There the approach uses a
topological algebra of a very special structure (dual of a countably normed nuclear space,
with a series of inequalities on the norms), and is also quite far from the quaternionic
setting.

In this chapter we present various results pertaining to rational function of a real variable,
with values in Hn×m. The various formulas presented in this section have slice hyperholo-
morphic extensions to suitable neighborhoods of the real axis. See Section 7.4.

The last four sections of the chapter are devoted to the study quaternionic rational func-
tions with symmetries (J-unitary in an appropriate sense). Some of the results in these
sections could be obtained from the infinite dimensional results presented in the previous
chapter, but the approach here is different. We use the notion of minimal realization of
a rational function, and the fact that the functions at hand are defined (besides a finite
number of points) across the boundary.

9.1 Definition and first properties

Definition 9.1.1. A function r(x) of the real variable x and with values in Hn×m is rational
if r is obtained from a finite number of addition, multiplication and (when invertible at
the origin) division of matrix polynomials.

Remark 9.1.2. The above definition would make sense for any (possibly noncommuta-
tive field) which contains the real numbers as its center. Here, the particularity of the
quaternions makes that the denominator can always be scalar. See equation (9.1) below.
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We denote by Hn×m(x) the skew field of Hn×m-valued rational function in the real variable
x. In the following theorem we give a number of equivalent characterizations of rational
functions. We first need a definition. For a convergent Hn×m-valued power series

f (x) = f0 + f1x+ f2x2 + · · ·

of the real variable x we set (see also (7.41))

(R0 f )(x) =


f (x)− f (0)

x
, if x 6= 0,

f1, if x = 0.

The main result of the section is the characterization of rational functions in terms of
realizations (see Theorem 9.1.8). We begin with some preliminaries.

Proposition 9.1.3. Let t ∈ H[x]. Then, t defined by t(x) = t(x) ∈ H[x] and tt ∈ R[x].
Moreover r ∈Hn×m(x) if and only if it can written as

r(x) =
M(x)
m(x)

, (9.1)

where M is a Hn×m-valued polynomial and m ∈ R[x]. In particular, r is rational if and
only if its entries are rational.

Proof. The first claim is clear. Moreover, any function of the form (9.1) is rational from
the definition. We show the converse claim. It is enough to prove that the inverse of a
square (say Hn×n-valued) rational function is still rational. For n = 1, this follows from
the first claim since

t−1(x) =
t(x)

t(x)t(x)
=

t(x)
(tt)(x)

.

Now suppose that the induction holds for n−1 and let

r(x) =
(

a(x) b(x)
c(x) d(x)

)
be a Hn×n-valued rational function. Without loss of generality, we can assume that the
(1,1) entry a(x) ∈ H(x) is not identically equal to 0 (otherwise, multiply r on the left or
on the right by a permutation matrix; this does not change the property of r or of r−1

being rational). We write (see for instance [169, (0.3), p. 3])(
a(x) b(x)
c(x) d(x)

)
=

(
1 0

c(x)a(x)−1 In−1

)
×

×
(

a(x) 0
0 d(x)− c(x)a(x)−1b(x)

)(
1 a(x)−1b(x)
0 In−1

)
,

(9.2)
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and so d(x)− c(x)a(x)−1b(x) ∈ H(n−1)×(n−1)(x) is invertible for all, but at most a finite
number of, values x ∈R (to see this, it suffices to use the map χ (see (4.8)) and reduce the
question to that of a matrix-valued rational function of a real variable, but with complex
coefficients). We can thus use the induction for n−1. From (9.2) we get(

a(x) b(x)
c(x) d(x)

)−1

=

(
1 −a(x)−1b(x)
0 In−1

)
×

×
(
(a(x))−1 0

0 (d(x)− c(x)a(x)−1b(x))−1

)(
1 0

−c(x)a(x)−1 In−1

)
,

(9.3)

and this proves the induction for n. �

We also note that the realization formulas (2.6), (2.9) and (2.10) still hold when the ma-
trices have quaternionic entries, but the variable is real. More explicitly we have the fol-
lowing two theorems, whose proofs are omitted because they are as in the complex case.

Theorem 9.1.4. Let r be a Hn×n-valued rational function with realization r(x) = D+
xC(IN− xA)−1B, and assume D invertible. Then,

r−1(x) = D−1− xD−1C(IN− x(A−BD−1C))−1BD−1 (9.4)

is a realization of r−1.

Remark 9.1.5. The operator
A× def.

= A−BD−1C

plays a key role in the sequel.

Theorem 9.1.6. If r j, j = 1,2 are rational functions, respectively Hn×m and Hm×t -valued,
defined in neighborhood of the origin, and with realizations

r j(x) = D j + x(In j − xA j)
−1B j, j = 1,2

then a realization of r1r2 is given by D = D1D2 and

A =

(
A1 B1C2
0 A2

)
, B =

(
B1D2

B2

)
, C =

(
C1 D1C2

)
, (9.5)

and a realization of r1 + r2 is given by D = D1 +D2 and

A =

(
A1 0
0 A2

)
, B =

(
B1
B2

)
, C =

(
C1 C2

)
. (9.6)

Remark 9.1.7. With A,B,C,D given by (9.5), and assuming D1 and D2 invertible, we
have

A× =

(
A×1 0

−B2D−1
2 D−1

1 C1 A×2

)
.
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We can now state the main result of the section:

Theorem 9.1.8. Let r(x) = r0 + r1x+ · · · be a Hn×m-valued power series of a real vari-
able convergent in a neighborhood of the origin. Then the following are equivalent:
(1) r is rational.
(2) r can be written in the form

r(x) = D+ xC(IN− xA)−1B, (9.7)

where D = r(0) and (C,A,B) ∈Hn×N×HN×N×HN×m for some N ∈ N.
(3) The coefficients of the power series defining r can be written as

rt =CAt−1B, t = 1,2, . . .

where (C,A,B) ∈Hn×N×HN×N×HN×m for some N ∈ N.
(4) The right linear span M (r) of the columns of the functions R0r,R2

0r, . . . is finite di-
mensional.

Proof. First we prove (1) =⇒ (2). Assume that r is rational, that is, of the form (9.1),
with

M(x) =
N1

∑
u=0

xuMu and m(x) =
N2

∑
u=0

xumu.

Then
M(x) = D+ xC(I− xA)−1B,

where D = M0, N = N1m, and

A =


0m Im 0m · · ·
0m 0m Im 0m · · ·

...
...

0m · · · · · · 0m Im
0m 0m · · · 0m 0m

 ,

B =


0m
0m
...

Im

 , C =
(
MN1 MN1−1 · · · M1

)
.

Similarly we obtain a realization m(x) = d+xc(I−xa)−1b for m(x). By hypothesis m0 6=
0. We thus obtain a realization for M

m using formulas (9.4) and(9.5).
Items (2) and (3) are clearly equivalent, in view of the formula

(I− xA)−1 =
∞

∑
u=0

xuAu,
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which will hold at least in a neighborhood of the origin. To prove the implication (2) =⇒
(4) we note that

(Rt
0r)(x) =C(IN− xA)−1At−1B, t = 1,2, . . .

Thus M (r) is included in the linear span of the columns of the function x 7→ C(IN −
xA)−1, and is in particular finite dimensional.

Assume now that (4) is in force. Then there exists an integer m0 ∈ N such that for every
v ∈Hq, there exist vectors u0, . . . ,um0−1 such that

Rm0
0 rv =

m0−1

∑
m=0

Rm
0 rum. (9.8)

Of course, the u j need not be unique. Let E denote the Hp×m0q-valued slice hyperholo-
morphic function

E =
(
R0r R2

0r . . . Rm0
0 r
)
.

Then, in view of (9.8), there exists a matrix A ∈Hm0q×m0q such that

R0E = EA,

so that
E(x)−E(0) = xE(x)A,

and so
E(x) = E(0)(I− xA)−1

and

(R0r)(x) = E(x)


Iq
0
...
0

 .

Thus we have

r(x)− r(0) = xE(0)(I− xA)−1


Iq
0
...
0

 .

It follows that r is of the form (9.7), and so (2) holds.

Finally the implication (2) =⇒ (1) follows from Proposition 9.1.3 applied to (I− xA)−1.
�

The following direct corollary will be used in Section 10.6 devoted to first order discrete
linear systems.
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Corollary 9.1.9. Let (c,a,b) ∈H1×N×HN×N×HN×1, and let

s−` = ca`b, `= 0,1, . . . . (9.9)

Then, the function ∑
∞
u=0 xucaub is rational.

Definition 9.1.10. Under the hypothesis and with the notations of Theorem 9.1.8, we
define the linear operators(

A B
C D

)
: M (r)×Hm −→ M (r)×Hn

by

A f = R0 f , f ∈M (r),

Bb = R0rb, f ∈M (r),

C f = f (0), f ∈M (r),

D = r(0), f ∈M (r).

(9.10)

Equation (9.7) holds with this choice of (A,B,C,D), and so (2) holds, and (9.10) is then
called the backward-shift realization of the function r.

In the setting of complex numbers the backward-shift realization plays a key role. See for
instance [179, 180].

9.2 Minimal realizations

Realizations are useful in particular when they are, in some sense, unique. As in the
complex case, one can introduce the notion of minimality, and the corresponding result
on uniqueness of a minimal realization up to a similarity matrix. The interpretation of
minimality in terms of local degrees of poles is still missing.

Definition 9.2.1. We say that the triple of matrices (C,A,B) ∈Hn×N ×HN×N ×HN×m is
minimal if the following two conditions hold: The pair (C,A) is observable, meaning that

∩∞
t=0 kerCAt = {0} (9.11)

and the pair (A,B) is controllable, meaning that

∩∞
t=0 kerB∗A∗t = {0} . (9.12)

The number N is called the degree of the minimal realization.

The proof of the following lemma is easy and will be omitted.
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Lemma 9.2.2. Conditions (9.11) and (9.12) are equivalent to the following two condi-
tions, where f ∈HN and Ω denotes some real neighborhood of the origin;

C(IN− xA)−1 f ≡ 0, x ∈Ω ⇐⇒ f = 0 (9.13)

and
B∗(IN− xA∗)−1 f ≡ 0, x ∈Ω ⇐⇒ f = 0. (9.14)

Theorem 9.2.3. The backward-shift realization is minimal.

Proof. The formula

AtBb = Rt
0R0rb = Rt+1

0 b, t = 0,1,2, b ∈Hm,

shows that ∪∞
t=0ranAtB = M (r). On the other hand, if

f (x) =
∞

∑
t=0

ftxt ∈M (r),

we have
CAt f = ft , t = 0,1, . . .

and so ∩∞
t=0 kerCAt = {0}. �

Theorem 9.2.4. Let r be a Hn×m-valued function of a real variable defined in a neigh-
borhood of the origin. Then r admits a minimal realization, and two minimal realizations
have the same degree, and are equal up to an invertible similarity matrix.

Proof. The first claim follows from Theorem 9.2.3. The proof of the second claim is di-
vided in a number of steps. Let thus r(x) = D j + xC j(In j − xA j)

−1B j, j = 1,2 be two
minimal realizations of r. Then:

STEP 1: It holds that

r(x)− r(y)
x− y

=C1(In1 − xA1)
−1(In1 − yA1)

−1B1

=C2(In2 − xA2)
−1(In2 − yA2)

−1B2, x,y ∈ (−ε,ε)

(9.15)

for some ε > 0.

STEP 2: One can define linear maps U and V from Hn1 into Hn2 via:

U

(
T

∑
t=1

(In1 − ytA1)
−1B1at

)
=

T

∑
t=1

(In2 − ytA2)
−1B2at , (9.16)

and

V

(
T

∑
t=1

(In1 − ytA∗1)
−1C∗1at

)
=

T

∑
t=1

(In2 − ytA∗2)
−1C∗2at .
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A priori U and V are linear relations. They are everywhere defined in view of the con-
ditions (9.13) and (9.14). In fact they are graphs of operators as we now prove. Assume
∑

T
t=1(In1 − ytA1)

−1B1at = 0; then

C1(In1 − xA1)
−1

(
T

∑
t=1

(In1 − ytA1)
−1B1at

)
≡ 0,

and so, by (9.15),

C2(In2 − xA2)
−1

(
T

∑
t=1

(In2 − ytA2)
−1B2at

)
≡ 0,

so that ∑
T
t=1(In1 − ytA2)

−1B2at = 0, and similarly for U .

STEP 3: The map U∗ and V ∗ satisfy

U∗
(
(In2 − yA∗2)

−1C∗2
)

= (In1 − yA∗1)
−1C∗1 , (9.17)

V ∗
(
(In2 − yA2)

−1B2
)

= (In1 − yA1)
−1B1. (9.18)

Indeed, by definition of the adjoint we have

〈U∗
(
(In2 − yA∗2)

−1C∗2b
)
,(In1 − xA1)

−1B1c〉=
= 〈(IN2 − yA∗2)

−1C∗2b,U
(
(In1 − xA1)

−1B1c
)
〉

= 〈(In2 − yA∗2)
−1C∗2b,(In2 − xA2)

−1B2c〉

=

(
b∗

R(x)−R(y)
x− y

c
)∗

= 〈(In1 − yA∗1)
−1C∗1b,(In1 − xA1)

−1B1c〉,

and hence the result. Similarly,

〈V ∗
(
(In2 − yA2)

−1B2b
)
,(In1 − xA∗1)

−1C1c〉=
= 〈(In2 − yA2)

−1B2b,V
(
(In1 − xA∗1)

−1C1c
)
〉

= 〈(In2 − yA2)
−1B2b,(In2 − xA∗2)

−1C∗2c〉

= c∗
R(x)−R(y)

x− y
b

= 〈(In1 − yA1)
−1B1b,(In1 − xA∗1)

−1C∗1c〉,

and hence the formula for V ∗.
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STEP 4: n1 = n2
def.
= n and V ∗U = In.

Indeed, by definition of U and V ∗ we get from (9.18)

V ∗U

(
T

∑
t=1

(In1 − ytA1)
−1B1at

)
=

T

∑
t=1

(In1 − ytA1)
−1B1at , (9.19)

and similarly, from the definition of V and U∗ we get from (9.17) that

VU∗
(

T

∑
t=1

(In1 − ytA∗2)
−1C∗2at

)
=

T

∑
t=1

(In1 − ytA∗2)
−1C∗2at . (9.20)

By the observability of the pair (C1,A1) and the controllability of the pair (A1,B1) we
have V ∗U = In1 and VU∗ = In2 , and so n1 = n2, and the maps U and V ∗ are inverse to
each other.

STEP 5: Two minimal realizations are similar.

The operator U satisfies UB1 = B2 by construction and similarly V ∗ satisfies C1V ∗ =C2.
From (9.15) we have for u,v ∈ N0

C2Au
2A2Av

2B2 =C1Au
1A1Av

1B1,

and similarly, by definition of U and V we have

C1Au
1V ∗A2UAv

1B1 =C1Au
1A1Av

1B1,

and hence U−1A2U = A1. �

The following two corollaries are proved as in the classical case.

Corollary 9.2.5. Let r be a Hn×n-valued function of a real variable defined in a neigh-
borhood of the origin, let

r(x) = D+ xC(IN− xA)−1B,

be a minimal realization of r, and assume D invertible. Then (9.4) is a minimal realization
of r−1.

Corollary 9.2.6. Let r be a Hn×n-valued function of a real variable defined in a neigh-
borhood of the origin, and let

r(x) = D+ xC(IN− xA)−1B,

be a minimal realization of r. Then,

r(x)∗ = D∗+ xB∗(I− xA∗)−1C∗ (9.21)

is a minimal realization of the function x 7→ r(x)∗.
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To conclude this section we connect the real points where r is defined and the intersection
of the spectrum of A with the real line.

Theorem 9.2.7. Let r be a Hn×n-valued function of a real variable defined in a real
neighborhood of the origin, and let

r(x) = D+ xC(IN− xA)−1B

be a minimal realization of r. Then, r is defined at the real point x if and only if x = 0 or
1/x 6∈ σS(A)∩R.

Proof. Without loss of generality we can assume that A is in Jordan form,

A = diag(Js1(λ1),Js2(λ2), . . . ,Jsm(λm)),

where, for instance Js1(λ1), denotes the Jordan block of size s1 associated to the eigen-
value λ1. See Theorem 4.3.21. Then, with

C =
(
C1 C2 . . . Cm

)
and B =


B1
B2
...

Bm


the corresponding block matrix decompositions of C and B. Let x1, . . . ,xv be the real
eigenvalues of A, possibly repeated. We can write:

r(x) = D+
v

∑
u=1

(
u

∑
t=0

CuNt
uBu

(x− xu)t+1

)
+ s(x),

where s(x) is the part corresponding to the standard nonreal eigenvalues. Assume that r
is defined at a point xu. This forces all corresponding matrices CuNt

uBu (possibly coming
from different Jordan blocks associated to the given eigenvalue) to be 0, and this contra-
dicts the minimality condition. �

9.3 Realizations of unitary rational functions
In the complex setting, rational functions which take unitary values (with respect to a
possibly indefinite metric) on the imaginary line or the unit circle play an important role
in the theory of linear systems, in interpolation theory and related topics. We begin by
considering the case of a real variable. The symmetries (9.22) (purely imaginary space)
and (9.25) (unit ball) are motivated by the quaternionic setting.

In the complex case, the realizations of unitary rational functions were studied in partic-
ular in [184] and in [57]. As in these works, the strategy here is to use the uniqueness, up
to similarity, of the minimal realization. We begin by the purely imaginary space case.
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Theorem 9.3.1. Let J ∈Hn×n be a signature matrix and let Θ be a rational Hn×n-valued
function defined at the origin, and with minimal realization Θ(x) = D+ xC(I− xA)−1B.
Then, Θ satisfies

Θ(x)JΘ(−x)∗ = J (9.22)

at the real points where it is defined, if and only if D is J unitary (that is, DJD∗ = J) and
there exists an Hermitian matrix H such that

HA+A∗H =C∗JC,

C = DJB∗H.
(9.23)

When these conditions are in force it holds that

Θ(x) = (In + xC(IN− xA)−1H−1C∗J)D. (9.24)

Proof. Let Ω be the open subset of the real line where Θ is defined. Setting x = 0 in (9.22)
we obtain that DJD∗ = J, and the quaternionic matrix D is invertible. Thus we can rewrite
(9.22) as

Θ(x) = JΘ(−x)−∗J, x ∈Ω,

and thus

D+ xC(I− xA)−1B = J(D−∗+ xD−∗B∗(I + x(A−BD−1C)∗)−∗C∗D−∗)J, x ∈Ω.

The two sides of the above equality are minimal realizations of the same rational Hn×n-
valued function of the real variable x. They are thus similar and there exists a uniquely
defined matrix H such that(

H 0
0 In

)(
A B
C D

)
=

(
−(A−BD−1C)∗ C∗D−∗J

JD−∗B∗ JD−∗J

)(
H 0
0 In

)
.

These equations can be rewritten as

HA =−(A∗−C∗D−∗B∗)H,

HB =C∗D−∗J,

C = JD−∗B∗H,

D = JD−∗J,

or, equivalently,

HA+A∗H =C∗JC,

C = DJB∗H,

DJD∗ = J.

These equations are also satisfied by H∗ and so H = H∗ by uniqueness of the similarity
matrix.
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Conversely, if H is a solution of (9.23), one obtains (9.24) and a direct computation shows
that

J−Θ(x)JΘ(y)∗

x+ y
=C(IN− xA)−1H−1(IN− yA)−∗C∗, x,y ∈Ω,

and in particular (9.22) is in force. �

Now we turn to the unit ball case.

Theorem 9.3.2. Let J ∈Hn×n be a signature matrix and let Θ be a rational Hn×n-valued
function defined and invertible at the origin, and with minimal realization Θ(x) = D+
xC(I− xA)−1B. Then, Θ satisfies

Θ(x)JΘ(1/x)∗ = J (9.25)

(at the real points where it is defined) if and only if there exists an invertible Hermitian
matrix H such that (

A B
C D

)∗(H 0
0 J

)(
A B
C D

)
=

(
H 0
0 J

)
. (9.26)

Proof. We rewrite (9.25) as

D∗+B∗(xIN−A∗)−1C∗ = J(D−1−D−1C(xIN−A×)−1BD−1)J.

Since Θ(x) is defined and invertible at the origin condition (9.25) forces Θ(1/x) to be
defined at the origin too. Since

Θ(1/x) = D+C(xIN−A)−1B,

Theorem 9.2.7 implies that A is invertible. Hence

D∗+B∗(xIN−A∗)−1C∗ = D∗−B∗A−∗C∗+ xB∗A−∗(xIN−A∗)−1C∗,

and so

D∗−B∗A−∗C∗+ xB∗A−∗(xIN−A∗)−1C∗ = J(D−1−D−1C(xIN−A×)−1BD−1)J.

This in turn is an equality between two minimal realizations of a given rational matrix-
valued function. The result then follows by proceeding as in [57, Theorem 3.1, p.197].

�

Remark 9.3.3. We note the formula (see also (8.18))

J−Θ(x)JΘ(y)∗

1− xy
=C(I− xA)−1H−1(I− yA)−∗C∗.

Remark 9.3.4. We note that in fact the hypothesis of invertibility at the origin can be
removed. To this end, one uses the results of Section 8.3, and note that as it follows from
the formula

J−Θ(x)JΘ(y)∗

1− xy
=−1

y
R1/yΘ(x)(Θ(1/y))∗, y 6= 0,

the space P(Θ) (or more precisely, the restrictions of its functions to the real line) is
finite dimensional.
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9.4 Rational slice hyperholomorphic functions
We now lift to the slice hyperholomorphic setting the results of the previous three sections.

Definition 9.4.1. The Hn×m-valued function r slice hyperholomorphic in an axially sym-
metric s-domain will be called rational if its restriction to the real line is rational in the
sense of Definition 9.1.1.

Theorem 9.4.2. Let r be a rational matrix-valued function defined at the origin, and with
minimal realization D+ pC ? (I− pA)−?B, and let [p1], . . . , [pN ] be the spheres corre-
sponding to the poles of r. Then

σS(A) =
{[

p−1
1
]
, . . . ,

[
p−1

N
]}

Proof. We use as minimal realization the backward-shift realization. The elements of the
state space M (r) are slice hyperholomorphic in H \ {[p1], . . . , [pN ]}. The space is R0-
invariant, and so its eigenfunctions are of the form

f ? (1− pa)−?. (9.27)

By the definition of M (r), (9.27) is a finite linear combinations of elements of the form
Rn

0rc. It follows that, for a 6= 0, we have
[
a−1
]
∈ {[p1], . . . , [pN ]}.

Conversely,
{[

p−1
1

]
, . . . ,

[
p−1

N

]}
⊂ σS(A) from the realization formula. �

Corollary 9.4.3. In the setting of the previous theorem assume r slice hyperholomorphic
in the closed ball. Then, rS(A)< 1 and the function t 7→ r(t p) is real analytic for all p on
the unit sphere in a neighborhood of 1.

We now turn to conditions (9.22) and (9.25).

Definition 9.4.4. Let J ∈Hn×n be a signature matrix. A rational Hn×n-valued function is
called J-unitary on the purely imaginary quaternions if

Θ(p)? J ?Θ
c(−p) = J. (9.28)

Note that (9.28) is the slice hyperholomorphic extension of (9.22).

Definition 9.4.5. Let J ∈Hn×n be a signature matrix. A rational Hn×n-valued function is
called J-unitary on the unit ball if

Θ(p)? J ?Θ
c(1/p) = J. (9.29)

Note that (9.29) is the slice hyperholomorphic extension of (9.25).
Let Θ be a slice hyperholomorphic Hn×n-valued rational function, with domain of defini-
tion Ω(Θ)⊂H. The counterpart of the kernel KΘ is now

KΘ(p,q) =
∞

∑
t=0

pt(J−Θ(p)JΘ(q)∗)qt ,

but the counterpart of (2.14) is not so clear, as illustrated by the following example (see
[20] and [39]).
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Example. The function

Θ(p) =
1√
2

(
1 i
i 1

)
?

(
p 0
0 1

)
=

1√
2

(
p i
pi 1

)
(9.30)

does not take unitary values on the unit sphere.
Indeed for p of modulus 1 we have:

Θ(p)Θ(p)∗ =
(

1 i−pip
2

pip−i
2 1

)
,

and

Θ( j)Θ( j)∗ =
(

1 i
−i 1

)
is not a contraction (its eigenvalues are 0 and 2), let alone a unitary matrix. On the other
hand, the associated space P(Θ) is finite dimensional since

KΘ(p,q) =
1
2

(
1 i
−i 1

)
.

We note that the positivity of the kernel KΘ(p,q) does not imply the condition

J−Θ(p)JΘ(p)∗ ≥ 0 ∀p ∈ B1 where Θ is defined. (9.31)

This is because the entries of the matrix Θ(p)JΘ(p)∗ need not be real and so will not
commute with the factors pt and pt . This is illustrated by the above example.
The scalar case, that is J = 1, is of special importance. Then Θ(p)JΘ(p)∗ = |Θ(p)|2 ∈ R
and the positivity of KΘ and (9.31) are equivalent.

The next theorem characterizes slice-hyperholomorphic functions J-unitary (in an appro-
priate sense) on the unit sphere or on the real axis. In [57] a proof was given of this result
(in the complex variable setting) under the hypothesis that Θ is invertible at infinity and
at the origin. The operator A is then invertible because the chosen realization is mini-
mal. Another proof was given in [52] without these hypothesis, using reproducing kernel
Hilbert spaces. This approach is still applicable in our setting and is the one we take in
the proof of the theorem. The standard computations follow [13, Exercise 7.7.16 ].

Theorem 9.4.6. Let (C,A) ∈ Hn×N ×HN×N be an observable pair of matrices, and as-
sume that 1 ∈ ρS(A). Let J ∈ Hn×n be a signature matrix, and let P denote an invertible
Hermitian matrix. Let M denote the linear space spanned by the columns of the matrix
function F(p) =C ? (IN− pA)−?, and endow M with the inner product

[F(·)ξ ,F(·)η ]P = η
∗Pξ .

Then there exists a rational function Θ such that M = P(Θ) if and only if P is solution
of the Stein equation (4.16).
The function Θ is then given by the formula (up to a right multiplicative J-unitary con-
stant)

Θ(p) = In− (1− p)?C ? (IN− pA)−?P−1(IN−A∗)−1C∗J. (9.32)
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Proof. We consider real p and q. The result follows by slice hyperholomorphic extension.
With F(p) = C(IN − pA)−? and x,y ∈ R such that (IN − xA) and(IN − yA) are invertible
we can write

J−Θ(x)JΘ(y)∗ = (1− x)F(x)P−1F(1)∗+(1− y)F(1)P−1F(y)∗−
− (1− x)(1− y)F(x)P−1F(1)∗JF(1)P−1F(y)∗

= F(x)P−1(IN−A)−∗×
×{ (1− x)(IN− yA)∗P(IN−A)+

+(1− y)(IN−A)∗P(IN− xA)−
− (1− x)(1− y)C∗JC }×

× (IN−A)−1P−1F(y)∗.

In view of the observability of the pair (C,A), the reproducing kernel formula

J−Θ(x)JΘ(y)∗

(1− xy)
= F(x)P−1F(y)∗

will hold if and only if we have

(1− xy)(IN−A)∗P(IN−A) = (1− x)(IN− yA)∗P(IN−A)+

+(1− y)(IN−A)∗P(IN− xA)−
− (1− x)(1− y)C∗JC,

or equivalently

(1− xy)(IN−A)∗P(IN−A) = (1− x)(IN− yA)∗P(IN−A)+

+(1− y)(IN−A)∗P(IN− xA)−
+(1− x)(1− y)(P+A∗PA)+

+(1− x)(1− y)(C∗JC−P−A∗PA).

But it holds that:

(1− xy)(IN−A)∗P(IN−A) = (1− x)(IN− yA)∗P(IN−A)+

+(1− y)(IN−A)∗P(IN− xA)−
+(1− x)(1− y)(P+A∗PA).

Thus we get the formula

J−Θ(x)JΘ(y)∗

(1− xy)
= F(x)P−1F(y)∗+

+
(1− x)(1− y)

1− xy
F(x)P−1(IN−A)−∗∆(IN−A)−1P−1F(y)∗,
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where we have set ∆ =C∗JC−P−A∗PA. Thus formula (2.21) is in force if and only if

F(x)P−1(IN−A)−∗∆(IN−A)−1P−1F(y)∗ ≡ 0.

Since the pair (C,A) is observable, this will be the case if and only if ∆ = 0, that is, if and
only if the assumed Stein equation holds.

�

Corollary 9.4.7. Let (C,A) be an observable pair of matrices and assume that there
exists an invertible Hermitian solution to the equation

P−A∗PA =C∗JC. (9.33)

Assume moreover that 1 ∈ ρS(A). Then, the function

Θ(p) = I +(1− p)?C ? (I− pA)−?P(I−A)−∗C∗J (9.34)

is rational and satisfies (9.25).

For future use we need (see the proof of Theorem 10.1.8):

Proposition 9.4.8. Assume P > 0. Then D−1 is invertible at the point p = 0.

Proof. We have
∞

∑
u=0

pn (J−Θ(p)JΘ(p)∗) pn ≥ 0.

For p = 0 we have
J ≥Θ(0)JΘ(0)∗

from which we get
I +C(0)C(0)∗ ≥ D(0)D(0)∗

and hence the result. �

An important example of such function, in the setting of discrete systems, is given in
Theorem 10.7.5.

For a signature matrix J ∈ Hn×n we first define H2(J,B) to be the space (H2(B))n en-
dowed with the possibly indefinite inner product

[ f ,g] = 〈 f ,Jg〉(H2(B))n .

Setting

kJ(p,q) =
∞

∑
u=0

puJqu,

we note that
[ f ,kJ(·,q)ξ ] = ξ

∗ f (q), q ∈ B1,ξ ∈Hn.

When J has real entries, we futhermore have

kJ(p,q) = (1− pq)−?J.
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Proposition 9.4.9. Let Θ be a rational function J-unitary on the unit sphere, and let
(C,A) be an observable pair such that (the finite dimensional Pontryagin space) P(Θ) is
spanned by the columns of the matrix-function C?(I− pA)−?. Then P(Θ) is isometrically
included in H2(J,B) if and only if σS(A)⊂ B.

Proof. Assume that P(Θ) is included isometrically in H2(J,B). In particular, it is in-
cluded (as a set) inside (H2(B))n, where n is the size of J (J ∈ Rn×n). Since near the
origin an element of P(Θ) can be written as

F(p)ξ =
∞

∑
u=0

puCAu
ξ , with F(p) =C ? (I− pA)−?,

for some ξ ∈Hn it follows that

∞

∑
u=0

ξ
∗A∗uC∗CAu

ξ < ∞, ∀ξ ∈Hn. (9.35)

Let now λ ∈ σS(A) and let ξ 6= 0 be such that Aξ = ξ λ . We have Auξ = ξ λ u (with
u ∈ N) and so Cξ ∈ ∩∞

u=0 kerCAu. Since the pair (C,A) is observable we have Cξ 6= 0.
Hence (9.35) can be rewritten as

∞

∑
u=0
|λ |2u‖Cξ‖2 < ∞

and so λ ∈ B. Hence P(Θ)⊂ H2(J,B). But now the series

P =
∞

∑
u=0

A∗uC∗JCAu

converges absolutely, and we have

[F(p)ξ ,F(p)η ]P(Θ) = η
∗Pξ

=
∞

∑
u=0

η
∗A∗uC∗JCAu

ξ

= [F(p)ξ ,F(p)η ]H2(J,B).

The converse is clear and uses, for instance, (4.4.11). �

Theorem 9.4.10. Let Θ be a rational function J-unitary on the unit sphere, and let
(C,A) be an observable pair such that (the finite dimensional Pontryagin space) P(Θ)
is spanned by the columns of the matrix-function C ? (I− pA)−?. Then the operator MΘ

of ? multiplication by Θ is an isometry from H2(J,B) into itself if and only if σS(A)⊂ B.
When this condition is in force we have

P(Θ) = ran(J−MΘJM∗Θ) = H2(J,B)	MΘH2(J,B).
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Proof. Assume first that σS(A) ⊂ B. By the previous theorem P(Θ) is isometrically
included in H2(J,B). Moreovoer Θ (given by (9.34)) is bounded in norm in B, and so
the operator MΘ is bounded from (H2(B))n into itself (see Corollary 6.2.8). Thus, by
Theorem 7.5.2, (

M∗Θ
(
ξ ? (1−·q)−?

))
(p) =

∞

∑
u=0

Θ(q)∗qu
ξ ,

and
KΘ(p,q)ξ =

(
(J−MΘJM∗Θ)

(
ξ ? (1−·q)−?

))
(p)

and so P(Θ)⊂ ran(J−MΘJM∗
Θ
)⊂ H2(J,B). We set

Γ = J−MΘJM∗Θ.

We have

η
∗K(p,q)ξ = 〈KΘ(·q)ξ ,KΘ(·, p)η〉P(Θ)

= [Γ
(
ξ ? (1−·q)−?

)
,
(
Jη ? (1−·p)−?

)
]H2(J,B)

(by Cauchy’s formula)

= [Γ
(
ξ ? (1−·q)−?

)
,Γ
(
Jη ? (1−·p)−?

)
]H2(J,B)

since P(Θ) is isometrically included in H2(J,B), and so we have Γ2 = Γ and every
element in H2(J,B) can be written as an orthogonal sum

f = Γ f +(I−Γ) f .

It follows that H2(J,B) = P(Θ)⊕MΘH2(J,B). �

As a consequence we have the following result:

Theorem 9.4.11. Let b ∈ S be such that the kernel Kb is positive definite and assume that
the associated reproducing kernel Hilbert space is finite dimensional. Then, b is a finite
Blaschke product.

Proof. Let n be the dimension of H (b) and let (C,A) ∈ H1×n×Hn×n be a controllable
pair such that the entries of C ? (In− pA)−? form a basis of H (b). Then σS(A)⊂ B since
H (b)⊂ H2(B) (a priori contractively). By the previous theorem we have

H (b) = H2(B)	MbH2(B).

Let now f (p)= (1− pa)−? be an eigenvector of R0 with eigenvalue a∈B. Using Theorem
6.3.7 we have that the span of f in H2(B) is a H (ba) space, where ba is the Blaschke
factor at a. Because of the isometric inclusion the function b−?a ?b is still a Schur function,
and the associated reproducing kernel Hilbert space has dimension n−1. We get the result
by iterating. �
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9.5 Linear fractional transformation
Linear fractional transformations and interpolation problems originated with the analysis
of the previous century and even earlier; we have in mind here the Schur algorithm and
the associated solutions of the Carathéodory-Fejér interpolation problem (see Theorem
10.4.1) and the results of Stieltjes on moment problems (see []). The connection between
the underlying reproducing kernel spaces seems to have been noticed at a much later stage
in the work of de Branges and Rovnyak; see [105, Theorem 13, p.305], [156, §31, Theo-
rem 31]. The following result is the quaternionic version of the result of de Branges and
Rovnyak, when the linear fractional transformation coefficients are moreover assumed

rational. For the next result it is useful to recall that J0 =

(
1 0
0 −1

)
.

Theorem 9.5.1. Let Θ be a rational J0-inner function, defined at p = 1 and such that
Θ(1) = I2, and let s be a Schur function. Then, there is a Schur function e such that

s(p) = (a(p)? e(p)+b(p))? (c(p)? e(p)+d(p))−? (9.36)

if and only if the map M(
1 −s

) is a contraction from H (Θ) into H (s).

Proof. Using the first item in Proposition 7.5.2 we obtain(
M∗(

1 −s
)Ks(·,q)

)
(p) =

∞

∑
t=0

pn
((

1
−s(q)

)
−Θ(p)JΘ(q)∗ ?r

(
1
−s(q)

))
qt ,

and so

(M(
1 −s

)M∗(
1 −s

)Ks(·,q))(p)

= Ks(p,q)−
∞

∑
t=0

pt
((

1 −s(p)
)
?Θ(p)JΘ(q)∗ ?r

(
1
−s(q)

))
qt

≤ Ks(p,q),

and therefore the kernel

∞

∑
t=0

pt
((

1 −s(p)
)
?Θ(p)JΘ(q)∗ ?r

(
1
−s(q)

))
qt =

∞

∑
t=0

pt
(

A(p)A(q)−B(p)B(q)
)

qt

is positive definite in B, with

A(p) = (a− s? c)(p) and B(p) = (b− s?d)(p).

The point p = 1 is not an interpolation node, and so Θ is well defined at p = 1. From
(10.42) we have

Θ(1) = I2 (9.37)
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and so (a−1c)(1) = 0. Since s is bounded by 1 in modulus in B1 it follows that (a−s?c) 6≡
0. Thus e = −(a− s ? c)−? ? (b− s ? d) is defined in B, with the possible exception of
spheres of poles. Since

∞

∑
t=0

pt
(

A(p)A(q)−B(p)B(q)
)

qt = A(p)?

{
∞

∑
t=0

pt(1− e(p)e(q))qt

}
?r A(q),

we have from Proposition 7.5.8 that the kernel

Ke(p,q) =
∞

∑
t=0

pt(1− e(p)e(q))qt ,

where
e =−(a− s? c)−? ? (b− s?d), (9.38)

is positive definite in its domain of definition. By Theorem 8.4.4 the function e extends
to a Schur function. From (9.38) we get s? (c?e+d) = a?e+b. To conclude we remark
that (9.37) implies that

(d−1c)(1) = 0.

Thus, in a way similar to the proof that (a− s? c) 6≡ 0, we have c? e+d 6≡ 0 and we get
that s is of the form (9.36).
Conversely, assume that s is of the form (9.36). Then the formula

Ks(p,q) =
(
1 −s(p)

)
?KΘ(p,q)?r

(
1
−s(q)

)
+

+(a− s? c)(p)?Ke(p,q)?r (a− s? c)(q)

(9.39)

implies that M(
1 −s

) is a contraction from H (Θ) into H (s). �

9.6 Backward-shift operators
In this section we study finite dimensional backward operators for backward shifts cen-
tered at the origin or at p = 1. We will not give the proof of the first lemma.

Lemma 9.6.1. A finite dimensional subspace (say of dimension N) M of Hn-valued
functions slice hyperholomorphic in a neighborhood of the origin is R0-invariant if and
only if it can be written as

M =
{

F(p)ξ ; ξ ∈HN}
where F(p) = C ? (IN − pA)−?, where (C,A) ∈ Hn×N ×HN×N is an observable pair of
matrices.

We begin with some preliminary results and definitions.
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Definition 9.6.2. Let f be a slice hyperholomorphic function in a neighborhood Ω of
p = 1, and let f (p) = ∑

∞
t=0(p−1)t ft be its power series expansion at p = 1. We define

R1 f (p) =
∞

∑
t=1

(p−1)t ft . (9.40)

Denoting by ext the slice hyperholomorphic extension we have

R1 f (p) = ext(R1 f |p=x) . (9.41)

The following proposition is the counterpart of Lemma 9.6.1 when R0 is replaced by R1.

Proposition 9.6.3. Let N be a finite dimensional space, of dimension d, of Hm-valued
functions, slice hyperholomorphic in a neighborhood of the point p = 1 and R1-invariant.
Then N is spanned by the columns of G ? (Id − pT )−?, where the matrices (G,T ) ∈
Hm×d×Hd×d such that ξ ∈Hd ,

G? (Id− pT )−?ξ ≡ 0 =⇒ ξ = 0.

Proof. Let F(p) be built from the columns of a basis of N and note that there exists
B ∈Hd×d such that R1F = FB. Restricting to p = x, where x is real, we have

F(x)−F(1)
x−1

= F(x)B,

and so
F(x)(Id +B− xB) = F(1). (9.42)

We claim that Id +B is invertible. Let ξ ∈Hd be such that Bξ =−ξ . Then, (9.42) implies
that

xF(x)ξ = F(1)ξ , x ∈ (−1,1).

Thus F(1)ξ = 0 (by setting x = 0) and so F(x)ξ = 0 and so ξ = 0. Hence

F(x) = F(1)(Id +B)−1(Id− xB(Id +B)−1)−1,

and the result follows. �

Lemma 9.6.4. Let f (p) = F(p)ξ where F(p) =C ? (IN− pA)−? and ξ ∈HN . Then

R1 f (p) = F(p)A(IN−A)−1
ξ . (9.43)

Proof. First of all, recall that

F(p) =C ? (IN− pA)−? = (C− p̄CA)(In−2RepA+ |p|2A2)−1,

so
F(1) = (C−CA)(IN−2A+A2)−1 =C(IN−A)−1.
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Let us compute

R1 f (p) = (p−1)−1( f (p)− f (1)) = (p−1)−1(C ? (IN− pA)−?ξ −C(IN−A)−1
ξ )

=C ? (p−1)−1((IN− pA)−?− (IN−A)−1)ξ

=C ? (p−1)−1 ? (IN− pA)−? ? ((IN−A)− (IN− pA))(IN−A)−1
ξ

=C ? (p−1)−1 ? (IN− pA)−? ? (p−1)A(IN−A)−1
ξ

=C ? (IN− pA)−?A(IN−A)−1
ξ

= F(p)A(IN−A)−1
ξ .

�

Using the notation of the preceding lemma we also state:

Lemma 9.6.5. Let M be endowed with the inner product defined by the Stein equation
(9.33),

P−A∗PA =C∗JC,

and let f ,g ∈M . Then

[ f ,g]+ [R1 f ,g]+ [ f ,R1g] = g(1)∗J f (1). (9.44)

Proof. Let f (p) = F(p)ξ and g(p) = F(p)η with ξ ,η ∈HN . We have

f (1) =C(IN−A)−1
ξ and g(1) =C(IN−A)−1

η .

These equations together with (9.43) show that (9.44) is equivalent to

P+P(IN−A)−1A+A∗(IN−A)−∗P = (IN−A)−∗C∗JC(IN−A).

Multiplying this equation by IN −A∗ on the left and by IN −A on the right we get the
equivalent equation (10.26). �

Remark 9.6.6. Equation (9.44) corresponds to a special case of a structural identity which
characterizes H (Θ) spaces in the complex setting. A corresponding identity in the half
space case was first introduced by de Branges, see [103], and improved by Rovnyak [251].
Ball introduced the corresponding identity in the setting of the open unit disk and proved
the corresponding structure theorem (see [80]). In addition, see, e.g., [55, p. 17] for further
discussions on this topic.

Proposition 9.6.7. Let a and b be slice-hyperholomorphic functions defined in a neigh-
borhood of the point p = 1 such that the product a?b is well defined. Then,

R1(a?b)(p) = (R1a(p))b(1)+(a?R1b)(p). (9.45)
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Proof. By the Identity Principle, see [144, Theorem 4.2.4] the equality holds if and only
if it holds for the restrictions to a complex plane CI, I ∈ S, i.e., using the notation in
Section 2, if and only if

(R1(a?b))I(z) = (R1a(z))I b(1)+(a?R1b)I(z), z ∈ CI. (9.46)

Let J ∈ S be such that J is orthogonal to I and assume that

aI(z) = F(z)+G(z)J, bI(z) = H(z)+L(z)J.

Let us compute the left-hand side of (9.46), using the fact that (R1(a ? b))I(z) = R1((a ?
b)I) and formula (6.13):

R1((a?b)I) = R1

(
F(z)H(z)−G(z)L(z̄)+(G(z)H(z̄)+F(z)L(z))J

)
= (z−1)−1

(
F(z)H(z)−G(z)L(z̄)+(G(z)H(z̄)+F(z)L(z))J

−F(1)H(1)+G(1)L(1)− (G(1)H(1)+F(1)L(1))J)
)
.

On the right hand side of (9.46) we have (R1a(z))I b(1) = (R1aI(z))b(1) which can be
written as

(R1aI(z))b(1) =
(
(z−1)−1(F(z)+G(z)J−F(1)−G(1)J)

)
(H(1)+L(1)J)

= (z−1)−1
(

F(z)H(1)+F(z)L(1)J+G(z)H(1)J−G(z)L(1)−F(1)H(1)

−F(1)L(1)J−G(1)H(1)J+G(1)L(1)
)
,

and moreover,

(a?R1b)I(z) = (F(z)+G(z)J)?
(
(z−1)−1(H(z)+L(z)J−H(1)−L(1)J)

)
= (z−1)−1(F(z)+G(z)J)? (H(z)+L(z)J−H(1)−L(1)J)

= (z−1)−1(F(z)H(z)−G(z)L(z̄)+(G(z)H(z̄)+F(z)L(z))J)

−F(z)H(1)+G(z)L(1)− (G(z)H(1)+F(z)L(1))J

from which the equality follows. �
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Chapter 10

First applications: scalar
interpolation and first order
discrete systems

In the present chapter we discuss the Schur algorithm and some interpolation problems
in the scalar case. We make use in particular of the theory of J-unitary rational functions
presented in Chapter 9. We also discuss first order discrete systems. In the classical case,
interpolation problems in the Schur class can be considered in a number of ways, of which
we mention:

1. A recursive approach using the Schur algorithm (as in Schur’s 1917 paper [257]) or
its variant as in Nevanlinna’s 1919 paper [240] in the scalar case.

2. The commutant lifting approach, in its various versions; see Sarason’s seminal paper
[254], the book [250] of Rosenblum and Rovnyak, and the book [176] of Foias and
Frazho.

3. The state space method; see [86].

4. The fundamental matrix inequality method, due to Katsnelson, Kheifets and Yudit-
skii; see [223, 224].

5. The method based on extension of operators and Krein’s formula; see the works of
Krein and Langer [229, 228] and also [25].

6. The reproducing kernel method; see [26, 169].

This list is far from being exhaustive, and does not include in particular the papers and
works which motivated Schur’s work such the trigonometric moment problem and Her-
glotz’s work. In most of these methods one constructs from the interpolation data a J-inner
function which defines a linear fractional transformation describing the set of all solutions
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to the given problem.

In the present chapter we mainly use the reproducing kernel method. In the paper [20] as
well as in part of the following section we use the fundamental matrix inequality method,
suitably adapted to the present setting.

10.1 The Schur algorithm
In the setting of complex analysis, Theorem 10.1.1 below is the basis to the Schur algo-
rithm and is an easy consequence of Schwarz’ lemma and of the fact that if z1 and z2

are two complex numbers in the open unit disk, so is
z1− z2

1− z1z2
. In particular, if s(z) is a

Schur function with |s(0)|< 1, then
s(z)− s(0)

1− s(z)s(0)
is still a Schur function. In our setting,

Schwarz’ lemma still holds (see Lemma 6.1.11 in Chapter 6), but the pointwise product
is replaced by the star product, and the fact that

(1− s(p)s(0))−? ? (s(p)− s(0))

is still a Schur function is not so clear.

Theorem 10.1.1. Let s be a scalar Schur function which is not a unitary constant. Then
the function defined by

σ(p) =

p−1(1− s(p)s(0))−? ? (s(p)− s(0)), p 6= 0,
s′(0)

1−|s(0)|2
, p = 0,

(10.1)

is a Schur function.

Proof. Let Ω = (−1,1)\{0}. The kernel

Ks(x,y) =
1− s(x)s(y)

1− xy

is positive definite for x,y ∈ Ω. Let H (Ks) denote the associated reproducing kernel
Hilbert space. The function

x 7→ Ks(x,0) = 1− s(x)s(0)

belongs to H (Ks) and has norm equal to
√

1−|s(0)|2. Thus the kernel

1− s(x)s(y)
1− xy

− (1− s(x)s(0))(1− s(0)s(y))
1−|s(0)|2

is also positive definite in Ω. Let

θ0(x) =
1√

1−|s(0)|2

(
1 s(0)

s(0) 1

)(
x 0
0 1

)
.
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Then, it follows that

J−θ0(x)Jθ0(y)∗

1− xy
=

 1

s(0)

 1

s(0)

∗
1−|s(0)|2

.

Hence we have:

1− s(x)s(y)
1− xy

− (1− s(x)s(0))(1− s(0)s(y)
1−|s(0)|2

=

=
1− s(x)s(y)

1− xy
−
(
1 −s(x)

)
(J−θ0(x)Jθ0(y)∗)

(
1 −s(y)

)∗
1− xy

=

(
1 −s(x)

)
θ0(x)Jθ0(y)∗

(
1 −s(y)

)∗
1− xy

= (1− s(x)s(0))
1−σ(x)σ(y)

1− xy
(1− s(0)s(y)).

Hence the kernel
1−σ(x)σ(y)

1− xy
is positive definite in Ω. But the function σ is slice hy-

perholomorphic in B and so by slice hyperholomorphic extension the kernel

∞

∑
u=0

pu(1−σ(p)σ(q))qu

is positive definite in B. Hence σ is a Schur function. �

Remark 10.1.2. For an alternative proof, based on Schwarz lemma, see [39].

The Schur algorithm consists of iterating (10.1). It associates to s a sequence, finite or
infinite, of Schur functions s(n),n = 0,1,2, . . ., with s(0) = s, and

s(n+1)(p) =


p−1(1− s(n)(p)s(n)(0))−? ? (s(n)(p)− s(n)(0)), p 6= 0,
(s(n))′(0)

1−|s(n)(0)|2
, p = 0,

(10.2)

and of quaternions ρn = s(n)(0), n = 0,1, . . . ∈ B∪ ∂B, called Schur coefficients. If at
some stage, ρn ∈ ∂B, then the recursion stops. This happens if and only if s is a finite
Blaschke product. This is based on Proposition 6.3.10.
The Schur algorithm can be translated on the level of the power series expansions. Indeed,
let (whenever defined)

s(n)(p) =
∞

∑
u=0

pusn,u.
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Then

(1−|ρn|2)sn+1,0 = sn,1

(1−|ρn|2)sn+1,1− sn,1ρnsn+1,0 = sn,2

(1−|ρn|2)sn+1,2− sn,1ρnsn+1,1− sn,2ρnsn+1,0 = sn,3

...

We note that the above formulas are simple because we are evaluating at the origin; out-
side real points, the ?-multiplication is not so simply related to the coefficients.

Let us now denote by LT (h0, . . . ,hn) the (n+1)×(n+1) lower triangular Toeplitz matrix
based on the quaternions h0, . . . ,hn.

Proposition 10.1.3. Let s be a Schur function and assume that the function s( j) exists for
j = 0, . . . ,n+1. Assume that the Schur algorithm is well defined up to rank n+1. Then,

(
I j+1−LT (sn,0, . . . ,sn, j)ρn

)sn+1,0
...

sn+1, j

=

 sn,1
...

sn, j+1

 , j = 0, . . . . (10.3)

We note that (10.3) is a mere rewriting of the Schur algorithm. Using (10.3) we have the
following result. We give at this stage only a formal explanation of the formula (10.5). A
precise proof is differed to Section 10.4.

Theorem 10.1.4. Let s be a Schur function with power series expansion s(p)=∑
∞
n=0 pnan.

There exist continuous functions ϕn, j and ψn such that

sn, j = ϕn, j(a0, . . . ,an+ j), j = 0,1, . . . (10.4)
an = ψn(ρ0, . . . ,ρn), n = 0,1, . . . . (10.5)

Proof. We first prove (10.4) and proceed by induction on n. For n = 0 we have s0, j = a j
for j = 0,1, . . ., and so the result trivially holds. Assume now the result true for n, and
let j ∈ N0. It follows from (10.3) that sn+1, j is a continuous function of sn,0, . . . ,sn, j+1.
Applying the induction hypothesis for each of the sn,0, . . . ,sn, j+1 we obtain the result at
rank n+1.

�

Remark 10.1.5. Setting j = 0 in (10.4) we have

ρn = ϕn,0(a0, . . . ,an). (10.6)

As a direct consequence of Theorem 10.1.1 we have:
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Theorem 10.1.6. Let ρ ∈ B. Then a Schur function s satisfies s(0) = ρ if and only if it
can be written in the form

s(p) = (ρ + pσ(p))? (1+ pρ ?σ(p))−? (10.7)

for some Schur function σ .

Proof. Let s be a Schur function such that s(0) = ρ . The Schur algorithm asserts that the
function σ defined by (10.1) is also a Schur function. Unwrapping s in function of σ we
obtain (10.7). Conversely, a function of the form (10.7) is a Schur function. Indeed, as in
the proof of the Schur algorithm we have

1− s(x)s(y)
1− xy

=
(1− s(x)ρ)(1−ρs(y))

1−|ρ|2
+(1− s(x)ρ)

1−σ(x)σ(y)
1− xy

(1−ρs(y))

and so the kernel 1−s(x)s(y)
1−xy is positive definite on (−1,1), and hence s is a Schur function.

It trivially satisfies s(0) = ρ . �

Let σ(p) = σ0 + pσ1 + · · · . It follows from (10.7) that

σ0 =
a1

1−|a0|2

(with s(p) = ∑
∞
n=0 pnan). This suggest that, as in the classical case, one can solve iter-

atively the following interpolation problem, called the Carathéodory-Fejér interpolation
problem, in an iterative way. A (non-iterative) solution to this problem is given in Section
10.4.

Problem 10.1.7. Given quaternions a0, . . . ,aN , find a necessary and sufficient condition
for a Schur function s to exist whose power series expansion is

s(p) = a0 + · · ·+ pNaN︸ ︷︷ ︸
fixed

+pN+1sN+1 + · · · ,

and describe the set of all solutions when this condition is in force.

To conclude we have the following two results:

Theorem 10.1.8. Let (ρn)n∈N0 be an infinite sequence of numbers in B. Then there is a
unique Schur function with Schur coefficients the ρn.

Proof. As in Section 3.1 we note that the Schur algorithm can be rewritten as

pn+1Kn+1(p)?
(
1 −sn+1(p)

)
=
(
1 −s(p)

)
?Θn(p), n = 0,1, . . . (10.8)

where Kn+1 is a function slice hyperholomorphic in a neighborhood of the origin, and
where

Θn(p) = θ0(p)? · · ·?θn(p), (10.9)
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with

θk(p) =
1√

1−|ρk|2

(
1 ρk
ρk 1

)
?

(
p 0
0 1

)
=

1√
1−|ρk|2

(
p ρk

pρk 1

)
, k ∈ N0.

Let ŝ be another Schur function with the same Schur coefficients. It follows from (10.8)
for ŝ that (

0 s(p)− ŝ(p)
)
?Θn(p) = pn+1vn+1(p)

for some function vn+1 slice hyperholomorphic at the origin. We note that Θn is J-inner
and so its (2,2) entry Dn is ?-invertible at the origin (see Proposition 9.4.8). Since

s(p)− ŝ(p) = pn+1 ? vn+1(p)?D−?n (p), n = 0,1, . . .

it follows that the power series of s and ŝ coincide, and so s = ŝ. �

Theorem 10.1.9. Let (an)n∈N0 be a sequence of elements in H. Then the series

∞

∑
u=0

puau

converges in B to a Schur function if and only if the corresponding ρn are all in B (or in
case of a finite sequence, the last one is on ∂B).

The proof is differed to the end of Section 10.4, after the solution of the Carathéodory-
Fejér problem.

10.2 A particular case
In this section we give a short proof of the interpolation problem for Schur multipliers
in the scalar case, and under two restrictive assumptions. We first recall some notation.
Recall that

J0 =

(
1 0
0 −1

)
and recall that H2(J0,B) denotes the space of elements of the form

(
f1
f2

)
, with f1, f2 ∈

H2(B) and endowed with the form

[ f ,g]H2(J0,B) = 〈 f ,J0g〉(H2(B))2 , f ,g ∈ (H2(B))2. (10.10)

Note that H2(J0,B) is a Krein space.

The interpolation data are given in terms of an observable pair of matrices (C,A) ∈
H2×N×HN×N , and the first assumption is that the Stein equation (4.16)

P−A∗PA =C∗JC
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has a solution which is strictly positive. Consider

Θ(p) = I2− (1− p)?C ? (IN− pA)−?P−1(IN−A)−∗C∗J0, (10.11)

where we assume also that IN−A is invertible (see (9.32)). The second assumption is that
the Hilbert space H (Θ) with reproducing kernel

KΘ(p,q) =
∞

∑
u=0

pu (J0−Θ(p)J0Θ(q)∗)qu

is isometrically included in H2(J0,B) (or, equivalently, that the operator MΘ of ?-multiplication
by Θ is an isometry from H2(J0,B) into itself; see Theorem 9.4.10). These assumption
covers in particular the Carathéodory-Fejér and Nevanlinna-Pick interpolation problems.
They will not be met in the degenerate case (that is, when P is singular) or for boundary
interpolation problems.

We set

Θ(p) =
(

a(p) b(p)
c(p) d(p)

)
,

where

a(p) = 1− (1− p)?C1 ? (IN− pA)−?P−1(IN−A)−∗C∗1 (10.12)
b(p) = −(1− p)?C1 ? (IN− pA)−?P−1(IN−A)−∗C∗2 (10.13)
c(p) = −(1− p)?C2 ? (IN− pA)−?P−1(IN−A)−∗C∗1 (10.14)
d(p) = 1+(1− p)?C2 ? (IN− pA)−?P−1(IN−A)−∗C∗2 . (10.15)

Theorem 10.2.1. Assume that the function Θ in (10.11) is such that MΘ is an isometry
from H2(J0,B) into itself. Then the linear fractional transformation

s(p) = (a(p)?σ(p)+b(p))? (ac(p)?σ(p)+d(p))−?

describes all Schur functions s(p) = ∑
∞
u=0 pusu such that

∞

∑
u=0

A∗u(C∗1su−C∗2) = 0 (10.16)

when σ varies in the family of all Schur functions.

Proof. By hypothesis we have

H2(J0,B) = MΘ(H2(J0,B))⊕
(
H2(J0,B)	MΘ(H2(J0,B))

)
. (10.17)

We recall that the right quaternionic vector space H2(J0,B)	MΘ(H2(J0,B)) is spanned
by the columns of the function C ? (I− pA)−?, and that

∞

∑
u=0

pu (J0−Θ(p)J0Θ(q)∗)qu ≥ 0. (10.18)
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Since H (Θ) is isometrically included in H2(J0,B) it follows from Proposition 9.4.9 that
σS(A)⊂ B and so the function Θ (and hence its entries a,b,c and d) are slice hyperholo-
morphic in a neighborhood of the closed unit ball.

STEP 1: maxp∈B |d−?(p)? c(p)|< 1.

By ?-multiplying (10.18) by
(
0 1

)
on the left and ?r-multiplying this same expression

by
(

0
1

)
on the right we get

∞

∑
u=0

pu
(

d(p)d(q)−1− c(p)c(q)
)

qu ≥ 0. (10.19)

Setting p = q and since we are in the scalar case, we obtain

|d(p)|2 ≥ 1+ |c(p)|2, p ∈ B, (10.20)

and in particular d(p) is invertible in the open unit ball and |d−1(p)c(p)| < 1 for such
p’s. The multiplication formula (6.16) implies then

d−?(p)? c(p) = (d(p)d(p̃))−1(dc(p)c(p̃)

= d(p̃)−1c(p̃)

and so |d−?(p)? c(p)|< 1 in B.

Still putting p = q in (10.19) and dividing by d(p) (with p ∈ B) we get

1−|d−1(p)|2−|d−1(p)c(p)|2 ≥ 0. (10.21)

This inequality extends by continuity to B. By (10.15) we see that d is slice hyperholo-
morphic in a neighborhood of the closed unit ball B, and so (10.20) can be extended by
continuity to B as

|d(p)| ≥ 1, p ∈ B. (10.22)

Hence d−1(p) 6= 0 on the closed unit ball, and the claim follows from (10.21) and from
the compactness of B.

STEP 2: For every s ∈ S the function (c ? σ + d)−? belongs to H2(B) (and in fact is
bounded in B).

This follows from step 1 and

c?σ +d = d ? (d−? ? c?σ +1)

since, by the product formula (6.1.21)

|(d(p)−? ? c(p)?σ(p)| ≤ ε
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where ε = maxp∈B |d−?(p)? c(p)|< 1.

STEP 3: Let σ ∈ S. Then s = TΘ(σ) satisfies (10.16).

Indeed, σ ? (c?σ +d)−? ∈ H2(B) and so

〈Θ?

(
1

σ ? (c?σ +d)−?

)
,C ? (I− pA)−?ξ 〉= 0,

that is

〈
(

s
1

)
,C ? (I− pA)−?ξ 〉= 0,

and hence the result.

STEP 4: Let s satisfies (10.44). Then it is of the form s = TΘ(σ).

Indeed, (10.16) means that (
s
1

)
is orthogonal to

(
H2(J0,B)	MΘ(H2(J0,B))

)
and hence, by (10.17), it is of the form

Θ?

(
u
v

)
for some u,v ∈ H2(B). Hence

s = a?u+b? v (10.23)
1 = c?u+d ? v. (10.24)

Restricting to p ∈ (−1,1) we note the following. If v(x)≡ 0 for x ∈ (−1,1) then (10.24)
implies that both u(x) 6= 0 and c(x) 6= 0. Then, s(x) = a(x)c(x)−1. But a ? c−? is not a
Schur function since

|a(1)|2−|c(1)|2 = 1.

So we can divide by v and the kernel associated to u? v−? is positive definite on (−1,1).
By slice hyperholomorphic extension u? v−? is a Schur function. �

By Proposition 9.4.9, J0-Blaschke products with singularities outside B meet the condi-
tion of the previous theorem.

Remark 10.2.2. The cases

A =


0 1 0 · · · 0
0 0 1 0 · · ·

0 0 · · · 0 1
0 0 · · · 0 0

 and C =

(
1 0 · · · 0
a0 a1 · · · aN

)
,
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and

A = diag(p1, . . . , pN) ∈HN×N , C =

(
1 · · · 1
s1 · · · sN

)
∈H2×N ,

correspond to the Carathódory-Fejér and Nevanlinna-Pick interpolation problem, respec-
tively.

10.3 The reproducing kernel method
The method presented in Section 10.2 is ad hoc. For instance, it will not be applicable to
study boundary interpolation problems, that is, when A has spectrum on the unit sphere.
Similarly, it will not work (in the quaternionic case) in the matrix-valued case. Indeed
(see example 9.4) for a (say Hn×n-valued) Schur function G the fact that

∞

∑
u=0

pu (In−G(p)G(p)∗) pu ≥ 0

will not imply, in general, that G(p)G(p)∗ ≤ In when n > 1.

On the other hand, and as mentioned in the introduction to this chapter, there are numer-
ous, and complementary, ways to attack the classical interpolation problems. The method
we present here is based on the (quaternionic) theory of de Branges-Rovnyak spaces. It
consists of five main steps, which are outlined in this section in the scalar case, and illus-
trated on two different examples in the sequel.

STEP 1: One builds from the interpolation data a finite dimensional backward-shift in-
variant (possibly degenerate) inner product space M of rational functions slice hyper-
holomophic in a neighborhood of the origin. Thus (see Lemma 9.6.1) M is the right
linear space spanned by the columns of a matrix-function of the form

F(p) =C ? (IN− pA)−?, (10.25)

where (C,A) ∈ Cn×N is an observable pair of matrices. Assuming that the Stein equation

P−A∗PA =C∗JC (10.26)

has a solution, one endows M with the (possibly degenerate and possibly indefinite) inner
product

[F(·)a,F(·)b] = b∗Pa. (10.27)

One then shows that P≥ 0 is a necessary condition for the problem to have a solution.

The space M bears various names; we will call it here the model space.

STEP 2: One shows that for a given solution s ∈ S (if any) the map

f 7→
(
1 −s(p)

)
? f (p)
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is an isometry from M into the reproducing kernel H (s) with reproducing kernel ks as-
sociated to s.

STEP 3: Assuming that P > 0 (that is, M is a Hilbert space), one shows it is a H (Θ)
space and that any solution (if any) can be expressed in terms of the linear fractional
transformation associated to Θ.

STEP 4: One shows that the linear fractional transformation associated to Θ indeed de-
scribes all the solutions.

STEP 5: The case where M is degenerate is much more involved. One can show in this
case, namely the scalar case, that there is then a unique solution, which is a finite Blaschke
product.

We illustrate this approach on two examples in the sequel. As in the setting of complex
numbers, these are special cases of a much more general interpolation problem, called the
bitangential interpolation problem, and of some of its variations. In the present book we
do not consider this general problem, leaving it to future work.

10.4 Carathéodory-Fejér interpolation

In the case of Problem 10.1.7 the space M mentioned just above is the linear span of the
columns f0, . . . , fN of the matrix polynomial function

F(p) =C ? (IN+1− pA)−?,

where

A =


0 1 0 · · · 0
0 0 1 0 · · ·

0 0 · · · 0 1
0 0 · · · 0 0

 and C =

(
1 0 · · · 0
a0 a1 · · · aN

)
.

Equation (10.26) has then as unique solution

P = C∗JC+A∗C∗JCA+ · · ·+A(N−1)∗C∗JCA(N−1)

= IN+1−S∗N+1SN+1, (10.28)

where SN+1 is the upper triangular Toeplitz matrix with diagonals a0,a1, . . . ,aN .

We endow M with the inner product defined by P:

[F(p)a,F(p)b]P = b∗Pa, a,b ∈HN+1.
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When P is invertible, we let

ΘN(p) = I2− (1− p)C ? (IN+1− pA)−? ?P−1(IN+1−A)−∗C∗J.

Note that ΘN is a matrix polynomial. By Theorem 9.4.6 we have:

F(p)P−1F(q)∗ =
∞

∑
u=0

pu (J−ΘN(p)JΘ(q)∗)qu.

Theorem 10.4.1. A necessary and sufficient condition for Problem 10.1.7 to have a so-
lution is that the matrix P defined by (10.28) is nonnegative. When P > 0 the set of all
solutions is described by the linear fractional transformation

s(p) = TΘ(p)(e(p)) (10.29)

where e varies in S. When P is singular, the solution is unique and is a finite Blaschke
product (or possibly, a unitary constant).

In the proof below we consider steps 1-4 in the strategy mentioned above. The case of a
singular Gram matrix is quite long and is given separately, after the proof of these steps.

Proof of Theorem 10.4.1 in the nonsingular case. We now prove the theorem following
the strategy mentioned above. We have already built the space M .

Proof of STEP 1: Assume that a solution s exist. Then,

M∗s (p j) =
j

∑
v=0

pva j−v, j = 0, . . . ,N, (10.30)

and so
〈(I−MsM∗s )pu, pv〉= δuv−〈M∗s pu,M∗s pv〉= Puv, (10.31)

which shows that P≥ 0 is a necessary condition for the problem to have a solution.

Proof of STEP 2: From (10.30) we have(
I

M∗s

)
p j = f j(p).

Thus, it is (
1 −s(p)

)
?F(p) = (I−MsM∗s )F.

This ends the proof since H (s) = ran
√

I−MsM∗s with the range inner product (see
(8.36)).

Proof of STEP 3: To see this, write

Ks(p,q) =
(
1 −s(p)

)
? (I− pq)−? ?r

(
1 −s(q)

)∗
+

+
(
1 −s(p)

)
?ΘN(p)? (I− pq)−? ?r ΘN(q)∗ ?r

(
1 −s(q)

)∗
,
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we see that the kernel(
1 −s(p)

)
?ΘN(p)? (I− pq)−? ?r ΘN(q)∗ ?r

(
1 −s(q)

)∗ (10.32)

is positive definite in B. This kernel can be rewritten as

∞

∑
u=0

pu ((aN(p)− s(p)? cN(p))(aN(q)− s(q)? cN(q))∗−

−(bN(p)− s(p)?dNe(p))(bN(q)− s(q)?dN(q))∗)qu.

(10.33)

Write
e(p) =−(aN(p)− s(p)? cN(p))−?(bN(p)− s(p)?dN(p)). (10.34)

Then, (10.33) can be rewritten as

(aN(p)−s(p)?cN(p))−??

(
∞

∑
u=0

pu+1
(

1− e(p)e(q)
)

qu+1

)
?r ((aN(q)−s(q)?cN(p))∗)−?r .

It follows (see Theorem 7.5.8) that the kernel Ke(p,q) is positive definite in Ω, and hence
is the restriction to Ω of a Schur function, which we still call e.

Proof of STEP 4: Let s be of the form (10.29). Then,(
1 −s(p)

)
?ΘN(p) = pN+1 ?u(p)

where u is a H1×2-valued function slice hyperholomorphic at the origin. Indeed, let c ∈
H2. Then,

〈M(
1 −s

)ΘNc,z j〉= 〈ΘNc,M∗(
1 −s

)z j〉

= 〈ΘNc, f j〉
= 0

because ΘNc ∈ ΘNH2(B) and M = H2(B)	ΘNH2(B). Then, as in the proof of [14,
Theorem 6.4, p. 136], H (ΘN) is spanned by g0, . . . ,gN , where g0, . . . ,gN are defined as
f0, . . . , fN , from the coefficients of s. So s is a solution. �

Remark 10.4.2. The coefficient matrix-function ΘN coincides, up to a multiplicative J0-
unitary constant on the right, with the function (10.9). In fact, in the nondegenerate case,
the Carathéodory-Fejér problem can be solved iteratively using the Schur algorithm.

Proof of Theorem 10.4.1 in the singular case. If |s0| = 1, and so s(z) ≡ a0 by the maxi-
mum modulus principle (see Theorem 6.1.10), and a1 = · · · = aN = 0. There P = 0 and
there is a unique solution to the interpolation problem.
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Assume now |s0| < 1. Let r ∈ {1, . . . ,N} be such that the main minor matrix P[r] is not
singular but P[r+1] is singular. Note that P[r] is the Gram matrix of f0, . . . , fr−1. By Theo-
rem 9.4.6 there exists a J0-unitary polynomial Θr−1 such that the span of f0, . . . , fr−1 is a
H (Θr−1) space. We now define a space Nr by

M = H (Θr−1)⊕Θr−1 ?Nr.

Note that the only possible singularity of elements of Nr is at the origin.
The strategy of the sequel of the proof is as follows:

(1) We prove that Nr is R1-invariant, where the operator R1 has been defined in (9.40).
(2) We prove that the elements of Nr are in fact polynomials.
(3) We show that Nr is neutral.
(4) We show that the interpolation problem has a unique solution.
(5) We show that the unique solution is a finite Blaschke product (or, possibly a unitary
constant).

We follow the arguments in [53].

STEP 1: The elements of Nr are slice hyperholomorphic in a neighborhood of p = 1 and
R1Nr ⊂Nr.

The first part is immediate since the elements of Nr have singularities possibly only at
the origin. We now follow the argument in Step 1 in the proof of Theorem 3.1 in [53] (see
p. 153). Let n ∈Nr. From (9.45) we have

(R1(Θr−1 ?n))(p) = (R1Θr−1)(p)n(1)+(Θr−1 ?R1n)(p). (10.35)

To prove that R1n ∈Nr we show that

[(R1(Θr−1 ?n))(p)− (R1Θr−1)(p)n(1),g]M = 0, ∀g ∈H (Θr−1). (10.36)

Using (9.44) we have

[(R1(Θr−1 ?n))(p),g]M = g(1)∗J0(R1(Θr−1 ?n))(1)− [Θr−1 ?n,g]M − [Θr−1 ?n,R1g]M
= g(1)∗J0(R1(Θr−1 ?n))(1)

since
[Θr−1 ?n,g]M = 0 and [Θr−1 ?n,R1g]M = 0,

where the second equality follows from R1g ∈M . Moreover, for real p = x

(R1Θr−1)(x) =−KΘr−1(x,1)J0Θr−1(1)∗,

and so, by slice hyperholomorphic extension,

(R1Θr−1(p) =−KΘr−1(p,1)J0Θr−1(1)∗.
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Thus

[R1Θr−1)(p)n(1),g]M =−[KΘr−1(p,1)J0Θr−1(1)∗n(1),g]M
=−(n(1)∗Θr−1(1)∗g(1)∗)
=−g(1)∗Θr−1(1)J0n(1),

and so (10.36) is in force. This ends the proof of the second step.

Endow now Nr with the Hermitian form

[n1,n2]Nr = [Θr−1 ?n1,Θr−1 ?n2]M .

STEP 2: The elements of Nr are polynomials.

We first note that
(R1 + I)p−1 = 0,

and that, for N > 1,
(R1 + I)p−N =−p−(N−1)+ rN(p) (10.37)

where rN(p) is a linear span of the powers p−1, . . . , p−(N−2). Iterating (10.37) we see that

(R1 + I)N−1 p−N = (−1)N−1 p−1.

Let f ∈Nr. Since it has at most a pole at the origin, we can write its Laurent expansion
at the origin as

f (p) = p−NbN + · · ·+ p−1b1 +a0 + · · ·+ pMaM ∈ Nr, with bN 6= 0.

Then
(R1 + I)N−1 f (p) = p−1bN(−1)N−1 + polynomial in p.

Iterating R1 enough times in the above will remove the polynomial part and we see that
Nr contains an element of the form p−1bN with bN 6= 0. Thus the function

Θr−1(p)? p−1bN = p−1
Θr−1(p)bN ∈M .

Since this function is a polynomial we have Θr−1(0)bN = 0, and so the function

(Θr−1(p)−Θr−1(0))? p−1bN ∈Θr−1 ?Nr.

On the other hand it belongs to H (Θr−1) and we obtain a contradiction unless Θr−1(p)?
p−1bN ≡ 0. This last condition forces bN = 0 (since Θr−1(1) = I2).

STEP 3: Nr is a neutral subspace.
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The space Nr is made of polynomials and is R1-invariant. Thus a basis of Nr is of the
form

g0(z) =
(

p0
q0

)
g1(z) = p

(
p0
q0

)
+

(
p1
q1

)
...

We claim that ‖g0‖Nr = 0. By definition of the inner product in Nr we have

‖g0‖2
Nr

= |p0|2−|q0|2.

If ‖g0‖Nr > 0, then Theorem 9.4.6 implies that the linear space of the function g0 is a
H (θ) space for some J0-inner function θ . This will contradict the minimality of r. We
thus have

|p0|= |q0| 6= 0. (10.38)

By definition of the inner product of Nr, and since [g1,g0] = 0 by Cauchy-Schwartz
inequality, we can write

0 = [g0,g1]Nr

= [Θr−1g0,Θr−1g1]M

= [Θr−1g0,Θr−1g1]H2(J0,B)

= p1 p0−q1q0.

In view of (10.38) this gives |p1| = |q1| and so we get [g1,g1]Nr = 0. An easy induction
will then show that Nr is neutral and that C∗J0C = 0.

STEP 4: The interpolation problem has a unique solution.

We first show that there is at most one solution. From the step 1 in the proof of Theorem
10.4.1, we have that any solution is such that the operator M(

1 −s
) is an isometry from

M into H (s). Since Nr is neutral we have in particular,(
1 −s(p)

)
?Θr−1(p)?n(p) = 0, ∀n ∈Nr.

By the structure of C, this is equivalent to

(
1 −s(p)

)
?Θr−1(p)

(
p0
q0

)
= 0,

and this defines s in a unique way.
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We now show that a solution always exists. Replacing a0, . . . ,aN by ta0, ta1, . . . , taN , with
t ∈ (0,1) we see that the corresponding matrix P(t), solution of the equation

P−A∗PA =C(t)∗J0C(t)

with

C(t) =
(

1 0
0 t

)
C

is invertible for almost all t ∈ (0,1). We then build a family of Schur functions solving
the interpolation problem for the new data, and take a converging subsequence, using the
normal family theorem. The resulting function is a solution.

STEP 5: The solution is a finite Blaschke product (or a unitary constant).

By the previous analysis the unique solution is of the form s(p) = TΘr−1(p)(e) for some
unitary constant e. This function is rational. The associated H (s) space is finite dimen-
sional and so s is a finite Blaschke product by Theorem 9.4.11. �

We can now give a proof of Theorem 10.1.9.

Proof of Theorem 10.1.9: One direction is clear. If s is a Schur function, the Schur al-
gorithm implies the claim. Conversely, assume first that the sequence of Schur coeffi-
cients is infinite, and build a0,a1, . . . via (10.5), and build Θn from the corresponding
Carathéodory-Fejér interpolation problem. Let sn = TΘn(0). We know that sn is a Schur
function and that its first n+1 Taylor coefficients are a0, . . . ,an. The result follows by tak-
ing the limit as n→ ∞. The case where there is only a finite number of Schur coefficients
is clear. �

When one specializes the analysis of the previous section to N = 0, the space M is a one
dimensional space and it is spanned by the constant function

f0(p) =
(

1
a0

)
,

with norm
[ f0, f0] = 1−|a0|2.

M is the reproducing kernel Hilbert space with reproducing kernel

(J0−Θ0(p)J0Θ0(q)∗)? (1− pq)−?, (10.39)

with

Θ0(p) = I2− (1− p)
1

1−|ρ|2

(
1
ρ

)(
1
ρ

)∗
J.
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Since Θ0 is defined up to a right J0-unitary matrix we can replace Θ0 by

Θ(p) = Θ0(p)
(

1 ρ

ρ 1

)
1√

1−|ρ|2

=
1√

1−|ρ|2

((
1 ρ

ρ 1

)
− (1− p)

(
1
ρ

)(
1 0

))
=

1√
1−|ρ|2

(
p ρ

pρ 1

)
,

which is the coefficient function appearing in the Schur algorithm.

One can solve in a similar way the Nevanlinna-Pick interpolation problem:

Problem 10.4.3. Given N pairs of points (pu,su) in H1×H1, find a necessary and suffi-
cient condition for a Schur function s to exist such that

s(pu) = su, u = 1, . . . ,N

and describe the set of all solutions when this condition is in force.

See [20], where the fundamental inequality method is used.

10.5 Boundary interpolation
Already in the setting of a complex variable, boundary interpolation for Schur functions
(that is, when the interpolation nodes are on the boundary of the unit ball) is much more
involved than the case of inner points. The first difficulty is the statement of the problem,
since boundary values exist only almost everywhere (and in the sense of nontangential
limits) for a general Schur function. Another important difference is that the model space
is not anymore included in the Hardy space. More precisely, recall first that we denote
the boundary of the open unit ball by ∂B. We will denote the interpolation nodes by
p1, . . . , pN , and the interpolation values by s1, . . . ,sN . We set

A = diag(p1, . . . , pN) ∈HN×N , C =

(
1 · · · 1
s1 · · · sN

)
∈H2×N . (10.40)

In the present setting, the matrix A in (10.25) is diagonal with unitary entries. The Stein
equation (10.26)

P−A∗PA =C∗J0C,

where the unknown is P ∈ HN×N , is therefore not uniquely defined by the pair (C,A)
(and may even fail to have a solution for certain choices of C). A necessary and sufficient
condition for (10.26) to be solvable is that the diagonal entries of C∗J0C vanish, that is,
the interpolation values are also on the unit sphere. The off diagonal entries of (10.26) are
uniquely determined by the equation

Puv− puPuv pv = 1− susv. (10.41)
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We denote by P the N×N Hermitian matrix with entries Puv given by (10.41) for u 6= v
and with diagonal entries Puu to be specified, u,v = 1, . . . ,N. When P is invertible we
define (as in Theorem 9.4.7; see (9.34))

Θ(p) = I2− (1− p)?C ? (IN− pA)−?P−1(IN−A)−∗C∗J0 =

(
a(p) b(p)
c(p) d(p)

)
. (10.42)

Note that IN−A is invertible since the interpolation nodes pu are all different from 1, and
Θ is well defined in B. Finally we denote by M the span of the columns of the function

F(p) =C ? (IN− pA)−? =
∞

∑
t=0

ptCAt , (10.43)

and endow M with the Hermitian form

[F(p)c,F(p)d]M = d∗Pc, c,d ∈HN .

When P > 0 it follows from Theorem 9.4.6 that M endowed with this inner product is
the space H (Θ) with Θ as in (10.42).
Following the general idea that the linear fractional transformation based on Θ will de-
scribe the set of solutions of an underlying interpolation problem (which will depend on
the values Puu), and following Problem 3.2.4, it seems natural to set the following prob-
lem, see [1]. Note that in this section we follow that paper. Note the condition that not only
the interpolation points are distinct, but also the spheres they determine. This hypothesis
is needed because the S-spectrum of a matrix, or in general of an operator (see Defini-
tion 7.2.1), consists of spheres (which may reduce to real points). Recall also that the
S-spectrum of a matrix T coincides with the set of right eigenvalues of T ; see Proposition
4.3.15.

Problem 10.5.1. (see [1]) Given p1, . . . , pN ∈ ∂B\{1} such that [pu]∩ [pv] = /0 for u 6= v,
s1, . . . ,sN ∈ ∂B, and κ1, . . . ,κN ∈ [0,∞), find a necessary and sufficient condition for a
slice hyperholomorphic Schur function s to exist such that the conditions

lim
r→1

r∈(0,1)

s(rpu) = su, (10.44)

lim
r→1

r∈(0,1)

1− s(rpu)su

1− r
≤ κu (10.45)

hold for u = 1, . . .N, and describe the set of all Schur functions satisfying (10.44)-(10.45)
when this condition is in force.

As in the discussion following Theorem 3.2.3 we note that (10.44)-(10.45) imply that

lim
r→1

r∈(0,1)

1−|s(rpu)|2

1− r2 ≤ κu, u = 1, . . . ,N, (10.46)
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since
1−|s(rpu)|2

1− r2 =
1− s(rpu)su

(1− r)(1+ r)
+(s(rpu)su)

1− sus(rpu)

(1− r)(1+ r)
. (10.47)

On the other hand, Carathéodory’s theorem does not seem to have a direct counterpart
here, and (10.46) is not equivalent to (10.44)-(10.45). Thus, because of the lack of com-
mutativity, we will not present a solution of the above interpolation problem, but of some
modification of it.

To make this point more precise, we now state a result, which can be seen as a counterpart
of Carathéodory’s theorem (see Theorem 3.2.3) in the setting of slice hyperholomorphic
functions. We note that the condition (10.49) will hold in particular for rational functions
s, as is proved using a realization of s; see Chapter 9 and in particular Theorem 9.4.2 and
Corollary 9.4.3 there.

Theorem 10.5.2. Let s be a slice hyperholomorphic Schur function, and assume that at
some point pu of modulus 1 we have

sup
r∈(0,1)

1−|s(rpu)|
1− r

< ∞. (10.48)

Assume moreover that the function r 7→ s(rpu) has a development in series with respect
to the real variable r at r = 1:

s(rpu) = su +(r−1)au +O(r−1)2. (10.49)

Then

lim
r→1

r∈(0,1)

∞

∑
t=0

rt pt
u(1− s(rn pu)su)pu

t = (ausu− puausu pu)(1− pu
2)−1 ≥ 0.

Proof. From (10.48), we have

sup
r∈(0,1)

1−|s(rpu)|2

1− r2 < ∞. (10.50)

But

〈Ks(·,rpu),Ks(·,rpu)〉H (s) =
1−|s(rpu)|2

1− r2 ,

and the family of functions Ks(·,rpu) is uniformly bounded in norm in H (s); it has a
weakly convergent subsequence. Since in a quaternionic reproducing kernel Hilbert space
weak convergence implies pointwise convergence, the weak limit is equal to the function
gu defined by

gu(p) =
∞

∑
t=0

pt(1− s(p)su)pu
t . (10.51)
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Using (7.31) we have

gu(rpu) =
∞

∑
t=0

rt pt
u(1− s(rpu)su)pu

t

= ((1− s(rpu)su)− rpu(1− s(rpu)su)pu)
(
1−2Re(rpu)+ r2 pu

2)−1

= ((1− s(rpu)su)− rpu(1− s(rpu)su)pu)
(
(1− r)(1− rpu

2)
)−1

= (ausu− puausu pu)(1− pu
2)−1 +O(r−1), (10.52)

where we have used (10.49) to get to the last line. From

0≤ 〈gu,gu〉H (s) = lim
n→∞
〈gu,Ks(·,rn pu)〉H (s) = lim

n→∞
gu(rn pu),

where (rn)n∈N is a sequence of numbers in (0,1) with limit equal to 1 we obtain

lim
n→∞

∞

∑
t=0

rt
n pt

u(1− s(rn pu)su)pu
t ≥ 0,

and thus

lim
r→1

r∈(0,1)

∞

∑
t=0

rt pt
u(1− s(rpu)su)pu

t ≥ 0. (10.53)

The result follows from (10.53) and (10.52). �

Taking for example s(p) =
1+ pa

2
, (with |a| ≤ 1) we see that

(ausu− puausu pu)(1− pu
2)−1 6= ausu

unless puausu = ausu pu. This condition will hold in particular when apu = pua.

We prove the following theorem (see [1],which we follow here). Note that when `u > 0
note that (8.23) becomes

`u ≤ κu,

that is, condition (10.45). Thus, in opposition to the case of inner interpolation nodes,
the statement is different from the complex setting in view of the noncommutativity. In
that latter setting, with the same Θ, one gets a complete description of the solutions of
Problem 10.5.1.

Theorem 10.5.3.
(1) There always exists a Schur function so that (10.44) holds.
(2) Fix κ1, . . . ,κN ≥ 0 and assume P > 0. Any solution of Problem 10.5.1 is of the form
(9.36), that is,

s(p) = (a(p)? e(p)+b(p))? (c(p)? e(p)+d(p))−?,
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where a,b,c,d are as in (10.42) and e is a slice hyperholomorphic Schur function.
(3) Conversely, any function of the form (9.36) satisfies (10.44). If the limits

`u = lim
r→1

r∈(0,1)

1− s(rpu)su

1− r
, u = 1, . . . ,N, (10.54)

exist and are real, then s satisfies (10.45).
(4) If e is a unitary constant, then the limits (10.54) exist (but are not necessarily real)
and satisfy

|`u− pu`u pu|2

|1− pu
2|

≤ (Re`u)κu, u = 1, . . . ,N. (10.55)

To prove this theorem we follow the strategy outlined in Section 10.3. The computations
are different, and more complicated, than the case of inner points. In particular, use is
made of the very useful formula (7.31). We now give the proofs of the steps listed in
Section 10.3.

Proof of STEP 1: We use an approximation argument, and view the boundary interpolation
problem as a limit of interpolation problems with inner interpolation nodes (of the kind
considered in [20]). Corollary 8.3.11 applied to the points rp1, . . . ,rpN with r ∈ (0,1)
shows that the N×N matrix P(r) with (u,v) entry equal to

Puv(r) = Ks(rpu,rpv), u,v = 1, . . .N,

is positive and it is the unique solution of the matrix equation

P(r)− r2A∗P(r)A =C(r)∗J0C(r),

where

C(r) =

 1 · · · 1

s(rp1) · · · s(rpN)

 ,

and A is as in (10.40). Since we are in the scalar case, we have for any solution (if such a
solution exists) of the interpolation problem, with associated reproducing kernel Hilbert
space H (s).

Puu(r) = Ks(rpu,rpu) =
1−|s(rpu)|2

1− r2 , u = 1, . . .N,

(in the matrix-valued case we would need to use (7.31) to compute Ks(rpu,rpu)) and so

lim
r→1

r∈(0,1)

Ks(rpu,rpu) = lim
r→1

r∈(0,1)

1−|s(rpu)|2

1− r2 ≤ κu, u = 1, . . .N,
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and

lim
r→1

r∈(0,1)

C(r) =C,

since s is a solution of Problem 10.5.1.

By Lemma 4.2.3, 1− 2Re(pu)pv + pv
2 6= 0 since 1− 2Re(pu)x+ x2 is the minimal (or

companion) polynomial associated with the sphere [pu] and vanishes exactly at points on
the sphere [pu], and pv 6∈ [pu]. It follows that lim r→1

r∈(0,1)
Puv(r) exists and is in fact equal to

Puv for u 6= v by uniqueness of the solution of the equation

x− puxpv = 0. (10.56)

Hence P≥ 0 since P(r)≥ 0 for all r ∈ (0,1).

Proof of STEP 2: The formula

gu(p) =
(
1 −s(p)

)
? fu(p), ∀p ∈ B,

where s is a solution (if any) of Problem 10.5.1 and where fu is the u-th column of the
matrix F , shows that the range of the ? multiplication operator M(

1 −s
) is inside H (s).

That this map is a contraction follows from (10.51) since for u 6= v

〈gv,gu〉H (s) = lim
n−→∞

〈gv,gu,rn〉H (s)

= lim
n−→∞

gv(rn pu)

= lim
n−→∞

∞

∑
t=0

rt
n pt

u(1− s(rn pu)sv)pv
t

= lim
n−→∞

((1− s(rn pu)sv)− rn pu(1− s(rn pu)sv)pv)(1−2rnRe(pu)pv + r2
n pv

2)−1

= ((1− susv)− pu(1− susv)pv)(1−2Re(pu)pv + pv
2)−1,

where we have used formula (7.31) and the fact that [pu]∩ [pv] = /0 (recall that we assume
here u 6= v; see (4.7)). It follows from Proposition 4.4.8 (see formula (4.19)) that

Puv = ((1− susv)− pu(1− susv)pv)(1−2Re(pu)pv + pv
2)−1. (10.57)

Let now c ∈HN . Then, (
M(

1 −s
)Fc

)
(p) =

N

∑
u=1

gu(p)cu
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and we have

‖(M(
1 −s

)Fc‖2
H (s) =

N

∑
u,v=1

cu
(
〈gv,gu〉H (s)

)
cv

=
N

∑
u=1
|cu|2‖gu‖2

H (s)+
N

∑
u,v=1
u6=v

cu
(
〈gv,gu〉H (s)

)
cv

=
N

∑
u=1
|cu|2‖gu‖2

H (s)+
N

∑
u,v=1
u6=v

cuPuvcv

≤
N

∑
u=1
|cu|2κu +

N

∑
u,v=1
u6=v

cuPuvcv

= c∗Pc

= ‖Fc‖2
M ,

where we have used (10.57) and (10.46). Thus the ?-multiplication by (1 − s(p)) is a
contraction from M into H (s).

Proof of STEP 3: Let Θ be defined by (10.42). From Theorem 9.4.6 we have

F(p)P−1F(q)∗ = KΘ(p,q), (10.58)

with

KΘ(p,q) =
∞

∑
t=0

pt (J0−Θ(p)J0Θ(q)∗)qt . (10.59)

Proof of STEP 4: We know that

gu(p) =
(
1 −s(p)

)
? fu(p) =

∞

∑
t=0

pt(1− s(p)su)pu
t ∈H (s) (10.60)

and
‖gu‖2

H (s) ≤ κu.

Hence,

|gu(rpu)|2 = |〈gu(·),Ks(·,rpu)〉H (s)|2

≤
(
‖gu‖2

H (s)

)
·Ks(rpu,rpu)

≤ κu ·
1−|s(rpu)|2

1− r2

≤ 2κu

1− r
.

(10.61)
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In view of Proposition 7.4.2 (see (7.31)), we can write

gu(rpu) =
∞

∑
t=0

rt pt
u(1− s(rpu)su)pu

t

= ((1− s(rpu)su)− rpu(1− s(rpu)su)pu)(1−2rRe(pu)pu + r2 pu
2)−1

= ((1− s(rpu)su)− rpu(1− s(rpu)su)pu)((1− r)(1− rpu
2))−1,

(10.62)

and so we have

|(1− s(rpu)su)− rpu(1− s(rpu)su)pu|
|1− rpu

2|
≤
√

2κu ·
√

1− r.

Set now
Xu = 1−σusu,

where σu is a limit, possibly via a subsequence, of s(rpu) as r→ 1. The above inequality
implies that Xu = puXu pu. By Lemma 4.1.6, Xu = αi+β j+ γk, where α,β ,γ ∈R. From
σusu = 1−Xu we have

|σusu|2 = 1+α
2 +β

2 + γ
2.

Since σu ∈ B1 we have |σusu| ≤ 1 and so α = β = γ = 0. Thus, Xu = 0 and σusu = 1.
Hence σu = su and the limit lim r→1

r∈(0,1)
s(rpu) exists and is equal to su, and hence (10.44)

is satisfied.

To prove that (10.45) is met we proceed as follows. From (10.61) we have in particular

|gu(rpu)|2 ≤ κu ·
1−|s(rpu)|2

1− r2 ,

and using (10.62) we obtain:

|X(r)− rpuX(r)pu|2

(1− r)2|1− rpu
2|2
≤ κu ·

1−|s(rpu)|2

1− r2 , (10.63)

where we have set X(r) = 1− s(rpu)su. Assume now that (10.54) is in force and let

lim
r→1

r∈(0,1)

1− s(rpu)su

1− r
= `u ∈ R. (10.64)

Then (10.63) together with (10.47) imply that

`2
u ≤ `uκu,

from which we get that `u ≥ 0 and

lim
r→1

r∈(0,1)

1− s(rpu)su

1− r
≤ κu.
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Proof of STEP 5: We first note that the limits (10.44) hold in view of the previous step.
Since |e|= 1, equality (9.39) implies that the multiplication operator M(

1 −s
) is unitary

and so the space H (s) is finite dimensional. From Theorem 9.3.2 we see that s can be
written in the form

s(p) = H + pG? (I− pT )−?F, (10.65)

where the block matrix (
T F
G H

)
is such that (

T F
G H

)(
P−1 0

0 1

)(
T F
G H

)∗
=

(
P−1 0

0 1

)
for a uniquely determined positive matrix P ∈ Hv×v, where v = dimH (s). The formula
(8.18) reads here:

∞

∑
u=0

pu(1− s(p)s(q))qu = G? (I− pT )−?P−1(I−T ∗q)−?r ?r G∗, (10.66)

and implies that s is unitary on the unit sphere. Equation (10.65) implies that for every p
on the unit sphere the function r 7→ s(rp) is real analytic for r in a neighborhood of the
origin, and so lim r→1

r∈(0,1)
s(rp) exists and is unitary. For p = pu it follows that the limits

(10.45) exist. Then (10.47) leads to

lim
r→1

r∈(0,1)

1−|s(rpu)|2

1− r2 = Re`u

and the conclusion follows then from (10.63).

We now consider the degenerate case. We denote by r the rank of P and assume that the
main r× r minor of P is invertible. This can be done by rearranging the interpolation
points. The arguments in the proof are different from their counterparts in the proof of
Theorem 10.4.1. In the case of that theorem, the matrix A has one eigenvalue of multi-
plicity N, while here we have N simple eigenvalues. Of course, both results are particular
cases of a much more involved result (yet to be stated and proven), concerning the case
of general A (with spectrum in the closed unit ball). Even in the complex setting, the case
of general A is quite involved. The main point is to write, if possible, the space M as a
direct and orthogonal sum

M = H (Θ)⊕ΘN , (10.67)

where N is neutral. The orthogonality is defined by the metric induced by the chosen
solution P of the underlying Stein equation (10.26).

Theorem 10.5.4. Assume that P is singular. Then Problem 10.5.1 has at most one solu-
tion, and the latter is then a finite Blaschke product. It has a unique solution satisfying
(10.55) for u = 1, . . . ,r.
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Proof. We proceed in a number of steps. Recall that r = rankP. If r = 0, the Stein equation
(10.26) implies that C∗J0C = 0, and so 1−susv = 0 for u 6= v∈ {1, . . . ,N}. Thus s1 = · · ·=
sN and the function s≡ s1 is a solution since

1− s(rpu)su

1− r
≡ 0,

and so the second condition in (10.45) is satisfied for any choice of κu, u = 1, . . . ,N.

Assume that s is another solution of Problem 10.5.1. The map M(
1 −s

) of ?-multiplication

by
(
1 −s(p)

)
is a contraction from M into H (s) (see the second step in the proof of

Theorem 10.5.3). Thus (
1 −s(p)

)
? fu(p)≡ 0, u = 1, . . . ,N,

that is gu ≡ 0, where fu is the u-th column of the matrix (10.43) and gu has been defined
in (10.60). From (7.31) we have (for |p|< 1)

gu(p) = ((1− s(p)su)− p(1− s(p)su)pu)(1−2Re(p)pu + |p|2 p2
u)
−1,

since
1−2Re(p)pu + |p|2 p2

u 6= 0

for |p|< 1. Hence

(1− s(p)su) = p(1− s(p)su)pu, ∀p ∈ ∂B.

Taking absolute values of both sides of this equality we get (1−ssu)≡ 0, and so s(p)≡ su.
Thus, there is only one solution when r = 0. In the rest of the proof we assume r > 0. By
reindexing the interpolating nodes we assume that the principal minor of order r of the
matrix P is invertible. Thus the corresponding space is a H (Θr) space, and we can write

M = H (Θr)⊕Θr ?Nr,

since Θr is ?-invertible. As in the proof of Theorem 10.4.1 we see that the elements of
Nr are slice hyperholomorphic in a neighborhood of p = 1 and

R1Nr ⊂Nr. (10.68)

It follows from Proposition 9.6.3 that Nr is spanned by the columns of a function FNr(p)=
G?(IN−r− pT )−?, where matrices (G,T )∈H2×(N−r)×H(N−r)×(N−r) such that ξ ∈HN−r,

FNr ξ ≡ 0 =⇒ ξ = 0.

We endow now Nr with the Hermitian fom

[n1,n2]Nr = [Θr ?n1,Θr ?n2]M .
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The sequel of the proof is divided into a number of steps.

STEP 1: The space Nr is neutral and G∗J0G = 0.

We follow [53, Step 2 of proof of Theorem 3.1, p. 154] and use (10.36). The space Nr
is neutral by construction since r = rankP. We first show that the inner product in Nr
satisfies (9.44). We follow the arguments in [53, p. 154] and using (9.44) in M we have
for n1,n2 ∈M :

[R1n1,n2]Nr = [Θr ?R1n1,Θr ?n2]M

= [R1(Θr ?n1),Θr ?n2]M − [(R1Θr)(n1(1)),Θr ?n2]M

(where we used (10.35))

= [R1(Θr ?n1),Θr ?n2]M ,

since (R1Θr)(n1(1)) ∈H (Θr), and so [(R1Θr)(n1(1)),Θr ?n2]M = 0.
Similarly,

[n1,R1n2]Nr = [Θr ?n1,Θr ?R1n2]M

= [Θr ?n1,(R1Θr)(n2(1))]M − [Θr ?n1,(R1Θr)(n2(1))]M
= [Θr ?n1,(R1Θr)(n2(1))]M .

Thus, with m1 = Θr ?n1 and m2 = Θr ?n2,

[n1,n2]Nr +[R1n1,n2]Nr +[n1,R1n2]Nr = [m1,m2]M +[R1m1,m2]M +[m1,R1m2]M

= m2(1)∗J0m1(1)
= n2(1)J0n1(1)

since mv(1) = (Θr ?nv)(1) = Θr(1)nv(1) for v = 1,2 and Θr(1)∗J0Θr(1) = J0.

From Lemma 9.6.5 we get
PNr −T ∗PNr T = G∗J0G,

and so G∗J0G = 0.

STEP 2: Problem 10.5.1 has at most one solution.

Let

Θr(p) =
(

ar(p) br(p)
cr(p) dr(p)

)
.

Any solution to the interpolation problem satisfies in particular the nondegenerate prob-
lem built from the first r interpolation conditions. From the study of the nondegenerate
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case, we know that any solution is of the form

s(p) = (ar(p)? e(p)+br(p))? (cr(p)? e(p)+dr(p))−?, (10.69)

for some Schur function e (we show below that e is a uniquely determined unitary cos-
ntant). Furthermore as in Step 1, for every n ∈Nr we have(

1 −s
)
?Θr ?n≡ 0.

Thus
(a− sc)?

(
1 −e

)
?n≡ 0,

and so (
1 −e

)
?n≡ 0.

Since G∗J0G = 0 we conclude in the way as in step 1. Indeed, let

G =

(
h1 . . . hN−r
k1 . . . kN−r

)
.

At least one of the hu or ku is different from 0 and G∗J0G = 0 implies that

huhv = kukv, ∀u,v = 1, . . . ,N− r,

and so e is a unitary constant.

We now show that the solution, when it exists, is a finite Blaschke product.

STEP 3: Let s be given by (10.69). Then the associated space H (s) is finite dimensional.

This follows from

Ks(p,q) =
(
1 −s(p)

)
?KΘr(p,q)?r

(
1

s(q)

)
+

+
(
1 −s(p)

)
?Θr(p)J0Θr(q)∗ ?r

(
1

s(q)

)
︸ ︷︷ ︸

is equal to 0 since |e|= 1

,

where KΘr is defined as in (10.59) (with Θr in place of Θ). See the proof of step 3 in
Theorem 10.5.3.

STEP 4: The space H (s) is isometrically included in the Hardy space H2(B).
We know that the space H (s) is contractively included in H2(B). We now recall that (see
Corollary 8.3.9)

‖R0 f‖2
H (s) ≤ ‖ f‖2

H (s)−| f (0)|
2, ∀ f ∈H (s). (10.70)
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Here, the space H (s) is finite dimensional and R0 invariant. Thus R0 has a right eigen-
vector f of the form

f (p) = d ? (1− pa)−?, (10.71)

where d ∈H and eigenvalue a ∈H.

Any eigenvector of R0 is of the form (10.71), and a ∈ B since H (s) is inside the Hardy
space. Thus, see Proposition 4.3.15, the S-spectrum of A is inside B, and the claim now
follows from Theorem 9.4.10.

STEP 5: It holds that s(a) = 0.

From the one dimensional scalar version of Theorem 9.4.6 follows that the span of f
endowed with the norm

‖ f‖2 =
| f (0)|2

1−|a|2
(10.72)

equals H (ba), where ba is a Blaschke factor, see (6.42). From (10.72) we get that H (ba)
is contractively included in H (s) and from Corollary 7.5.3 the kernel

Ks(p,q)−Kba(p,q) =
∞

∑
t=0

pt(ba(p)ba(q)− s(p)s(q))qt (10.73)

is positive definite in B. But ba(a)= 0. Thus, setting p= q= a in (10.73) leads to s(a)= 0.

STEP 6: We can write s = ba ?σ1, where σ1 is a Schur function.

Since a Schur function is bounded in modulus and thus belongs to the space H2(B) (see
[20]), the representation s= ba ?σ1 with σ1 ∈H2(B), follows from [34, Proof of Theorem
6.2, p. 109]. To see that σ1 is a Schur multiplier we note that

Ks(p,q)−Kba(p,q) = ba(p)?Kσ1(p,q)?r ba(q) (10.74)

implies that ba(p) ?Kσ1(p,q) ?r ba(q) is positive definite in B and hence Kσ1(p,q) is as
well by [35, Proposition 5.3].

STEP 7: It holds that dim(H (σ1)) = dim(H (s))−1.

The decomposition (10.74) gives the decomposition

Ks(p,q) = Kba(p,q)+ba(p)?Kσ1(p,q)?r ba(q).

The corresponding reproducing kernel spaces do not intersect. Indeed, all elements in
the reproducing kernel Hilbert space with reproducing kernel ba(p) ?Kσ1(p,q) ?r ba(q)
vanish at the point a while non zero elements in H (ba) do not vanish anywhere. So the
decomposition is orthogonal in H (s) by Theorem 5.9.4. The claim on the dimensions
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follows.

After a finite number of iterations, this procedure leads to a constant σ`, for some positive
integer `. This constant has to be unitary since the corresponding space H (σ`) reduces
to {0}.

STEP 8: Problem 10.5.1 has a unique solution satisfying (10.55).

To see this it suffices to use item (4) of Theorem 10.5.3 with Θr instead of Θ and e =
σ` �

One can plug a unitary constant e also in the linear fractional transformation (9.36) and
the same arguments lead to:

Corollary 10.5.5. If Problem 10.5.1 has a solution, it is a Blaschke product of degree
rankP.

Remark 10.5.6. The arguments in Steps 5-7 take only into account the fact that the space
H (Θ) is finite dimensional and that e is a unitary constant. In particular, they also apply
in the setting of [20], and in that paper too, the solution of the interpolation problem is a
Blaschke product of degree rankP when the Pick matrix is degenerate.

We conclude by observing that given a Blaschke factor the operator of multiplication by
ba is an isometry from H2(B) into itself (see Proposition 9.4.9 or Theorem 8.4.9), and so is
the operator of multiplication by a finite Blaschke product B. The degree of the Blaschke
product equals the dimension of the space H2(B)	BH2(B). Thus the previous argument
shows in fact that H (s) is isometrically included inside H2(B) and that H (s) =H2(B)	
MsH2(B).

10.6 First order discrete linear systems
The first order discrete systems (3.9), (3.10), (3.11), (3.12) discussed in Section 3.3 still
make sense in the quaternionic setting. Let us recall that these systems arise in a natural
way in Schur analysis in the study of the Toeplitz and Nehari extension problems. These
problems also make sense in our present setting, and we discuss the corresponding first
order discrete systems. We note that all the computations made on the level of the power
series are still valid in the present setting (they amount to take a real variable x rather than
a quaternionic variable). Since the (discrete) Wiener algebra has been defined (see [29]
and Section 6.4) one can also define the corresponding characteristic spectral functions
(such as the scattering function), first for real x, and then (at least in the case of rational
functions) for a quaternionic variable by slice hyperholomorphic extension. The signifi-
cance of these functions in quaternionic system theory has still to be explicited.

We consider the scalar quaternionic case. Interestingly enough, in the rational case, it
is easier to consider systems of the form (3.11), (3.12), that is (and with the ? product
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defined in (6.57))

Bn+1(p) =
(

1 ρn
νn 1

)∗
?

(
p 0
0 1

)
?Bn(p), n = 0,1, . . . (10.75)

which correspond to the matrix-valued case in the complex setting. We follow the analysis
presented in [63], and which has been briefly reviewed in Section 3.3.

Definition 10.6.1. Let (αn,βn) ∈H2 (n = 1,2, . . .) and let ∆n ∈H2×2 (n = 0,1,2, . . .) be
a sequence of strictly positive diagonal matrices. The sequence (αn,βn) (n = 1,2, . . .) is
said to be ∆–admissible if(

Ip αn
βn Ip

)
J0∆n

(
Ip αn
βn Ip

)∗
= J0∆n−1, n = 1,2, . . . (10.76)

where J0 =

(
1 0
0 −1

)
.

Let us consider the sequence (αn,βn)n=1,2,.... The sequence ∆ = (∆n)n=0,1,... is said to be
an associated sequence to (αn,βn)n=1,2,.... It follows from Lemma 4.4.1 that the product

αnβn ∈ [0,1), n = 1,2, . . . .

The key result in the theory is the following theorem, which allows to deduce all proper-
ties of the underlying discrete system. See Theorem 3.3.2 for the complex valued setting.

Theorem 10.6.2. Let (αn,βn) be a ∆–admissible sequence for some sequence of block
diagonals matrices ∆ = (∆n) and assume that:

∞

∑
n=0

(|αn|+ |βn|)< ∞. (10.77)

Then the canonical first order discrete system (10.75) has a unique solution Xn(p) with
entries in the Wiener algebra and such that

lim
n→∞

(
p−n 0
0 1

)
?Xn(p) =

(
1 0
0 1

)
, |p|= 1. (10.78)

Proof. Set

Z(p) = Z =

(
p 0
0 1

)
and Fn =

(
0 βn

αn 0

)
.

An induction argument shows that for every positive integer n it holds that

Zn ? (I2 +Z−nFnZn)? · · ·? (I2 +Z−1F1Z) =

=

(
1 αn
βn 1

)∗
?

(
p 0
0 1

)
? · · ·?

(
1 α1
β1 1

)∗
?

(
p 0
0 1

)
.

(10.79)
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Hence, the solution Xn(p) to the canonical discrete system (10.75) with initial condition
X0(p) can be rewritten in two different ways as

Xn(p) = Zn(I2 +Z−nFnZn)? · · ·? (I2 +Z−1F1Z)?X0(p)

and

∆
1/2
n Xn(p) =

(
Cn

(
p 0
0 1

)
? · · ·?C1

(
p 0
0 1

))
?∆

1/2
n ?X0(p),

where

Cn = ∆
1/2
n

(
1 αn
βn 1

)∗
∆
−1/2
n−1 , n = 1,2, . . . .

In view of (10.77) the infinite product

x
?∞

∏
`=1

(I2p +Z−`F̀ Z`) = lim
n→∞

(I2p +Z−nFnZn)? · · ·? (I2p +Z−1F1Z) (10.80)

converges both pointwise for |p| = 1 and in the norm of W 2×2. For every n the matrix
function

Qn(p) = ∆
1/2
n ? (I2 +Z−nF̀ Zn)? · · ·? (I2 +Z−1F1Z)

= Z−nCn ?

(
p 0
0 1

)
? · · ·?C1 ?

(
p 0
0 1

)
satisfies (note that Qn is a finite product, and so both Qn(x) and Qn(1/x) make sense)

Qn(x)J0Qn(1/x)∗ = J0, x ∈ (−1,1)\ (0) .

It follows that
Qn(p)? J0Qc

n(1/p) = J0. (10.81)

Let Y (p) be its limit and let ∆∞ = limn−→∞ ∆n. We claim that

Y (p)J0 ?Y c(1/p) = ∆
−1
∞ J0. (10.82)

In view of the continuity of the ? product we obtain (10.82) by letting n→ ∞ in (10.81).
To conclude the proof of the theorem it suffices to take X0(p) = Y (p)−?, that is to chose
Xn(p) to be equal to:

Xn(p) =

=

(
pn 0
0 1

)(
(I2 +Z−nFnZn)? · · ·? (I2p +Z−1F1Z)

)(
?
x
∞
`=1(I2 +Z−`F̀ Z`)

)−1
.

(10.83)

�

The scattering function of the discrete system is defined in a similar way as in the complex
case.
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Theorem 10.6.3. The system (10.75) has a unique H2×2–valued solution An(p) with the
following properties:
(a)
(
1 −1

)
A0(p) = 0, and

(b)
(
0 1

)
An(p) = 1+o(n), |p|= 1.

It then holds that (
1 0

)
An(p) = pnS(p)+o(n),

where
S(p) = (Y11(p)+Y12(p))? (Y21(p)+Y22(p))−?. (10.84)

Note that (10.84) is a spectral factorization and that the function S is unitary in the sense
that

S(p)?Sc(p) = 1.

Following the arguments of [63], it is possible to prove counterparts of Theorems 3.3.4,
3.3.5, 3.3.7 and 3.3.11 in the quaternionic setting. Here we chose a different avenue, and
focus in the following section on the rational case.

10.7 Discrete systems: the rational case

We focus on the scalar rational case, that is, in the setting of Section 9.1, we consider
sequences of numbers of the form (9.9)

s−` = ca`b, `= 0,1, . . .

where (c,a,b) ∈H1×N×HN×N×HN×1. We assume that the spectral radius ρ(a)< 1 and
define

A =


c
ca
ca2

...

 and B =
(
b ab a2b · · ·

)
.

Then A ∈ B(HN , `2(N0,HN)) and B ∈ B(`2(N0,HN),HN). We define operators Γn as in
(1.13). Note that

A∗A = Ω0 and BB∗ = ∆,

where ∆ and Ωn are solutions of the Stein equations

∆−a∆a∗ = bb∗, (10.85)
Ω0−a∗Ω0a = c∗c. (10.86)

Furthermore we have Γ0 = AB, and so Γ∗0Γ0 = B∗Ω0B. Thus ‖Γ0‖2 = ‖Ω0∆‖. Under
the assumption that ‖Γ0‖ < 1 we define sequences a(n),b(n),c(n) and d(n) as in (1.14).
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Following (1.15) we set

αn(p) = an0 + p−1an1 + · · · (10.87)
βn(p) = bn0 + p−1bn1 + · · · (10.88)
γn(p) = cn0 + pcn1 + · · · (10.89)
δn(p) = dn0 + pdn1 + · · · . (10.90)

We now compute these functions in the rational case (see (2.24)-(2.27)). The proof in the
quaternionic case is the same as in the complex case for real p, and one uses then slice
hyperholomorphic extension. We repeat below the arguments from [58].

Proposition 10.7.1. Assume ‖Ω0∆‖< 1. Then the following formulas hold:

αn(p) = 1+ pcan ? (pIN−a)−?(I−∆Ωn)
−1

∆a∗nc∗,

βn(p) = pcan ? (pIN−a)−?(I−∆Ωn)
−1b,

γn(p) = b∗ ? (IN− pa∗)−?(I−Ωn∆)−1a∗nc∗,

δn(p) = 1+b∗ ? (I− pa∗)−?(I−Ωn∆)−1
Ωnb.

Proof. Let n ∈ N0, and let An = Aan. Note that Ωn = A∗nAn is the unique solution of the
equation

Ω0−a∗Ω0a = a∗nc∗can.

We have
I`2 −ΓnΓ

∗
n = I`2 −UV

with U = An and V = BB∗A∗n. Thus I`2 −ΓnΓ∗n is invertible if and only if the matrix

IN−VU = IN−BB∗A∗nAn = IN−∆Ωn

is invertible. The formula

(I`2 −ΓnΓ
∗
n)
−1 = (I`2 −AnBB∗A∗n)

−1

= I`2 +An(IN−∆Ωn)
−1

∆A∗n (10.91)

= I`2 +

 can

can+1

...

(IN−∆Ωn)
−1

∆A∗n, (10.92)

gives

(I`2 −ΓnΓ
∗
n)
−1e =


1
0
0
...

+

 can

can+1

...

(IN−∆Ωn)
−1

∆an∗c∗
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and hence the formula for αn(x) for real x. Similarly

Γn(I`2 −Γ
∗
nΓn)

−1e =

 can

can+1

...

(IN−∆Ωn)
−1b

and so

Γn(I`2 −Γ
∗
nΓn)

−1 = AnB(IN +B∗(IN−Ωn∆)−1
ΩnB)

= An
(
IN +∆(IN−Ωn∆)−1

Ωn
)

B

= An(IN−∆Ωn)
−1B (10.93)

=

 can

can+1

...

(I−∆Ωn)
−1B,

from which follows the formula for βn(x). To compute γn(x) and δn(x) we note that

(I`2 −Γ
∗
nΓn)

−1 = (I`2 −B∗A∗nAnB)−1

= I`2 +B∗(IN−Ωn∆)−1
ΩnB

and

Γ
∗
n(I`2 −ΓnΓ

∗
n)
−1 = B∗A∗n

(
I`2 +An(IN−∆Ωn)

−1
∆
)

A∗n
= B∗(IN +Ωn(IN−∆Ωn)

−1
∆)A∗n

= B∗(IN−Ωn∆)−1A∗n.

So,

(I`2 −Γ
∗
nΓn)

−1e =

 1
0
...

+

 b∗

b∗a∗
...

(IN−Ωn∆)−1
Ωnb

Γ
∗
n(I`2 −ΓnΓ

∗
n)
−1e =

 b∗

b∗a∗
...

(IN−Ωn∆)−1a∗nc∗

and the formulas for γn(x) and δn(x) follow.

The required formula of a quaternionic variable p are then obtained by slice hyperholo-
morphic extension. �
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Set (compare with (1.16))

Hn(p) =
(

αn(p) βn(p)
γn(p) δn(p)

)
. (10.94)

In view of Proposition 10.7.1 and since we have ρ(a)< 1 we have

lim
n→∞

Hn(p) = I2, ∀p ∈ B. (10.95)

The formulas show in fact that the limit is I2 for every p where Hn(p) is defined.
The following theorem is the rational counterpart of Theorem 10.6.2.

Theorem 10.7.2. Let Hn(p) be defined by (10.94). The matrix function

Xn(p) =
(

1 0
0 p

)
? (Hc

n(1/p))?
(

pnI 0
0 1/p

)
is the unique solution to the canonical first order discrete system (10.75) with

ρn =−can(I−∆Ωn+1)
−1b,

νn =−b∗(I−Ωna∆a∗)−1a∗nc∗,
(10.96)

subject to the asymptotic condition

lim
n→∞

(
p−n 0
0 1

)
?Xn(p) =

(
1 0
0 1

)
, |p|= 1. (10.97)

The function

Mn(p) =
(

1 0
0 p

)
Hc

n(1/p)?
(

pn 0
0 1

)
?Hc

0(1/p)−?
(

1 0
0 1/p

)
is the unique solution to the canonical first order discrete system (10.75) subject to the
initial condition M0(p) = I2.

To prove Theorem 10.7.2 we first need the following result:

Theorem 10.7.3. The coefficient matrix functions Hn(p) satisfy the recurrence(
1 0
0 p

)
Hn+1(p) = Hn(p)

(
1 ρn
νn 1

)
?

(
1 0
0 p

)
, (10.98)

where ρn and νn are defined by (10.96).

Proof. We begin with a preliminary computation:

a(IN−∆Ωn+1)
−1

∆a∗ =

= a(IN−∆a∗Ωna)−1
∆a∗

= a(IN +∆a∗Ωna+∆a∗Ωna∆a∗Ωna+ · · ·)∆a∗

= a∆a∗(IN +Ωna∆a∗+Ωna∆a∗Ωna∆a∗+ · · ·)
= a∆a∗(IN−Ωna∆a∗)−1. (10.99)
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Therefore(
a(IN−∆Ωn+1)

−1
∆a∗− (IN−∆Ωn)

−1
∆
)

a∗nc∗ =

= (IN−∆Ωn)
−1 ((IN−∆Ωn)a∆a∗−∆(IN−Ωna∆a∗))(IN−Ωna∆a∗)−1a∗nc∗

= (IN−∆Ωn)
−1(a∆a∗−∆)(IN−Ωna∆a∗)−1a∗nc∗

= −(IN−∆Ωn)
−1bb∗(IN−Ωna∆a∗)−1a∗nc∗. (10.100)

To prove (10.98) we set p = x real. We need to prove the recursions

αn+1(x) = αn(x)+ρnβn(x), (10.101)
βn+1(x) = x(ρnαn(x)+βn(x)), (10.102)

xγn+1(x) = γn(x)+ρnδn(x), (10.103)
δn+1(x) = δn(x)+ρnγn(x). (10.104)

To prove (10.101) we write:

αn+1(x)−αn(x) =

= canx(pIN−a)−1 (a(IN−∆Ωn+1)
−1a∗− (IN−∆Ωn)

−1)
∆a∗nc∗

=−canx(xIN−a)−1(IN−∆Ωn)
−1bb∗(IN−Ωna∆a∗)−1a∗nc∗∆a∗nc∗

=−βn(x)b∗(IN−Ωna∆a∗)−1a∗nc∗.

So we obtain with νn as in (10.96):

αn+1(x) = αn(x)+βn(x)νn. (10.105)

By slice hyperholomorphic extension we obtain

αn+1(p) = αn(p)+βn(p)νn. (10.106)

To prove (10.102) we proceed similarly. Let x 6= 0 ∈ R. Then:

βn+1(x)
x

−βn(x) =

= can+1(xIN−a)−1(IN−∆Ωn+1)
−1b− canx(xIN−a)−1(IN−∆Ωn)

−1b

= can(a− xIN + xIN)(xIN−a)−1(IN−∆Ωn+1)
−1b−

− canx(xIN−a)−1(IN−∆Ωn)
−1b

= ρn + canx(xIN−a)−1(IN−∆Ωn+1)
−1b−

− canx(xIN−a)−1(IN−∆Ωn)
−1b

= ρn + canx(xIN−a)−1 ((IN−∆Ωn+1)
−1− (IN−∆Ωn)

−1)b

(10.107)

But
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(
(IN−∆Ωn+1)

−1− (IN−∆Ωn+1)
−1)b = (IN−∆Ωn)

−1(∆Ωn+1−∆Ωn)(IN−∆Ωn+1)
−1b

= −(IN−∆Ωn)
−1(∆a∗nc∗can(IN−∆Ωn+1)

−1b

= −(IN−∆Ωn)
−1

∆a∗nc∗ρn.

Hence, (10.107) may be rewritten as (10.102). We now prove (10.104). We have:

δn+1(x)−δn(x) = b∗(IN− xa∗)−1 ((IN−Ωn∆)−1
Ωn− (IN−Ωn+1∆)−1

Ωn+1
)

b

= b∗(IN− xa∗)−1(IN−Ωn∆)−1(Ωn−Ωn+1)(IN−Ωn+1∆)−1
Ωn+1b

= −b∗(IN− xa∗)−1(IN−Ωn∆)−1a∗nc∗can(IN−Ωn+1∆)−1
Ωn+1b

= γn(x)ρn.

To prove (10.103) we first note that

(IN−Ωn+1∆)−1a∗ = a∗(IN−Ωna∆a∗)−1, (10.108)

as is easily verified by cross–multiplying. Thus, using (10.108), we have

xγn+1(x)− γn(x) = b∗(IN− xa∗)−1 [(IN−Ωn+1∆)−1xa∗− (IN−Ωn∆)−1]a∗nc∗

= b∗(IN− xa∗)−1 [xa∗(IN−Ωna∆a∗)−1− (IN−Ωn∆)−1]a∗nc∗

= b∗(IN− xa∗)−1 [(xa∗− IN + IN)(IN−Ωna∆a∗)−1− (IN−Ωn∆)−1]×
×a∗nc∗

= νn +b∗(IN− xa∗)−1 [(IN−Ωna∆a∗)−1− (IN−Ωn∆)−1]a∗nc∗

= νn +b∗(IN− xa∗)−1(IN−Ωn∆)−1 [IN−Ωn∆− IN +Ωna∆a∗]×
×(IN−Ωna∆a∗)−1a∗nc∗

= νn−b∗(IN− xa∗)−1(IN−Ωn∆)−1
Ωnbb∗(IN−Ωna∆a∗)−1a∗nc∗

= νn(1+b∗(IN− xa∗)−1(IN−Ωn∆)−1
Ωnb)

= νnδn(x).

�

Proof of Theorem 10.7.2. Setting p = 1
x ∈ R\{0} in (10.98) and taking adjoints, we ob-

tain:

(Hn+1(1/x))∗
(

1 0
0 1/x

)
=

(
1 0
0 1/x

)(
1 ρn
νn 1

)∗
(Hn(1/x))∗ .

Multiply both sides of this equality by the matrix
(

1 0
0 x

)
on the left and by the matrix
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xn+1 0

0 1

)
on the right. We obtain

(
1 0
0 x

)
(Hn+1(1/x))∗

(
1 0
0 1/x

)(
xn+1 0

0 1

)
=

=

(
1 0
0 x

)(
1 0
0 1/x

)(
1 ρn
νn 1

)∗
(Hn(1/x))∗

(
xn+1 0

0 1

)
=

(
1 ρn
νn 1

)∗(x 0
0 1

)(
1 0
0 x

)
(Hn(1/x))∗

(
xn 0
0 1/x

)
.

By slice hyperholomorphic extension, and by definition of Hc
n (see Definition 6.1.24) we

see that the functions

BXn(p) =
(

1 0
0 p

)
? (Hc

n(1/p))?
(

pnI 0
0 1/p

)
satisfy (10.75). The second claim is then clear. The first claim follows from (10.95). �

Quaternionic counterparts of some of the theorems appearing in Section 3.3 (that is, The-
orems 3.3.4, 3.3.5, 3.3.7 and 3.3.11) in the rational case can be obtained using the above
theorem.

We now consider a minimal realization for Hn in the quaternionic setting. See Theorem
2.4.3 for the complex setting. We begin with a lemma:

Lemma 10.7.4. The numbers

tn = 1+ can(I−∆Ωn)
−1

∆a∗nc∗,

un = 1+b∗(I−Ωn∆)−1
Ωnb.

are strictly positive.

Proof. This comes from the fact that the matrices (IN−∆Ωn)
−1∆ and (I−Ωn∆)−1Ωn are

non negative. �

Theorem 10.7.5. A minimal realization of the matrix function Hn(p) is given by Hn(p) =
Dn +Cn(pI−A)−?Bn where

A =

(
a 0
0 a−∗

)
, Cn =

(
can 0
0 b∗

)
,

Bn =

(
a 0
0 a−∗

)
·
(

(I−∆Ωn)
−1∆ (I−∆Ωn)

−1

−(I−Ωn∆)−1 −(I−Ωn∆)−1Ωn

)
·
(

a∗nc∗ 0
0 b

)
,

Dn =

(
Ip + can(I−∆Ωn)

−1∆a∗nc∗ can(I−∆Ωn)
−1b

0 Ip

)
,
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and the function

Hn(p)

(
t−1/2
n 0

0 u−1/2
n

)

is J0–unitary on ∂B.

Proof. We use Theorem 9.3.2, and show that there is an Hermitian invertible matrix such
that (

A B
C D

)∗( H 0
0 −J0

)(
A B
C D

)
=

(
H 0
0 −J0

)
. (10.109)

Note that (10.109) can be rewritten as

H−A∗HA = −C∗J0C, (10.110)
C∗J0D = A∗HB, (10.111)

J0−D∗J0D = −B∗HB. (10.112)

We have

Hn(p)

(
t−1/2
n 0

0 u−1/2
n

)
= Dn ·

(
t−1/2
n 0

0 u−1/2
n

)
+

+Cn ? (pI−A)−?Bn ·

(
t−1/2
n 0

0 u−1/2
n

)
.

We check (10.110)–(10.112) are satisfied for this realization, with associated Hermitian
matrix given by

Xn =

(
−Ωn −I
−I −a∆a∗

)
.

More precisely, we have,

Xn−A∗XnA =

(
−Ωn −I
−I −a∆a∗

)
−

−
(

a∗ 0
0 a−1

)(
−Ωn −I
−I −a∆a∗

)(
a 0
0 a−∗

)
=

(
−Ωn +a∗Ωna −I + I
−I + I −a∆a∗+a−1a∆a∗a−∗

)
=

(
−a∗nc∗can 0

0 bb∗

)
= −C∗nJ0Cn,
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that is, (10.110) holds. We now check (10.111):

A∗XnBn =

(
a∗ 0
0 a−1

)(
−Ωn −I
−I −a∆a∗

)(
a 0
0 a−∗

)
×

×
(

(I−∆Ωn)
−1∆ (I−∆Ωn)

−1

−(I−Ωn∆)−1 −(I−Ωn∆)−1Ωn

)
·
(

a∗nc∗ 0
0 b

)
=

(
−a∗Ωna −I
−I −∆

)(
(I−∆Ωn)

−1∆ (I−∆Ωn)
−1

−(I−Ωn∆)−1 −(I−Ωn∆)−1Ωn

)
×

×
(

a∗nc∗ 0
0 b

)
=

(
W1 W2
0 −I

)(
a∗nc∗ 0

0 b

)
where we have set

W1 = (I−a∗Ωna∆)(I−Ωn∆)−1 = (I−Ωn+1∆)(I−Ωn∆)−1

W2 = (Ω−a∗Ωa)(I−Ωn∆)−1 = a∗nc∗can(I−∆Ωn)
−1b.

On the other hand,

C∗nJ0Dn =

(
a∗nc∗ 0

0 b

)(
Ip 0
0 −Ip

)
×

×
(

Ip + can(I−∆Ωn)
−1∆a∗nc∗ can(I−∆Ωn)

−1b
0 Ip

)
=

(
a∗nc∗(Ip + can(I−∆Ωn)

−1∆a∗nc∗) a∗nc∗can(I−∆Ωn)
−1b

0 −b

)
=

(
(1+Ωn(I−∆Ωn)

−1∆)a∗nc∗ a∗nc∗can(I−∆Ωn)
−1b

0 −b

)
=

(
W1 W2
0 −I

)(
a∗n 0
0 b

)
= A∗XnBn,

and hence

C∗nJ0Dn ·

(
t−1/2
n 0

0 u−1/2
n

)
= A∗XnBn ·

(
t−1/2
n 0

0 u−1/2
n

)
.

It remains to check (10.112): we have thus to check that

J0−

(
t−1/2
n 0

0 u−1/2
n

)
D∗nJ0Dn

(
t−1/2
n 0

0 u−1/2
n

)
=

−

(
t−1/2
n 0

0 u−1/2
n

)
B∗nXnBn

(
t−1/2
n 0

0 u−1/2
n

)
.
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In view of (10.111),

D∗nJ0Dn−B∗nXnBn = (D∗n−B∗nA−∗C∗n)J0Dn,

and we first compute Dn−CnA−1Bn; we have:

CnA−1Bn =

=

(
can 0
0 b

)(
(IN−∆Ωn)

−1∆ (I−∆Ωn)
−1

−(IN−Ωn∆)−1 −(IN−Ωn∆)−1Ωn

)
·
(

a∗nc∗ 0
0 b

)
,

and thus

Dn−CnA−1
n Bn =

(
1 0

b∗(IN−Ωn∆)−1a∗nc∗ 1+b∗(IN−Ωn∆)−1Ωnb

)
.

We have

Dn−CnA−1Bn =

(
1 0

d∗12 un

)
where we have denoted by d12 the (1,2) entry of Dn. Thus, since tn is the (1,1) entry of
Dn we obtain

(Dn−CnA−1Bn)
∗J0Dn =

(
tn 0
0 −un

)
,

from which we conclude that (10.112) holds.

�

We conclude with:

Lemma 10.7.6. The sequence (αn,βn) is ∆–admissible.

Proof. Indeed, let

Un =

(
t−1/2
n 0

0 u−1/2
n

)
.

From the recursion (10.98) with z = 1 we have

Hn+1(1)Un+1 = Hn(1)UnU−1
n

(
1 ρn
νn 1

)
Un+1.

Writing that both sides are J0–unitary matrices we obtain

Un+1

(
1 ρn
νn 1

)∗
U−2

n J0

(
Ip ρn
νn Ip

)
Un+1 = J0,

and hence (
1 ρn
νn 1

)
U2

n+1J
(

1 ρn
νn 1

)∗
=U2

n J,

and hence the result. We note that limn−→∞ ∆n = I2, but ∆0 6= I2.
�
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Chapter 11

Interpolation: operator-valued
case

In classical Schur analysis, operator-valued functions appear naturally in a number of
different settings, of which we mention:

1. The characteristic operator function, when the imaginary part of the operator is not
of finite rank (but possibly trace class, or of Hilbert-Schmidt class). See for instance
[109, 110, 238].

2. The time-varying case, when the complex numbers are replaced by diagonal opera-
tors. See [42, 160, 161, 162].

3. Interpolation in the Hardy space of the polydisk. One can reduce the problem to an
operator-valued problem in one variable. The values are then assumed to be Hilbert-
Schmidt operators. See [23, 24].

In this chapter we consider left-interpolation problems in the Hardy space H2
H (B) and in

the set of Schur multipliers S(H1,H2,B), where H ,H1 and H2 are two sided quater-
nionic Hilbert spaces. We note that much remains to be done in interpolation of slice
hyperholomorphic functions. We mention in particular:

1. Two sided interpolation problems.

2. Interpolation problems in generalized Schur classes.

3. The case of several quaternionic variables.
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11.1 Formulation of the interpolation problems
When considering a (say Hm×n-valued) function slice hyperholomorphic in a neighbor-
hood of the origin with power series expansion

f (p) =
∞

∑
u=0

pu fu,

the (left) tangential values of f at a point p0 in the direction c ∈Hm is not defined by

c∗ f (p0) (11.1)

but by
∞

∑
u=0

pu
0c∗ fu. (11.2)

The motivation for such a definition comes from (at least) three related remarks:
(1) First, the space of functions corresponding to the homogeneous problem c∗ f (p0) = 0
is not Mp-invariant. The space of functions satisfying ∑

∞
u=0 pu

0c∗ fu = 0 is Mp-invariant.
(2) The second remark pertains to the point evaluation in Hardy spaces of Hm-valued
function. Then, for f ∈ (H2(B))m, c ∈Hm and p0 ∈ B we have

〈 f (p),c? (1− pp0)
−?〉(H2(B))m =

∞

∑
u=0

pu
0c∗ fu,

that is, formula (11.2).
(3) There are nice formulas for the reproducing kernel of the space f0 ?(1− pp0)

−? in the
norm of the Hardy space. No such formulas hold for the space spanned by (1− pp0)

−? f0.

More generally the definition of a (left) point evaluation in the vector-valued case is given
as follows:

Definition 11.1.1. Let X and H be two-sided quaternionic Hilbert spaces. Given an
output-stable pair (C,A) with C ∈ B(X ,H ) and A ∈ B(X ) one can define a left-tan-
gential functional calculus f → (C∗ f )∧L(A∗) on H2

H (B) by

(C∗ f )∧L(A∗) =
∞

∑
k=0

A∗kC∗ fk = O∗C,A f if f (p) =
∞

∑
k=0

pk fk ∈ H2
H (B), (11.3)

and where OC,A denotes the observability operator (see (7.44)).

The fact that the left-evaluation map amounts to the adjoint of the observability opera-
tor O∗C,A was justified in Proposition 7.6.6. Since S(p)u belongs to H2

H2
(B) for any S ∈

S(H1,H2,B) and u ∈H1, the evaluation (11.3) also extends to the class S(H1,H2,B)
by setting

(C∗S)∧L(A∗) =
∞

∑
k=0

A∗kC∗Sk if S(p) =
∞

∑
k=0

pkSk. (11.4)

With the left-tangential evaluation in hand we may now formulate the following left-
tangential operator-argument interpolation problems.
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Problem 11.1.2. IP(H2
H (B)): Given the output-stable pair (C,A) ∈ B(X ,H2)×B(X )

and the vector X ∈X , find all f ∈ H2
H2

(B) such that

(C∗ f )∧L(A∗) = X . (11.5)

Problem 11.1.3. IP(S(H1,H2,B)): Given the output-stable pair (C,A) ∈ B(X ,H2)×
B(X ) and the operator N ∈ B(H1,X ), find all S ∈ S(H1,H2,B) such that

(C∗S)∧L(A∗) = N. (11.6)

Several remarks are in order. We first notice that for certain special choices of data, in-
terpolation conditions (11.5) and (11.6) amount to well-known conditions of Nevanlinna-
Pick type.
Example. Let n ∈ N and let H1 = H2 = H and X = Hn, so that C, N and A take the
form

C =
(
c1 c2 . . . cn

)
, N =


b1
b2
...

bn

 , A =

p̄1 0
. . .

0 p̄n

 , (11.7)

with c1, . . . ,cn,b1, . . . ,bn ∈H and p1, . . . , pn ∈ B. Then

(C∗S)∧L(A∗) =
∞

∑
k=0

pk
1 0

. . .
0 pk

n


c∗1Sk

...
c∗nSk


and condition (11.6) amounts to n left-tangential conditions

∞

∑
k=0

pk
jc
∗
jSk = b j for j = 1, . . . ,n. (11.8)

More generally, for arbitrary spaces H1 and H2, and X = H n
2 , set

C =
(
IH2 IH2 . . . IH2

)
, N =

(
B1 B2 . . . Bn

)
, A=

 p̄1IH2 0
. . .

0 p̄nIH2

 ,

(11.9)
where B1, . . . ,Bn ∈B(H2,H1) and p1, . . . , pn ∈B. Conditions (11.8) become the operator-
valued Nevanlinna-Pick interpolation conditions

S(p j) =
∞

∑
k=0

pk
jSk = B∗k for j = 1, . . . ,n.



298 Chapter 11. Interpolation: operator-valued case

Remark 11.1.4. The requirement that the unknown interpolant S should belong to the
Schur class S(H1,H2,B) (that is, the multiplication operator MS is a contraction from
H2

H1
(B) to H2

H2
(B)) makes the problem IP(S(H1,H2,B)) norm-constrained.

Remark 11.1.5. The space H2
H2

(B) can be interpreted as the de Branges-Rovnyak space
associated to the zero function S≡ 0 ∈ S(H1,H2,B). On could also consider the tangen-
tial interpolation problem in de Branges-Rovnyak spaces; see [84, 85] for the complex
variable case. This will be considered in the sequel to the present book.

11.2 The problem IP(H2
H (B)): the non-degenerate case

A general two-sided interpolation problem for matrix-valued function in the classical
Hardy space was studied in [16, §5] by one of the authors and V. Bolotnikov. The compu-
tations done there for the left-sided problem (see [16, §3 ]), while the right-sided problem
(see [16, §4]) depend only on the coefficients of power series, and are formally still valid
here for left (resp. right) slice hyperholomorphic functions. Because of the noncommu-
tavity of the variable with the coefficients, we here focus on the left-sided interpolation.
With appropriate interpretations it is indeed possible to consider two-sided problems.
These will be presented elsewhere. Furthermore, to make these formal computations pre-
cise, extra conditions need to be added to insure continuous invertibility of operators
(which, in the above mentioned work, are just matrices). Here we assume that the given
pair (C,A) is not only output-stable (which is needed in order to define the left-tangential
evaluation (11.3)) but also exactly observable. The latter means that the observability
Gramian GC,A is strictly positive definite. See also [17, §2 and §3] for similar considera-
tions for interpolation in the family of upper triangular Hilbert-Schmidt operators, which
form a ”time varying” version of the classical Hardy space.
Under the above hypothesis, one particular solution to the problem IP(H2

H (B)) can be
written explicitly as (compare with [16, (3.1), p. 42])

fmin(p) =C ? (IX − pA)−?G−1
C,AX =

∞

∑
k=0

pkCAkG−1
C,AX . (11.10)

Indeed, by (11.3), (11.10) and (7.45), we have

(C∗ fmin)
∧L(A∗) =

∞

∑
k=0

A∗kC∗CAkG−1
C,AX = GC,AG−1

C,AX = X .

On the other hand, all solutions to the problem IP(H2
H (B)) can be written as f = f0 +g

where f0 is a particular solution (the minimal norm solution, given in (11.10)) and where
g is the general solution of the homogeneous problem

(C∗g)∧L(A∗) = O∗C,Ag = 0. (11.11)

The latter condition means that g belongs to the orthogonal (in the metric of H2
H (B))

complement of ranOC,A, i.e., the solution set for the homogeneous problem (11.11) is
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Mp-invariant. It turns out that this solution set is a closed subspace of H2
H (B) and then

the Beurling-Lax theorem (see Theorem 8.4.12) will lead us to Theorem 11.2.1. First a
remark: In view of Theorem 5.3.11, there exists an injective solution(

B
D

)
: H1 → X ⊕H2

to the factorization problem(
B
D

)(
B∗ D∗

)
=

(
G−1

C,A 0
0 IH2

)
−
(

A
C

)
G−1

C,A

(
A∗ C∗

)
, (11.12)

that is (
A B
C D

)(
G−1

C,A 0
0 IH2

)(
A∗ C∗

B∗ D∗

)
=

(
G−1

C,A 0
0 IH2

)
.

We can thus define a function S as in (8.13):

Theorem 11.2.1. Let (C,A)∈B(X ,H2)×B(X ) be an exactly observable output-stable
pair, Then:

1. All solutions f to the problem IP(H2
H2

(B)) are parametrised by the formula

f (p) = fmin(p)+S(p)?h(p) (11.13)

where fmin is defined in (11.10), S is defined by (8.13), and where h is a free pa-
rameter from H2

H2
(B). Different parameters produce different solutions via formula

(11.13).

2. The representation (11.13) is orthogonal in H2
H2

(B); moreover, we have

‖ f‖2
H2

H2
(B) = ‖ fmin‖2

H2
H2

(B)+‖S?h‖2
H2

H1
(B) = 〈G

−1
C,AX ,X〉H2 +‖h‖

2
H2

H1
(B). (11.14)

Proof. Since GC,A is strictly positive definite, we can define the operators

C̃ =CG
− 1

2
C,A and Ã = G

1
2

C,AAG
− 1

2
C,A (11.15)

and it follows from the Stein identity (7.46) that the pair (C̃, Ã) is isometric. Furthermore,
we conclude from (7.47) that

O∗
C̃,Ã

= G
− 1

2
C,A OC,A (11.16)

from which we see that condition (11.10) is equivalent to O∗
C̃,Ã

g = 0. By (11.11),

GC̃,Ã = G
− 1

2
C,A O∗C,AOC,AG

− 1
2

C,A = G
− 1

2
C,A GC,AG

− 1
2

C,A = IX
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and hence, for any X ∈X , we have

‖X‖2 = lim
n→∞

〈
n

∑
k=0

Ã∗kC̃∗C̃ÃkX , X

〉
= lim

n→∞

〈
n

∑
k=0

Ã∗k(IX − Ã∗Ã)ÃkX , X

〉
= lim

n→∞

〈(
IX − Ã∗n+1Ãn+1

)
X , X

〉
= ‖X‖2− lim

n→∞
‖Ãn+1x‖2.

Therefore, ‖ÃnX‖ tends to zero for every X ∈ X as n → ∞ meaning that the opera-
tor Ã (and hence, also A) is strongly stable. By Theorem 7.6.12, ranOC̃,Ã is a closed
M∗p-invariant subspace of H2

H2
(B). Therefore its orthogonal complement (ranOC̃,Ã)

⊥ is
a closed Mp-invariant subspace of H2

H2
(B). By Theorem 8.4.12, there exists a strongly

inner multiplier S ∈ IP(S(H1,H2,B)) such that (ranOC̃,Ã)
⊥ = S?H2

C2
(B). The construc-

tion of S suggested in Corollary 8.4.11 applies to operators C̃ and Ã and being translated
to the original C and A leads to the function described in the formulation of the theorem.
Since condition (11.10) is equivalent to O∗

C̃,Ã
g= 0, it follows that all solutions g∈H2

C2
(B)

to the homogeneous interpolation problem (11.10) are described by the formula g = S?h
where the parameter h runs through the space H2

H1
(B). Since Fmin is a particular solu-

tion of the problem, the formula (11.13) indeed describes the solution set of the prob-
lem IP(H2

H2
(B)). Since S is strongly inner, different parameters h lead via this formula

to different solutions f . It is readily seen from formula (11.10) that fmin belongs to
ranOC,A = H (S) and therefore, is orthogonal to S ?H2

H1
(B). Therefore, the represen-

tation (11.13) is orthogonal and the first equality in (11.14) follows. The second equality
follows from the isometric property of the operator MS and the equality

‖ fmin‖2
H2

H2
(B) =

∞

∑
k=0
‖CAkG−1

C,AX‖2
H2

=
〈
G−1

C,AX , X
〉

X

which follows from the power series representation in (11.10). �

Remark 11.2.2. If the S-spectrum of A does not contain the point 1, one can choose H1
be equal to H2 and a fairly explicit formula for S in Theorem 11.2.1, motivated by the
reproducing kernel formula (2.20), is the following (compare with [16, (2.19), p. 38]):

S(p) = I− (1− p)C ? (I− pA)−?G−1
C,A(I−A∗)−1C∗. (11.17)

Remark 11.2.3. It follows from (11.14) that fmin is the solution of the problem IP(H2
H2

(B))
with the minimally possible norm. The latter formula also allows us to describe all solu-
tions of the following norm-constrained problem IPγ(H2

H2
(B)): All functions f ∈H2

H2
(B)

satisfying interpolation condition (11.5) and the norm constraint ‖ f‖2
H2

H2
(B) ≤ γ are given

by the formula (11.13) where h is a function in H2
H1

(B) such that ‖ f‖2
H2

H2
(B) ≤ γ −

〈G−1
C,AX ,X〉X .
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11.3 Left-tangential interpolation in S(H1,H2,B).
The left-tangential interpolation in S(H1,H2,B) is solved in the following five sections,
and we here summarize the stategy used. Let

P = GC,A−GN,A ∈ B(X ). (11.18)

The condition X ≥ 0 is necessary for the problem to have a solution. In this section we
prove that a necessary and sufficient condition for S ∈ S(H1,H2,B) to have a solution is
that the kernel(

P B(q)∗

B(p) KS(p,q)

)
, where B(p) =C−S(p)N)? (IX − pA)−?,

is positive definite in B. When P is bounded invertible, one can go further. Defining a
block operator-valued function Θ via the formula (11.39), we show that S is a solution to
the interpolation problem if and only if the kernel

∞

∑
k=0

pk (IH2 −S(p)
)

Θ(p)JΘ(q)∗
(
IH2 −S(q)

)∗ qk (11.19)

is positive definite in B. Such a condition already appears in Sections 10.5 and 10.4. To
translate this condition in terms of a linear fractional transformation is relatively easy
in the scalar case, but requires extra care in the operator-valued setting. We first need,
in Section 11.5 to solve the case where there is a finite number of interpolation points
(this is still an infinite dimensional problem because the values are in a (possibly) infinite
dimensional Hilbert space. Building on that section we prove a factorization theorem in
Section 11.6 which allows to obtain the description of the set of solutions in terms of a
linear fractional transformation in Section 11.7.

In this section we present necessary and sufficient conditions for S∈ S(H1,H2,B) to be a
solution of Problem IP(S(H1,H2,B)). The main result of the section is the following the-
orem, which characterizes all solutions S to the interpolation problem IP(S(H1,Y ,B))
in terms of positive definite kernels and in terms of the reproducing kernel Hilbert space
H (S). We assume that the necessary conditions for the problem to have a solution are
satisfied, that is, the pairs (C,A) and (N,A) are output stable and the operator P given by
(11.18) is positive semidefinite.

Theorem 11.3.1. Let S be an B(H1,H2)-valued function slice hyperholomorphic in B,
and let

B(p) = (C−S(p)N)? (IX − pA)−?. (11.20)

Then, the following conditions are equivalent:
(1) The function S ∈ S(H1,H2,B) satisfies (11.6).
(2) For every X ∈X , the function BX : p 7→ B(p)X belongs to H (S) and

‖BX‖2
H (S) = 〈PX ,X〉X . (11.21)
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(3) The kernel (
P B(q)∗

B(p) KS(p,q)

)
(11.22)

is positive definite in B.
(4) The operator

P=

(
P M∗B

MB I−MSM∗S

)
:
(

X
H2

H2
(B)

)
−→

(
X

H2
H1

(B)

)
(11.23)

is positive semi-definite.

The method used can be seen as a combination of the Fundamental Matrix Inequality
method (FMI), see [223, 224], together with the reproducing kernel Hilbert space method.
We refer to Chapter 10 and [20] for the scalar versions of some of these computations.
For a sample of papers where the Fundamental Matrix Inequality method is applied to
interpolation we mention [15, 18].
We begin with a preliminary result:

Proposition 11.3.2. Assume that Problem IP(S(H1,H2,B)) has a solution. Then:
(a) The pair (N,A) is output stable.
(b) The operator

P = GC,A−GN,A (11.24)

is positive semi-definite.

Proof.
(a) Let S(p) = ∑

∞
n=0 pnSn (with Sn ∈ B(H1,H2) for n ∈ N0) and let f0, . . . , fM ∈H1. In

view of (7.47) we have

(O∗C,AS)( fn) = lim
M→∞

M

∑
k=0

A∗kC∗Sk fn

in the topology of X . In view of the interpolation condition (11.6) we can write:

M

∑
n=0

A∗nN∗ fn =
M

∑
n=0

A∗n(O∗C,AS)( fn)

= lim
T→∞

M

∑
n=0

A∗n
(

T

∑
t=0

A∗tC∗St fm

)

= lim
R−→∞

R

∑
r=0

A∗rC∗
(

∑
t+m=r

St fm

)
= O∗C,AMS f ,

with f (p) = ∑
M
n=0 pm fm. The operator O∗C,AMS is continuous and therefore the application

which to f associates ∑
M
n=0 A∗nN∗ fn extends continuously to H2

H1
(B) to a map which is
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by definition ON,A. Thus if S is a solution it holds that

O∗C,AMS = O∗N,A. (11.25)

In view of (b) (which is proved below) we note that this condition implies the interpola-
tion condition. Indeed, let u ∈H1 and X ∈X . Then,

〈O∗N,Au,X〉X = 〈u,ON,AX〉H2(B,H1)

= 〈u,NX〉H1

(since (ON,AX)(p) = ∑
∞
n=0 pnNAnX)

= 〈N∗u,X〉X .

Thus restricting (11.25) leads to

O∗C,AMS
∣∣
H1

= O∗N,A
∣∣
H1

= N∗,

which is the interpolation condition.

(b) Let S be a solution of the interpolation problem. By the discussion above, (11.25)
holds and thus:

GC,A−GN,A = O∗C,A

(
IH2

H2
(B)−MSM∗S

)
OC,A ≥ 0

since MS is a contraction. �

Proof of Theorem 11.3.1. We begin by showing that (1) =⇒ (2). By hypothesis, I −
MSM∗S ≥ 0, thus we have

〈(IH2
H2

(B)−MSM∗S)OC,AX ,OC,AX〉= ‖OC,AX‖2−‖M∗SOC,AX‖2

= ‖OC,AX‖2−‖ON,AX‖2

= 〈(GC,A−GN,A)X ,X〉
= 〈PX ,X〉X .

(11.26)

From the definition of B(p), see (11.20), we have

B(p)X = OC,AX−S(p)ON,AX = OC,AX−S(p)M∗SOC,AX = (I−MSM∗S)OC,Ax. (11.27)

Therefore B(p)x ∈H (S), and we deduce from (11.26) and (11.27):

‖B(p)x‖2
H (S) = ‖(I−MSM∗S)OC,Ax‖2

H (S)

= 〈(I−MSM∗S)OC,Ax,OC,Ax〉H2(B,Y ) = 〈Px,x〉X .



304 Chapter 11. Interpolation: operator-valued case

We now show that (2) =⇒ (3). Equality (11.21) implies that the kernel

〈Px,x〉X KS(p,q)−B(p)x(B(q)x)∗ (11.28)

is positive. We now have two cases: If Px 6= 0 then the positivity of (11.28) implies(
〈Px,x〉X (B(q)x)∗

B(p)x KS(p,q)

)
≥ 0. (11.29)

On the other hand, if Px = 0 then (11.28) implies that B(p)x is identically 0 and so (11.29)
follows. Since (11.29) holds for every x ∈X , the kernel (11.22) is positive in B.
We now prove that (3) =⇒ (4). Let

f (p) =
n

∑
j=1

(
x j

(1− pā j)
−?y j

)
(11.30)

where x j ∈X , y j ∈ Y , a j ∈ B. We will show that

〈P f , f 〉X ⊕H2
H2

(B) ≥ 0. (11.31)

Since the set of vectors of the form (11.30) is dense in X ⊕H2
H2

(B), assertion (4) follows
from (11.31). To verify the validity of (11.31) we observe that

〈Px,x〉=
n

∑
i, j=1

〈(
P M∗B

MB MSM∗S

)(
x j

(1− pā j)
−?y j

)
,

(
xi

(1− pāi)
∗yi

)〉
=

n

∑
i, j=1

〈(
P B(a j)

∗

B(ai) KS(ai,a j)

)(
x j
y j

)
,

(
xi
yi

)〉
≥ 0

by the positivity of the kernel in (11.22).
Finally, we show that (4) =⇒ (1). Since I−MSM∗S ≥ 0, it follows that S ∈ S(H1,H2,B).
The condition P≥ 0 can be written in an equivalent form as the positivity of the matrix I ON,A M∗S

O∗N,A GC,A O∗C,A
MS OC,A I

 :

H2
H1

(B)
X

H2
H2

(B)

→
H2

H1
(B)

X
H2

H2
(B)

 , (11.32)

in fact the Schur complement of the (1,1) entry of this matrix is(
GC,A O∗C,A
OC,A I

)
−
(

O∗N,A
MS

)(
ON,A M∗S

)
=

(
P M∗B

MB I−MSM∗S

)
= P

and thus the positivity of (11.32) is equivalent to the positivity of (11.22). On the other
hand, the positivity of (11.32) is also equivalent to the positivity of the Schur complement
of the (3,3) entry, that is(

I ON,A
O∗N,A GC,A

)
−
(

M∗S
O∗C,A

)(
MS OC,A

)
=

(
I−M∗S MS ON,A−M∗SOC,A

O∗N,A−O∗C,AMS 0

)
,

therefore we conclude that M∗SOC,A = ON,A. �
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11.4 Interpolation in S(H1,H2,B). The non degenerate
case

We now assume that the operator P is boundedly invertible, and wish to give a description
of all solutions in terms of a linear fractional transformation. This is the content of the
this section together with the next three ones. The coefficient operator matrix of this linear
fractional transformation is given by the function Θ defined in (11.39).

Theorem 11.4.1. A function S ∈ S(H1,H2,B) is a solution to the interpolation problem
if and only if the kernel

∞

∑
k=0

pk (IH2 −S(p)
)

Θ(p)JΘ(q)∗
(
IH2 −S(q)

)∗ qk (11.33)

is positive definite in B.

Before we prove this theorem we need some preliminary results. We set

J =

(
IH2 0
0 −IH1

)
and let K = X ⊕H2⊕H1 be endowed with metric

J̃ =

(
P 0
0 J

)
.

Lemma 11.4.2. The space

K0 := ran

A
C
N


is a uniformly positive subspace of K .

Proof. It follows from the Stein equation

P−A∗PA =
(
C∗ N∗

)
J
(

C
N

)
(11.34)

that 〈Px,x〉X = [T x,T x]K , where we have set

T =

A
C
N

 .

Since P is strictly positive definite, there exists ε > 0 such that

〈Px,x〉X ≥ ε‖x‖2
X , ∀x ∈X .
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Then, with
‖x‖J̃ = [T x, J̃T x]K ,

we have

‖T x,T x‖2
J̃
= 〈Ax,Ax〉X + 〈Cx,Cx〉H2 + 〈Nx,Nx〉H1

≤ (‖A‖2 +‖C‖2 +‖N‖2)‖x‖2
X

=
‖A‖2 +‖C‖2 +‖N‖2

ε
ε‖x‖2

X

≤ ‖A‖
2 +‖C‖2 +‖N‖2

ε
[T x,T x]K .

�

Therefore, see Theorem 5.8.11, the Krein-space orthogonal complement K
[⊥]

0 of G0 is
also a Krein space with the inner product inherited from K with inertia equal to the
complement of the inertia of P with respect to the inertia of J̃ on K , that is, with inertia
equal to that of J.

Lemma 11.4.3. There is an isometry

 B
D1
D2

 from (H2⊕H1, J) to K so that

K
[⊥]

0 = ran

 B
D1
D2

 .

Proof. K ⊥
0 is a Krein space and so has a fundamental decomposition

K ⊥
0 = V++V−.

The Hilbert spaces H2 and (V+, [·, ·]K ) are isomorphic, and similarly for H1 and (V−,−[·, ·]K ).
It suffices to take a unitary map U+ from H2 to V+ and unitary map U− from H2 to V−
(the latter being endowed with −[·, ·]K ). Then the map

H(y+ v) =U+y+U−v

answers the question. �

For such an isometry, we have

B∗PB+D∗1D1−D∗2D2 = J and B∗PT +D∗1E−D∗2N = 0

which together with (11.34) can be written in the matrix form as(
T ∗ E∗ N∗

B∗ D∗1 D∗2

)(
P 0
0 J

)T B
E D1
N D2

=

P 0 0
0 IH2 0
0 0 −IH1

 . (11.35)
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Furthermore, the Krein-space adjoint of the same isometry equals B
D1
D2

∗ = J
(
B∗ D∗1 D∗2

)(P 0
0 J

)
.

Therefore, the orthogonal (Krein-space) projection P
K

[⊥]
0

of K onto K
[⊥]

0 is given by

P
K

[⊥]
0

=

 B
D1
D2

 B
D1
D2

∗ =
 B

D1
D2

J
(
B∗ D∗1 D∗2

)(P 0
0 J

)
. (11.36)

On the other hand the Krein-space orthogonal projection of K onto K0 is given by

PK0 =

T
E
N

T
E
N

∗ =
T

E
N

P−1 (T ∗ E∗ N∗
)(P 0

0 J

)
. (11.37)

Substituting (11.36) and (11.37) into equality PK0 +P
K

[⊥]
0

= I and multiplying the

resulting equality by
(

P−1 0
0 J

)
on the right we get

T B
E D1
N D2

(P−1 0
0 J

)(
T ∗ E∗ N∗

B∗ D∗1 D∗2

)
=

(
P−1 0

0 J

)
. (11.38)

We conclude that given T,E,N such that (E,T ) and (N,T ) are output stable and P is a
strictly positive definite operator satisfying (11.34), one can always find operators B, D1
and D2 such that relations (11.35) and (11.38) hold.

We now introduce the operator-valued function Θ which will give a linear fractional rep-
resentation of the set of all solutions of the interpolation problem in the nondegenerate
case.

Proposition 11.4.4. With the above notations, let

Θ(p) =
(

D1
D2

)
+ p

(
E
N

)
? (I− pA)−?B. (11.39)

(1) Then the following identities hold:

∞

∑
j=0

pk (J−Θ(p)JΘ(q)∗) q̄k =

(
E
N

)
?(I− pA)−?P−1 (I− q̄A∗)−?r ?r

(
E∗ N∗

)
, (11.40)
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where p,q ∈ B.
(2) For x ∈ (−1,1) we have

J−Θ(x)JΘ(x)∗ = (1− x2)

(
E
N

)
(I− xA)−1P−1 (I− xA∗)−1 (E∗ N∗

)
,(11.41)

J−Θ(x)∗JΘ(x) = (1− x2)B∗ (I− xA∗)−1 P(I− xA)−1B. (11.42)

(3) The functions Θ
−1
22 and Θ

−1
22 Θ21 extend to operator-valued Schur multipliers.

Proof.
(1) and (2): Note that (11.40) holds due to (11.38), and (11.41) is the specialization of
(11.40) for p = q = x ∈ (−1,1). Furthermore, (11.42) holds due to (11.35).

(3) Take also p = q = x ∈ (−1,1) in equality (11.40). Decomposing Θ as

Θ =

(
Θ11 Θ12
Θ21 Θ22

)
:
(

H2
H1

)
→
(

H2
H1

)
(11.43)

we see from the (2,2)-entries in the equalities (11.41) and (11.42) that

IH1 +Θ21(x)Θ21(x)∗ ≤Θ22(x)Θ22(x)∗

IH2 +Θ12(x)∗Θ12(x)≤Θ22(x)∗Θ22(x),

from which we conclude that Θ22(x) is boundedly invertible and ‖Θ22(x)−1Θ21(x)‖ < 1
for each x ∈ (−1,1). Using Proposition 7.4.1 we obtain a slice hyperholomorphic inverse
of Θ22 in |p|< r. By (11.40) we have that

∞

∑
n=0

pn(IU − (Θ22(p))−?((Θ22(q))−?)∗− ((Θ22(p))−?Θ21(p))((Θ22(q)Θ21(q))−?)∗)qn

is positive definite in |p|< r, and so, by Corollary 8.4.4 both Θ
−1
22 and Θ

−1
22 Θ21 extend to

operator-valued Schur multipliers. �

Remark 11.4.5. We note that in the complex-valued case we also have (rather than (11.42))

∞

∑
j=0

w̄k (J−Θ(w)∗JΘ(z))zk = B∗ (I− w̄A∗)−1 P(I− zA)−1B. (11.44)

Proof of Theorem 11.4.1. Since P is boundedly invertible, the positivity of the kernel
(11.22) is equivalent to the positivity of the kernel

KS(p,q)−B(p)?P−1 ?r B(q)∗.



11.4. Interpolation in S(H1,H2,B). The non degenerate case 309

In turn, this kernel can be rewritten in the equivalent form

KS(p,q)−B(p)?P−1 ?r B(q)∗ =
∞

∑
k=0

pk(IH2 −S(p)S(q)∗)qk−

−
(
IH2 −S(p)

)
?

(
C
N

)
? (IH (KS)− pA)−? ?P−1 ?r (IH (KS)−A∗q)−?r?r

?r
(
C∗ N∗

)
?r

(
IH2

S(q)∗

)
=
(
IH2 −S(p)

)
?
( ∞

∑
k=0

pkJqk−
(

C
N

)
? (IH (KS)− pA)−? ?P−1?r

?r (IH (KS)−A∗q)−?r ?r
(
C∗ N∗

))
?r

(
IH2

S(q)∗

)
.

and, using (11.40) this last expression can be rewritten as

KS(p,q)−B(p)?P−1 ?r B(q)∗ =
(
IH2 −S(p)

)
?

(
∞

∑
k=0

pk (J− (J−Θ(p)JΘ(q)∗))qk

)
?r

?r

(
IH2
−S(q)∗

)
.

Thus we have

KS(p,q)−B(p)?P−1 ?r B(q)∗ =
∞

∑
k=0

pk (IH2 −S(p)
)
?Θ(p)JΘ(q)∗ ?r

(
IH2
−S(q)∗

)
qk,

which ends the proof. �

The kernel (11.33) can be rewritten as

∞

∑
k=0

pk (U(p)U(q)∗−V (p)V (q)∗)qk

where

U(p) = Θ11(p)−S(p)?Θ21(p) and V (p) =−Θ12(p)+S(p)?Θ22(p).

To conclude the description of all solutions of the interpolation S(H1,H2,B) we need to
prove the existence of a Schur function E ∈ S(H1,H2,B) such that

U(p)?E(p) =V (p). (11.45)

This is easily done when one considers the interpolation with a finite number of inter-
polating points. See Section 11.5. This special result in turn allows to prove a version of
Leech’s theorem in the present setting, and this will give the factorization (11.45).
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11.5 Interpolation: The case of a finite number of inter-
polating conditions

We now study the interpolation problem IP(S(H1,H2,B)) when only a finite number of
interpolating points and directions are given. Note that we cannot use Corollary 8.4.4 (see
also Remark 8.4.5) when the coefficient spaces are infinite dimensional since the value
of a function at a point corresponds then to an infinite number of tangential interpolation
conditions.
We consider the case where

A = diag (Mp1 ,Mp2 , · · · ,Mpm), C =
(
Mc1 Mc2 · · · Mcm

)
, (11.46)

and
N =

(
Mn1 Mn2 · · · Mnm

)
, (11.47)

with (pk,ck,nk) ∈ B×H2×H1, k = 1, . . . ,m. We simplify the notation and set Mη = η

for the various vectors. Using (5.14) we note that

C∗C−N∗N =

=


〈c1,c1〉−〈n1,n1〉 〈c2,c1〉−〈n2,n1〉 · · · 〈cm,c1〉−〈nm,n1〉
〈c1,c2〉−〈n1,n2〉 〈c2,c2〉−〈n2,n2〉 · · · 〈cm,c2〉−〈nm,n2〉

〈ck,c`〉−〈nk,n`〉

〈c1,cm〉−〈n1,nm〉 〈c2,cm〉−〈n2,nm〉 · · · 〈cm,cm〉−〈nm,nm〉

 .

The Gram operator is now a m×m matrix and its (`,k) entry is

∞

∑
t=0

pt
` (〈ck,c`〉−〈nk,n`〉) pk

t .

The interpolation condition
∞

∑
t=0

A∗tC∗St = N∗

becomes
∞

∑
t=0

A∗tC∗Stξ = N∗ξ ,

i.e.
∞

∑
t=0

pt
`〈Stξ ,c`〉= 〈ξ ,n`〉, `= 1, . . . ,m, ∀ξ ∈H1.

Theorem 11.5.1. Assume the c j 6= 0 (but not necessarily linearly independent). Then, a
necessary and sufficient condition for the interpolation problem corresponding to (11.46)-
(11.47) to be solvable is that the Gram matrix is nonnegative.
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Proof. We proceed in a number of steps.

STEP 1: The matrix G with (`,k) entry

∞

∑
t=0

pt
`〈ck,c`〉pk

t

is invertible.

Indeed, let

fk(p) = ck ? (1− ppk)
−? =

∞

∑
t=0

ptck pk
t , k = 1, . . . ,m.

Then the functions fk ∈ H2
H2

(B). Moreover, let α1, . . . ,αm ∈H be such that

m

∑
k=1

fk(p)αk = 0, ∀p ∈ B.

Then, by the reproducing kernel property

m

∑
k=1

αk〈h(pk),ck〉H2 = 0, ∀h ∈ H2
H2

(B).

But, from the interpolation problem in the Hardy space, see Section 11.2, there exist
functions in H2

H2
(B) that

〈h(p1),c1〉H2 6= 0, and 〈h(pk),ck〉H2 = 0, k = 2, . . . ,m.

Thus α1 = 0, and similarly for the other indices. So the functions f1, . . . , fm are linearly
independent, and G > 0 since

G`,k =
∞

∑
t=0

pt
`〈ck,c`〉pk

t = 〈 fk, f`〉H2
H2

(B).

STEP 2: The matrix G(ε) with (`,k) entry

∞

∑
t=0

pt
`

(
〈ck,c`〉− ε

2〈nk,n`〉
)

pk
t

is invertible for all value of ε ∈ (0,1).

We cannot use the notion of determinant but will use Schur complements (and in partic-
ular Proposition 4.3.13) to prove the claim. Write

G(ε) =

(
g11(ε) b(ε)
b(ε)∗ D(ε)

)
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with

g11(ε) =
〈c1,c1〉− ε2〈n1,n1〉

1−|p1|2
.

From Proposition 4.3.13 we get

G(ε)> 0 ⇐⇒



{
ε ∈ [0,1) if 〈c1,c1〉= 〈nk,n`〉
ε ∈ [0,1], otherwise

and the (1,1) entry of the Hermitian matrix
D(ε)g11(ε)−b(ε)∗b(ε)

is strictly positive.

We now reiterate the argument. But

(D(ε)g11(ε)−b(ε)∗b(ε))11

is a polynomial with real coefficients, and is a decreasing function of ε and strictly pos-
itive at the origin (these last two claims come from the definition of G(ε) and from Step
1). Thus once more we get that at most the value ε = 1 leads to a non -invertible matrix.

When G(ε)> 0 we can apply the analysis in Section 11.4 and in particular Lemma 11.4.2
holds. So we can build the corresponding function defined by (11.39), which we denote
by Θε .

STEP 3: Let ε ∈ [0,1] be such that G(ε) > 0. Then the block entry Θε
11(x) is invertible

and ‖Θε
21(x)(Θ

ε
11)
−1(x)‖< 1 in a real neighborhood of x = 1.

Indeed, since A is a finite matrix, of norm strictly less than 1 we can set x = 1 in (11.41)
and (11.42) and obtain:

J−Θ
ε(1)J(Θε(1))∗ = 0 and J− (Θε(1))∗JΘ

ε(1) = 0.

Thus

Θ
ε
11(1)(Θ

ε
11(1))

∗ = I +Θ
ε
12(1)(Θ

ε
12(1))

∗, (11.48)
(Θε

11(1))
∗
Θ

ε
11(1) = I +(Θε

21(1))
∗
Θ

ε
21(1). (11.49)

We get in particular that Θε
11(1) is boundedly invertible. Furthermore, (11.49) implies that

I = (Θε
11)
−1(1)∗((Θε−1

11 )(1))+(Θε
21(1)(Θ

ε
11)
−1(1))∗(Θε

21(1)(Θ
ε
11)
−1(1)), (11.50)

and in particular ‖Θε
21(1)(Θ

ε
11)
−1(1)‖< 1. By continuity (since Θε is a rational function

of x), Θε
11(x) is boundedly invertible and ‖Θε

21(x)(Θ
ε
11)
−1(x)‖< 1 in a real neighborhood

of x = 1.
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STEP 4: Let S be any Schur multiplier. Then, (Θε
11(x)− S(x)Θε

21(x)) is invertible in an
open set of the form (u,1).
For real x ∈ (−1,1) we have that ‖S(x)‖ ≤ 1 and the claim follows from the previous step
since

Θ
ε
11(x)−S(x)Θε

21(x) =
(
I−S(x)Θε

21(x)(Θ
ε
11)
−1(x)

)
Θ11(x)

in an open set of the form (u,1). We note that both (Θε
11(x)−S(x)Θε

21(x)) and its inverse
are restriction of slice hyperholomorphic functions in a real open interval.

STEP 5: Let ε ∈ [0,1] be such that G(ε)> 0. Then, the linear fractional transformation

TΘε (E) (11.51)

describes the set of all solutions of the interpolation problem

∞

∑
t=0

pt
`〈Stξ ,c`〉= ε〈ξ ,n`〉, `= 1, . . . ,m, ∀ξ ∈H1,

when E varies in the class S(H1,H2,B).

From Theorem 11.4.1 we know that S is a solution of the interpolation problem if and
only if the kernel (11.33)

∞

∑
k=0

pk (Uε(p)Uε(q)∗−V ε(p)V ε(q)∗)qk (11.52)

is positive in B, where

Uε(p) = Θ
ε
11(p)−S(p)?Θ

ε
21(p) and V ε(p) =−Θ

ε
12(p)+S(p)?Θ

ε
22(p).

In view of Step 4, Uε(x) is invertible in a set of the form (u,1). Thus for x,y ∈ (u,1) we
can rewrite (11.52) as

Uε(x)
IH2 −Eε(x)Eε(y)∗

1− xy
(Uε(y))∗,

with Eε = (Uε)−1V ε . It follows that the kernel

IH2 −Eε(x)Eε(y)∗

1− xy

is positive definite in (u,1), and hence has an extension to a Schur multiplier, see Theorem
8.4.4. Still denoting by Eε this extension we have

(Θε
11−S?Θ

ε
21)?Eε =−Θ

ε
12 +S?Θ

ε
22.

Thus, we have
S? (Θε

21 ?Eε +Θ
ε
22) = Θ

ε
11 ?Eε +Θ

ε
12.
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We now show that we can divide (with respect to the star product) by (Θ21 ?E+Θ22), and
thus obtain the linear fractional transformation (11.51) of S in terms of Eε . Let x∈ (−1,1).
By the proof of Proposition 11.4.4 we know that Θ22(x) is boundedly invertible and that

Θ
ε
22(x)

−1
Θ

ε
22(x)

−∗+Θ
ε
22(x)

−1
Θ

ε
21(x)(Θ

ε
22(x)

−1
Θ

ε
21(x))

∗ ≤ IH1 .

It follows that ‖Θε
22(x)

−1Θε
21(x)‖< 1 and therefore

‖Θε
22(x)

−1
Θ

ε
21(x)E

ε(x)‖< 1, x ∈ (−1,1).

By Proposition 11.4.4, the B(H1)-valued function

IH1 +(Θε
22)
−? ?Θ

ε
21

is invertible (with respect to the star product) in a neighborhood of the origin. So S is
given by the linear fractional transformation in some open set, and in all of B by slice
hyperholomorphic extension.

We conclude the proof of the theorem taking subsequences using Theorem 8.5.1. �

11.6 Leech’s theorem
The following result is the quaternionic version of a factorization theorem originally due
to Leech, and which has found numerous applications in operator theory. See [233] for the
original paper (an unpublished manuscript, written in 1971-1972) and see [220], [250],
[41], [22] for background on, and applications of, the theorem in the complex variable
setting.

In the statement, the hypothesis on H1 is crucial.

Theorem 11.6.1. Let H1,H2 and H3 be two sided quaternionic Hilbert spaces. We as-
sume that the space H1 is separable and has a Hilbert space basis made of vectors which
commute with the quaternions. Let A and B be slice hyperholomorphic in B and respec-
tively B(H2,H1)- and B(H3,H1)-valued and assume that the B(H1)-valued kernel

KA,B(p,q) =
∞

∑
n=0

pn(A(p)A(q)∗−B(p)B(q)∗)qn (11.53)

is positive definite in B. Then there exists S ∈ S(H3,H2,B) such that B = A?S.

Proof. The strategy is as follows: Use the positivity condition (11.53) to solve a count-
able family of finite dimensional interpolation problems and use Theorem 8.5.1 to find a
solution S such that B = A?S. We consider p1, p2, . . . a dense subset of B, and denote by
u1,u2, . . . a Hilbert space basis of H1 which commutes with the quaternions. We proceed
in a number of steps.
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STEP 1: Let N,L ∈ N. There is SN,L ∈ S(H3,H2,B) such that

(A?SN,L)(p j)u` = B(p j)u`, j = 1,2, . . .N, `= 1, . . . ,L.

Indeed, using property (5.4) to go from the second to the third line, and using the fact that
the vectors u` commutes with the quaternions we have:

〈KA,B(p j, pk)um,u`〉H1 =
∞

∑
t=0
〈pt

j (A(p j)A(pk)
∗−B(p j)B(pk)

∗) pk
tum︸ ︷︷ ︸

commute

,u`〉H1

=
∞

∑
t=0
〈pt

j (A(p j)A(pk)
∗um−B(p j)B(pk)

∗um) pk
t ,u`〉H1

=
∞

∑
t=0
〈(A(p j)A(pk)

∗um−B(p j)B(pk)
∗um) pk

t , p j
tu`︸ ︷︷ ︸

commute

〉H1

=
∞

∑
t=0
〈A(pk)

∗um pk
t ,A(p j)

∗u`p j
t〉H2 −〈B(pk)

∗um pk
t ,B(p j)

∗u`p j
t〉H3

=
∞

∑
t=0

pt
j
{
〈A(pk)

∗um,A(p j)
∗u`〉H2 −〈B(pk)

∗um,B(p j)
∗u`〉H3

}
pk

t

=
∞

∑
t=0

pt
j
{
〈ck,m,c j,`〉H2 −〈nk,m,n j,`〉H3

}
pk

t ,

where we have set c j,` = A(p j)
∗u` and n j,` = B(p j)

∗u`. Since KA,B is a positive definite
kernel we get that the Gram matrix is non-negative. By the result in Section 11.5 on the
finite dimensional case, there exists SN,L ∈ S(H3,H2,B) such that

∞

∑
t=0

pt
j〈(SN,L)tξ ,c j,`〉H2 = 〈ξ ,n j,`〉H3 , j = 1, . . . ,M, `= 1, . . .L, and ∀ξ ∈H3.

Still using the fact that u` commutes with the quaternions the left side of this last equation
can be rewritten as
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∞

∑
t=0

pt
j〈ξ ,(SN,L)

∗
t A(p j)

∗u`〉H3 =
∞

∑
t=0

pt
j〈ξ ,(SN,L)

∗
t

(
∞

∑
v=0

pv
jAv

)∗
u`〉H3

=
∞

∑
t=0

pt
j〈ξ ,(SN,L)

∗
t

(
∞

∑
v=0

A∗v p j
v

)
u`〉H3

=
∞

∑
t=0

pt
j〈ξ ,(SN,L)

∗
t

 ∞

∑
v=0

A∗v p j
vu`︸ ︷︷ ︸

commute

〉H3

=
∞

∑
t=0

pt
j〈ξ ,(SN,L)

∗
t

(
∞

∑
v=0

A∗vu`p j
v

)
〉H3

=
∞

∑
s=0
〈ξ ,

(
∑

t+v=s
(SN,L)

∗
t A∗v

)
ps

ju`〉H3

= 〈ξ ,((A?SN,L)(p j))
∗ u`〉H3

and the interpolation condition becomes

〈ξ ,((A?SN,L)(p j))
∗ u`〉H3 = 〈ξ ,(B(p j))

∗ u`〉H3 , j = 1, . . . ,N, `= 1, . . .L.

Since ξ is arbitrary we get

(A?SN,`)(p j)u` = B(p j)u`, j = 1, . . . ,N, `= 1, . . .L,

and so, using once more that the u j commute with the quaternions, we get

(A?SN,`)(p j) = B(p j), j = 1, . . . ,N, `= 1, . . .L.

To conclude we first fix N and let L go to infinity. By Theorem 8.5.1 there exists SN ∈
S(H3,H2,B) such that

(A?SN)(p j) = B(p j), j = 1, . . . ,N.

Another application of Theorem 8.5.1 implies the existence of S ∈ S(H3,H2,B) such
that

(A?S)(p j) = B(p j), j = 1, . . . ,

and this last equality extends to all of B by continuity. �

11.7 Interpolation in S(H1,H2,B). Nondegenerate case:
Sufficiency

We conclude this chapter with the description of all solutions to the interpolation problem
IP(S(H1,H2,B)) in the nondegenerate case. The case where the operator (11.24) is not
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boundedly invertible will be considered in a sequel to the present book. Examples of
degenerate cases in the finite dimensional case have been presented earlier in the book;
see Sections 10.4 and 10.5.

Theorem 11.7.1. Assume that the operator P given by (11.24) is boundedly invertible,
and let Θ be defined by (11.39). Assume furthermore that the space H2 is separable and
has a Hilbert space basis made of vectors which commute with the quaternions. Then the
set of all solutions to the interpolation IP(S(H1,H2,B)) is given by the linear fractional
transformation

S = (Θ11 ?E +Θ12)? (Θ21 ?E +Θ22)
−? (11.54)

when E runs through S(H1,H2,B).

Proof. From Theorem 11.4.1 the function S ∈ S(H1,H2,B) is a solution of the interpo-
lation problem IP(S(H1,H2,B)) if and only if the kernel

∞

∑
n=0

pn(U(p)U(q)∗−V (p)V (q)∗)qn

is positive definite in B, where

U(p) = Θ11(p)−S(p)?Θ21(p) and V (p) =−Θ12(p)+S(p)?Θ22(p).

Leech’s theorem implies that there exists E ∈ S(H1,H2) such that V =U ?E, that is

(Θ11−S?Θ21)?E =−Θ12 +S?Θ22,

or, equivalently,
S? (Θ21 ?E +Θ22) = Θ11 ?E +Θ12.

As in the proof of Step 5 of Theorem 11.5.1 one shows that one can divide (with respect
to the star product) by (Θ21 ?E +Θ22) in some open subset of B, and thus obtain the
linear fractional transformation (11.54) of S in terms of E, first in the given open subset
of the origin, and then in all of B by slice hyperholomorphic continuation. See Corollary
8.4.4 for the latter. �
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Epilogue

Classical Schur analysis and its various applications (for example to operator theory or to
the theory of linear systems) lead to new problems in function theory. For instance, the
characteristic operator function lead to the study of the multiplicative structure of matrix-
valued functions meromorphic in the open unit disk, and contractive there with respect to
some indefinite metric. See the fundamental work of Potapov [245].

Classical Schur analysis contains whole sectors not touched here, and expands to new
directions, still to be developed in the setting of slice hyperholomorphic functions. Among
the first we mention:

(a) The study of the characteristic operator functions (the ”s” in functions is not a mis-
print; various classes of operators will have different corresponding characteristic
operator functions) and operator models. We also mention the study of these func-
tions from the pure function theory point of view. Indeed, in the classical case, the
connections between the function theory approach and the operator theory side lead
to new results in both theories.

(b) Still in function theory, the counterparts of integral representation formulas for func-
tions analytic and with a real positive part in a disk or an half-plane remains to be
done, and is related to moment problems.

(c) Interpolation problems for slice hyperholomorphic functions in the half-space. In
the classical setting, and as we already have remarked, quite a number of different
(but of course related) methods have been developed. The study of these methods in
the quaternionic setting (for instance the band method) should be conducive to new
problems and methods in quaternionic analysis.

(d) The degenerate cases in the interpolation problems.

(e) Interpolation problems for generalized Schur functions.

Among the second we mention:

(f) Applications to the theory of linear systems.

(g) The case of several noncommuting variables.
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(h) Operator models for commuting and noncommuting operators. In the complex case,
and for two commuting operators, this problem is related to function theory on
compact Riemann surfaces. See [236].

In classical Schur analysis these questions are considered for operator-valued functions.
Thus the study of operator-valued slice hyperholomorphic functions developed in Chapter
7 will provide the ground to pursue these lines of research.



Bibliography

[1] Kh. Abu-Ghanem, D. Alpay, F. Colombo, D.P. Kimsey, and I. Sabadini. Boundary
interpolation for slice hyperholomorphic Schur functions. Integral Equations and
Operator Theory, 2015.

[2] Kh. Abu-Ghanem, D. Alpay, F. Colombo, and I. Sabadini. Gleason’s problem and
Schur multipliers in the multivariable quaternionic setting. J. Math. Anal. Appl.,
425(2):1083–1096, 2015.

[3] V. M. Adamyan, D. Z. Arov, and M. G. Kreı̆n. Infinite Hankel matrices and gen-
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[65] D. Alpay and T. Kaptanoğlu. Quaternionic Hilbert spaces and a von Neumann
inequality. Complex Var. Elliptic Equ., 57(6):667–675, 2012.

[66] D. Alpay and G. Salomon. Non-commutative stochastic distributions and applica-
tions to linear systems theory. Stochastic Process. Appl., 123(6):2303–2322, 2013.

[67] D. Alpay, B. Schneider, M. Shapiro, and D. Volok. Fonctions rationnelles et
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Basel, 1990.

[87] J. Ball, I. Gohberg, and L. Rodman. Simultaneous residue interpolation problems
for rational matrix functions. Integral Equations and Operator Theory, 13:611–
637, 1990.

[88] J. Ball and J.W. Helton. Interpolation theorems of Pick–Nevanlinna and Loewner
types for meromorphic matrix functions: parametrisation of the set of all solutions.
Integral Equations and Operator Theory, 9:155–203, 1986.

[89] J. Ball, T. Trent, and V. Vinnikov. Interpolation and commutant lifting for multipli-
ers on reproducing kernel Hilbert spaces. In Proceedings of Conference in honor of
the 60–th birthday of M.A. Kaashoek, volume 122 of Operator Theory: Advances
and Applications, pages 89–138. Birkhauser, 2001.

[90] J. Ball and V. Vinnikov. Zero-pole interpolation for meromorphic matrix functions
on an algebraic curve and transfer functions of 2D systems. Acta Appl. Math.,
45(3):239–316, 1996.

[91] J. Ball and V. Vinnikov. Hardy spaces on a finite bordered Riemann surface, mul-
tivariable operator model theory and Fourier analysis along a unimodular curve.
In Systems, approximation, singular integral operators, and related topics (Bor-
deaux, 2000), volume 129 of Oper. Theory Adv. Appl., pages 37–56. Birkhäuser,
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Birkhäuser/Springer Basel AG, Basel, 2011.

[196] R. Ghiloni and A. Perotti. Slice regular functions on real alternative algebras. Adv.
Math., 226(2):1662–1691, 2011.

[197] R. Ghiloni and A. Perotti. Zeros of regular functions of quaternionic and octonionic
variable: a division lemma and the camshaft effect. Ann. Mat. Pura Appl. (4),
190(3):539–551, 2011.

[198] R. Ghiloni and A. Perotti. Volume Cauchy formulas for slice functions on real
associative *-algebras. Complex Var. Elliptic Equ., 58(12):1701–1714, 2013.

[199] R. Ghiloni and A. Perotti. Global differential equations for slice regular functions.
Math. Nachr., 287(5-6):561–573, 2014.

[200] R. Ghiloni and A. Perotti. Power and spherical series over real alternative ∗-
algebras. Indiana Univ. Math. J., 63(2):495–532, 2014.

[201] R. Ghiloni and V. Recupero. Semigroups over real alternative *-algebras: genera-
tion theorems and spherical sectorial operators. Trans. Amer. Math. Soc.

[202] Ju. P. Ginzburg. Multiplicative representations of J–contractive operator functions.
I. Mat. Issled., 2(vyp. 2):52–83, 1967.



Bibliography 335

[203] Ju. P. Ginzburg. Multiplicative representations of J–contractive operator functions.
II. Mat. Issled., 2(vyp. 3):20–51, 1967.

[204] I. Gohberg, S. Goldberg, and M.A. Kaashoek. Classes of linear operators. Vol. I,
volume 49 of Operator Theory: Advances and Applications. Birkhäuser Verlag,
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J-unitary, 27
J0-inner, 35
S-spectral radius, 157
S-spectrum

continuous, 157
point, 157
residual, 157

RL
σS(T )

, 161
RR

σS(T )
, 161

∆–admissible sequence, 38

adjoint, 74
associated sequence, 282
asymptotic equivalence matrix function

complex setting, 38
axially symmetric, 110

backward shift operator, 173
backward-shift operator, 19
backward-shift realization, 20, 22, 232
Banach

continuous inverse theorem, 67
Banach algebra

two sided quaternionic, 155
Banach space, 66
Blaschke factor

quaternionic, half space, 145
quaternionic, unit ball, 130, 196

Blaschke product
quaternionic, half space, 147
quaternionic, unit ball, 134

Carathéodory function
generalized, ball case, 185

Carathéodory-Fejér interpolation problem,
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quaternionic case, 255
Cauchy formula, 154
Cauchy integral formula, 120
Cauchy-Schwarz inequality, 73
closed

operator, 67
closed graph theorem, 68
coisometric

operator, 8
complex adjoint matrix, 54
conjugate

vector space, 80
contraction, 8
contractive

pair, 174
controllable pair, 22, 232

quaternionic case, 63

de Branges pair
unit circle case, 17

de Branges-Rovnyak space, 191
decomposition majorant, 86
degree

local, at a point, 26
McMillan, 26
of a minimal realization, 232

eigenvalue
left, 55
right, 55
standard, 56

equation
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Lyapunov, 61
Stein, 61

extension operator, 113

finite Blaschke product
disk case, 5

First order discrete systems, 37
fixed point property, 68
Fréchet space, 66
fundamental decomposition, 7, 69, 92
fundamental symmetry, 7, 85

generalized Carathéodory function
ball case, 185

generalized de Branges pair
ball case, 186
half-plane case, 186

generalized Herglotz function
half-space case, 185

generalized Schur function
ball case, 184
half-space case, 185

Gram matrix, 101
Gram operator, 83

Hankel operator, 13
Hardy space

quaternionic, 124
Herglotz function

generalized, half-space case, 185
Herglotz integral representation, 6
Hilbert

basis, 75
space, 73

hypermeromorphic
slice function, 153

Identity principle, 110, 154
imaginary unit, 48
index of a Pontryagin space, 7
inner product

quaternionic, 68
space, 69

inner Schur multiplier, 200

interpolation problem
Carathéodory-Fejér, 15
Carathéodory-Fejér interpolation prob-

lem (quaternionic case ), 255
Nehari, 12

intrinsic quaternionic function, 113
intrisic completeness, 88
inverse scattering problem, 41
isometric

operator, 8
pair, 174

Jordan
block, 60
form, 60

Krein space, 7, 93, 97

Laurent expansion, 110
Leech’s theorem, 314, 317
left

slice hyperholomorphic, 108
linear fractional transformation, 39
linear map, 65
local degree at a point, 26
locally convex space, 66
lurking isometry method, 190
Lyapunov equation, 61

Mackey topology, 83
majorant

decomposition, 86
matrix

adjoint, 53
conjugate, 53
Hermitian, 53
invertible, 53
normal, 53
transpose, 53
unitary, 53

maximum modulus principle, 110
McMillan degree, 26
minimal polynomial, 59
minimal polynomial associated to a sphere,
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minimal realization, 21
model space, 260
multiplication formula, 115
multiplicity of a zero, 52

negative, 69
Nehari

interpolation problem, 12
neutral

element, 69
part, 69

nonnegative
subspace, 8

nonpositive
subspace, 8

observability Gramian, 174
observability operator, 174, 296
observable

pair, 174
observable pair, 21, 232

quaternionic case, 63
observable realization, 191
open mapping theorem, 67
operator

backward-shift, 19
Gram, 83
self-adjoint (in quaternionic Pontrya-

gin space), 102
signature, 7
strongly stable, 173

ortho-complemented subspace, 71
orthogonal companion, 69
outer-connected realization, 191
output-stable

pair, 174

pair
controllable, 232
observable, 232

partial majorant, 78
admissible, 78

polarof a norm, 79
pole, 123

Pontryagin space, 7, 92
positive, 69
positive definite function

complex case, 9
Potapov-Ginzburg transform, 187
principle of uniform boundedness, 67

quaternion, 47
associated sphere, 48

quaternionic
inner product, 68

quaternionic Hardy space, 124

rational function, 227
matrix-valued, 21
realization, 21

realization, 18
backward-shift realization, 232
coisometric, 188
contractive, 188
isometric, 188
minimal, 21
observable, 191
unitary, 188

reflection coefficient function, 37
reproducing kernel

Hilbert space, 101
Pontryagin space, 103

right
slice hyperholomorphic, 108

right slice hyperholomorphic
inverse, 117

root subspaces, 59
Rosenblum,M., 251
Runge theorem, 124

s-domain, 110
S-resolvent set, 156
S-spectral

radius theorem, 159
S-spectrum, 58, 156
Schur algorithm, 5

quaternionic setting, 253
Schur coefficients
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quaternionic setting, 253
Schur function, 129
Schur functions, 5
Schur multiplier, 129

inner, 200
strongly inner, 200

Schur parameters, 6
Schwarz lemma, 111
semi-norm, 66
Shmulyan’s theorem, 95, 209
signature operator, 7
slice

derivative, 108, 109
differentiable, 108
hypermeromorphic function, 153

slice hyperholomorphic, 108
conjugate, 116
inverse, 117
strongly, 152
weakly, 151

space
Banach, 66
Fréchet, 66
Hilbert, 73
Krein, 93

topology, 7
Krein (complex), 7
Pontryagin, 92

index, 7
Pontryagin (complex), 7
pre-Hilbert, 73

spectrum
left, 55
right, 55

sphere
associated minimal polynomial, 51

sphere associated to a quaternion, 48
splitting lemma, 108
state space, 18
Stein equation, 61
strictly negative, 69
strictly positive, 69
strongly inner Schur multiplier, 200
strongly slice hyperholomorphic, 152

strongly stable operator, 173
subspace

nonnegative, 8
nonpositive, 8
uniformly negative, 8
uniformly positive, 8

supporting projection, 24

T-admissible
open set, 161

theorem
adjoint of a contraction (quaternionic

Pontryagin space), 94
Banach continuous inverse, 67
Banach-Alaoglu, 89
closed graph, 68
compactness of the S-spectrum, 157
Hahn-Banach, 66
Leech (quaternionic setting), 314,

317
open mapping, 67
Runge, 124
S-spectral radius, 159
Schauder-Tychonoff, 68
Shmulyan, 95, 209
Wiener-Lévy, 11

topology
Mackey, 83
weak, 78

transform
Potapov-Ginzburg, 187

uniformly negative
subspace, 8

uniformly positive
subspace, 8

unitary
operator, 8

Verblunsky parameters, 6

weak topology, 78
weakly slice hyperholomorphic, 151
Wiener algebra
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complex, 10
quaternionic, 137

zeros
of s-regular functions, 122



Notation Index

J0 =

(
1 0
0 −1

)
, 18, 282

χ map, 49, 54
B, open unit ball of the quaternions, 184
Cr, the open right half-plane, 18
H, algebra of quaternions, 47
H+, open right half-space of the quater-

nions, 142
S, sphere of unit purely imaginary quater-

nions, 48
T, the unit circle, 6
W , Wiener algebra (complex), 10
N (Ω), the set of slice hyperholomor-

phic intrinsic functions on Ω,
113

R(Ω), set of slice hyperholomorphic func-
tions on Ω, 108

R(Ω,Ω′), set of slice hyperholomorphic
functions on Ω with values in
Ω′, 108

R(Ω,X ), the set of X -valued slide hy-
perholomorphic functions, 153

RR(Ω), set of slice hyperholomorphic
functions on Ω, 108

Bκ(P,B), generalized de Branges pair,
ball case, 186

Bκ(P,H+), generalized de Branges pair,
half-space case, 186

Cκ(P,B), generalized Carathéodory func-
tions, 185

Hκ(P,H+), generalized Herglotz func-
tions, 185

Sκ(P1,P2), Generalized Schur class,
19

O(Ω,X ), the set of X -valued slide hy-
perholomorphic functions, 154

OR(Ω,X ), the set of right slice hyper-
holomorphic functions with val-
ues in X , 156

?-product (for functions), 114, 155
?-product (for polynomials), 50
f c, slice hyperholomorphic conjugate of

f , 116
f s, symmetrization of f , 116
ran , range of A, 76, 106
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