The steady two-dimensional flow over a
rectangular obstacle lying on the bottom

Dario Pierotti®™*, Paolo Simioni?

& Dipartimento di Matematica “F. Brioschi”, Politecnico di Milano, via Bonardi 9,
20133 Milano, Italy

Abstract

We study a plane problem with mixed boundary conditions for a harmonic function
in an unbounded Lipschitz domain contained in a strip. The problem is obtained by
linearizing the hydrodynamic equations which describe the steady flow of a heavy
ideal fluid over an obstacle lying on the flat bottom of a channel. In the case of
obstacles of rectangular shape we prove unique solvability for all velocities of the
(unperturbed) flow above a critical value depending on the obstacle depth. We also
discuss regularity and asymptotic properties of the solutions.
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1 Introduction

A well known problem in hydrodynamics is the determination of the steady
flow of a heavy ideal fluid, in a channel of finite depth, over localized perturba-
tions of a horizontal bottom. Assuming the usual hypotheses, i.e., irrotational
and divergence-free flow, non viscous fluid and negligible surface tension, we
get a problem for the Laplace equation in an unbounded domain, with a non
linear condition (the Bernoulli condition) on a free boundary (the free sur-
face). Such a problem has been widely studied by analytical and numerical
methods [1]-[3]; however, little is known about its solvability from a rigorous
point of view, due to the difficulties related to the free boundary. Thus, the
mathematical approach to this problem, even in the two-dimensional case,
deals with a linearized version (in a domain with a fixed boundary) called
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the Neumann-Kelvin problem; by a suitable choice of the reference frame, the
same problem also describes the (linear) ship waves generated in the fluid by
the uniform horizontal motion of a submerged body [6]. The linear theory
often gives results in good accordance with experimental data in situations of
practical interest. Besides, from a mathematical point of view, the solution of
the linear problem may represent a crucial step in the proof of the existence of
solutions to the nonlinear, free-boundary problem [7]. For these reasons, it is a
relevant question to determine whether the linear problem for a given obstacle
in a current is uniquely solvable for all values of the flux velocity. It is a known
fact that the answer depends on the geometry of the obstacle; for example,
there exists a sufficient condition on the body profile [4] for the uniqueness of
a solution with a finite Dirichlet integral. However, such condition seems to
be applicable only in special cases [5] since the solutions of the plane problem
can not be assumed to have finite energy for every value of the velocity. In
fact, the (a priori) asymptotic properties of these solutions depend critically
on the value of the Froude number F)., defined by

C2

FT‘ - gH’

where ¢ is the velocity of the fluid at infinity upstream, g the acceleration
of gravity and H the channel depth. If F,. > 1 (supercritical regime) every
solution is exponentially decreasing at infinity; if F,. < 1 (subcritical regime),
on the contrary, non vanishing oscillations at infinity downstream may occur,
preventing the solution from having finite energy. Correspondingly, with a
supercritical flow there is unique solvability of the Neumann-Kelvin problem
for an arbitrary number of obstacles of generic shape, totally or partially
immersed [8]. In the subcritical regime, instead, existence and uniqueness (for
every subcritical value of the velocity) have been proved for a submerged
cylinder [5] and for a surface-piercing obstacle with symmetric, non bulbous
profile [9].

The first approach historically introduced to study the Neumann-Kelvin prob-
lem uses a suitable Green function to transform it in an integral equation [6],
but in the present work we will follow a variational technique [9], which seems
more suitable for the kind of obstacle considered. In Section 2 we introduce
the plane Neumann-Kelvin problem for a rectangular obstacle lying on the
bottom and describe a variational formulation in terms of a perturbed stream
function. According to the previous discussion, if the flow is subcritical at
infinity upstream the weak formulation of the problem in the usual Sobolev
space H! presents some difficulties; in fact, it turns out that the associated
bilinear form is not coercive. However, by assuming that the flow is supercrit-
ical in the region of fluid above the obstacle, we are able to find a subspace
where coercivity holds by exploiting some a priori properties of the solutions.
In Section 3 we discuss the main properties of the variational solution, in-



cluding a careful analysis of its regularity; in particular, we show that the
(distributional) laplacian of a weak solution has singularities, so that a regu-
larization is required in order to obtain a harmonic solution. To this aim we
introduce, for any considered value of the (unperturbed) velocity, two special
variational solutions with Dirichlet data equal to the traces on the obstacle
boundary of two independent periodic solutions of the free problem (no obsta-
cle in the channel). The regularization procedure is completed in section 4 and
allow us to prove unique solvability for every value of the flow velocity above
a critical threshold, depending on the depth of the obstacle. The solvability of
the problem for all the velocities remains an open question; we discuss some
conjectures in the last section.

2 Strong and variational formulation of the problem

Let us consider the two-dimensional flow in a channel of constant depth H
when a rectangular obstacle of height H— H; and width 2z lies on the bottom.
If the perturbations of the free surface with respect to the horizontal plane are
small, it is reasonable to approximate the region occupied by the fluid with
the domain proper of calm water and the velocity field with its first order
expansion

U=c+ Vo,
where c is the velocity at infinity upstream.
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If we choose a cartesian frame as depicted in the figure and define

F=Rx {0}, oy ={—x0} x (—H,—Hy),

oy = (—x0,m0) X {—H1}, o3 = {xo} x (=H,—H,),
B = {(—00, —z0) U (zg, +00)} x {—H},

Su=A{Rx (=H,0)} \ {o2 x (—H, —H1)},




it may be shown that the perturbed potential ¢ satisfies the system:

A¢:O in SH,
9
oo

— = —cn; - e, ono;,1=1,2,3,
on

0y =10 on B,

together with the asymptotic conditions

sup |Vo| < +oo,
S\A
lim |V¢ (z,y)| =0,

r——00

where A is any neighborhood of the obstacle. Here n; is the unit outward
normal on o; and ¢ = |c|. From now on we will set v = g/c*. We will study the
subcritical regime (vH > 1) as the solvability of the problem for vH < 1 is
known (see the discussion in the introduction). Since the domain Sy is simply
connected, we can formulate the problem in a more convenient way in terms of
the perturbed stream function 1, which is a harmonic conjugate of ¢ vanishing
for x — —o00. Then we obtain [6]

A¢:0 in SH,

Yy —vp =0 on F|
v=c(y+ H) on oy and o3,
Y =c(H—H) on oo,
=0 on B,

sup 1| < 400,

Su

lim 1 (z,y) =0.
This problem is a particular case of the following:

Problem P Given the positive numbers zy, v, H, H; and the functions h; €
H?? (0;) (i = 1,2,3) such that

hy (—xo,—H) =0, (2.1)
hy (—xo, —Hy) = hy (—x9, —Hy), (2.2)
ho (2o, —Hy) = h3 (o, —Hy) , (2.3)
hs (zo,—H) =0, (2.4)

find ¢ € H., (Sy) satisfying



AY=0  in Sy, (2.5)
Yy, —vp =0 on F, (2.6)
Y = h; ono;,1=1,23, (2.7)
=0 on B, (2.8)
sup |[¢] < 400, (2.9)
Su

im (x,y) = 0. (2.10)

The symbol P* will denote problem P without condition (2.10). It is worth to
say that the equalities (2.1), (2.2), (2.3) and (2.4) are verified by the data of
the physical problem and are necessary for the existence of a weak solution,
because the trace on the obstacle’s boundary of functions in H'(Sg) is not
onto the space [T>_; H'/?(0;). The presence of compatibility conditions for
Dirichlet data is a typical feature of polygonal boundaries [12].

The variational form of problem P can now be stated in the subspace of
the functions of H'(Sy) vanishing on B equipped with the Dirichlet norm
(which is equivalent to the H' norm by the Poincaré inequality). By standard
arguments [9], we get:

Find v € H'(Sy) satistying (2.7), (2.8) and such that

“+oo

a(@/),v):/SHVd)-Vvdxdy—l// Y (z,0)v (z,0) dz =0 (2.11)

—00

for every v € H} (Sy), where

Hi(SH):{fEHl(SH): f=0on B, szonai,i:1,2,3}.
For v > 1/H, the continuous bilinear form a is not coercive in the subspace
H! (Sy) (endowed with the Dirichlet norm); however, the following a priori
property of the solutions gives us a hint of a subspace where coercivity may

hold:

Lemma 2.1 Let f € H'(B x (—H,0)) be a harmonic function satisfying
(2.6) and (2.8). Then we have

0
[, s (y+ H) v (@) dy =0 lal > o,
where vy > 0 is the unique positive solution of the equation

tanh (v H) = =2, (2.12)
1%

The proof is the same as in [9], section 2.1. [J



Lemma 2.1 suggests to define a closed subspace of H'! (Sy) as follows:

V*:{fEHl(SH): f=0onB, f=0ono;,i=1,2,3,
[me@ﬂy+H»f@yﬁm—O Mﬂ>%}.
Let us now assume that the following condition holds:
vHy < 1. (2.13)

This amounts to consider flow velocities above the critical threshold /gHj,
depending on the height of the obstacle. In that case, the subspace V, is the
correct set of test functions for the variational formulation; in fact

Proposition 2.2 The form a is coercive in V.

Proof. For f € V,, integrating by parts the orthogonality relation

/OH sinh (vg (y+ H)) f (xz,y) dy =0

we have

0

F0) = gy Jy o (0 ) 1, (2.) dy

with |z| > x¢ and then

v x,02dx<a/ V2 dedy,
/| @O drsaf VS dedy

where Ry = (—x9, o) X (—H1,0) and

1 1+ 21/0H
a == — .
2 sinh (29 H )
Moreover, if —zy < x < xg, by applying the Holder inequality to the identity
f(z,0) = LOH1 fy(x,t)dt, we get

V/mo f (z,0)? dxgqu/R IVf|? dzdy.

—x0

Now, since o < 1 and we assumed (2.13), coercivity holds by the estimate:

a(f,f) > min{l —vH;,1-a} ||Vf||i2(sH) :
O

Now we readily get



Proposition 2.3 Let us define

W={feH (Su): f=00nB, f=hono,i=123
0
[ sinh (v (y + 1) £ (2,9) dy =0 la] > o}

and let a be the bilinear form in (2.11). Then, there exists only one ¥ € W
such that
a(y,v) =0 Vo e V. (2.14)

Proof. First of all we notice that a function f € H' (Sg) which verifies the
Dirichlet conditions of problem P exists thanks to (2.1), (2.2), (2.3) and (2.4).
Furthermore the map

g: R\ [-zg,20] — R

.

| sinh (v (y + H)) F (2,3) dy

is in H' (R \ [~xg, 7o]) and has an extension w € H' (R). Then, chosen y €
D (—H,0) with support contained in (—H;,0) and such that

/OHsinh(Vo (y+H))x(y) dy =1,

the function
Z . SH — R
(7,y) V— z(z,y) = f (z,y) —w (z) x (y)

clearly belongs to W and so W # (). A simple application of the Lax-Milgram
lemma completes the proof. [

We will call variational solution of problem P the map uniquely determined
by Proposition 2.3.

3 Properties of the variational solution

Remembering that a function which satisfies problem P has not finite energy
in general, we expect the application given by Proposition 2.3 to be the true
solution only in very special cases.

Theorem 3.1 Given h; (i = 1,2,3) verifying (2.1), (2.2), (2.3) and (2.4),
let Fy = (—OO, —l‘o) X {O}, F = (—l’o,[L‘g) X {0}, F; = ($0,+OO) X {O} Then



the variational solution 1 of problem P is the only function in H' (Sy) such
that

A = (A6 (x — x0) + A6 (x + x0)) sinh (v (y + H)) , (3.1)
Yy, —1vp =0 on F;,i=1,2,3, (3.2)
¢:hl on oy, 1= 1,2,3, (33)
=0 on B. (3.4)
Here § is the Dirac delta distribution and Ay and \_ are real constants.
Proof. Chosen ¢ € D (Sg) with
0 .
/., sinh (o (y+ H)) o (20, ) dy =0, (35)
—1i11
let us define
0 (2,y) € Ro,
g(z,y) = 1 _ _
- a(x)sinh (v (y+ H)) (z,y) € Su \ Ry,
C (n)
where Ry = (—z,x0) X (—H;,0),
0
C(v) = /H sinh? (vy (y + H)) dy (3.6)

and
a(x) = /_OH sinh (v (y + H)) ¢ (x,y) dy |z| > xo.

Thanks to (3.5) it is simple to check that w (x,y) = ¢ (z,y) + g (z,y) € V.
and therefore, by Proposition 2.3,

5 Vi - Vwdrdy = V/_J:o Y (x,0)w (z,0) da. (3.7)
Now, from ¢ € H' (Sy) and
/_OH sinh (v (y + H))Y (z,y) dy =0 a. e |z| > 0 (3.8)
we deduce also
/_OH sinh (v (y + H)) ¥, (z,y) dy =0 a. e.|x| > xg. (3.9)

Taking account of (3.8), (3.9), (2.12) and of the boundary conditions we get



w.vwdxdy:/ V¢~V<pdxdy+/ Vib - Vg da dy
Sy Sy Su

inh (o H
— vw.vgpdxdy_w

S C (V0> /R\[—a:o,aro] w <I’ 0) @ (I) de. <310>

On the other hand, it results

> inh (voH
V/_; Y (z,0)w (x,0) doe = —’/812((1(/’:)3)/]&\[_% . ¥ (2,0) o (z) de.
| (3.11)
Comparing (3.7), (3.10) and (3.11) we have
/S Vi - Vedrdy = 0 (3.12)

and (3.1) follows by standard arguments. The equality (3.2) in F; follows easily
from the variational equation, so we will focus to prove (3.2) in every subset
(a,b) x {0} of F with o < a < b. For the sake of clarity, we indicate the
trace and the trace of the normal derivative on (a,b) x {0} with v and ’y%

respectively. For u € D ((a,b) x {0}), there is v € D (R?) such that

U (apyx {0y = Us (3.13)
Suppvg{(x,y)ERQ: a<$<b,y>—H}.

Then, taken a smooth function x as in the proof of Proposition 2.3, if we

define

. (/0 sinh (v (y + H)) v (z,y) dy) x(@) (z,y) € Sy: x> o,

—-H
0 otherwise in Sy

we have plainly m € D (Sg),

0
/H sinh (v (y + H)) m (£20,) dy = 0

and v —m € V.. By Green’s formula, Proposition 2.3, (3.12) and (3.13) we get

(155 00} = (150 @) (0)) = [ - Tudady

:/ Vw-V(v—m)dxdy—ir/S Vi - Vmda dy

00 b
/ ¢(x,0)(v—m)(x,0)dx:1//a7,/1(m,0)v(x,0) dz

B +
— (), u).



Condition (3.2) follows for density. Moreover, it is apparent that ¢ makes
(3.3) and (3.4) true. It remains to show uniqueness; to this aim, we first state
some regularity result. Let us indicate with 6 the characteristic function of the
interval (0, +00) and introduce the map

s(x,y) = );;r sin (vo (z — xg)) sinh (v (y + H)) 0 (z — x0)

_);; sin (7/0 (l’ + CL’())) sinh (1/0 (y + H)) 0 (—1‘ — xo) . (314)

Clearly s belongs to H}..(Sg), vanishes on B and o; and has a laplacian as in
(3.1) by direct computation. Thus, for every z € H' (Sy) which satisfies (3.1)
and (3.3), the difference z — s is harmonic and verifies the same boundary con-
ditions; thus, by known regularity results [12], in a neighborhood of (xy, —H;)
we can write

z2=(2—-5-6)+s+6
with (2 — s — &) € H? and

S(r,p) = M3 sin (390)

in polar coordinates with origin in (2, —H;) and such that ¢ = 0 on o3 and
¢ = 37/2 on oy (M is a suitable constant). An equivalent result holds near
(—xo, —Hy). It follows that for a. e. x € (—x¢,20) and a. e. y € (—H, —H)
there exist the traces

z, (-, —Hy) € L* (—xg, 1) , 2 (—x0,-) € L* (—H, —H,),
Zx (1’0, ) € L2 (_Hv _Hl) :
Let now 11, 15 be two solutions of (3.1) (with possibly different coefficients A.)

verifying the same conditions (3.3), (3.4) and define g = 1)1 — ). Furthermore,
we set

Ry = (=1, —mo - €) x (—H,0), Roep = (=0 + €20 — €) x (—=Hy,0),
R37€7l = (l’o -+ €, l) X (—H, 0)
with 0 < € < /2 and | > xg + €. Then, by Lemma 2.1 and by the previous

regularity results, we can calculate the limit for [ — +o0 and € — 0% of the
first member of the obvious equality

3
Z/ gAgdrdy =0
i=1 Ri,e,l

10



deducing

“+oo

/S Vg|* dzdy — 1// g (x,0)]* dz = 0.

Since g € V., we get g = 0 by the coercivity of the bilinear form on V,; hence

Py =Py, U

Now we investigate if it is possible to “regularize” the variational solution 1.
The first aim consists in removing the singularities of its laplacian.

Proposition 3.2 Let 1) satisfy (3.1)-(3.4) and let s be given by (3.14). Then
the map

~

@ZJ(Z',:U) = ¢($ay) - S(l’,y)
solves problem P*.
Proof. In the proof of Theorem 3.1 we demonstrated that ¢ — s is harmonic

in Sy. Furthermore, since s makes (3.2) true and is null on B and oy, trivially
1) — s satisfies the boundary conditions of problem P* and is bounded too. [J

We now introduce two particular variational solutions whose use will be ap-
parent soon.

Proposition 3.3 Let v° and 1° be the variational solutions corresponding to

the data

hi (—xo,y) = sin (vpz) sinh (v (y + H)) ,
hs (z,—Hy) = —sin (vpx) sinh (v (—Hy + H)) ,
h3 (xo,y) = — sin (voxg) sinh (v (y + H))

and
h$ (—xo,y) = — cos (vpxo) sinh (v (y + H)) ,

h$ (x,—Hy) = — cos (o) sinh (v (—Hy + H)),
h§ (xo,y) = — cos (vyxo) sinh (v (y + H))

with —xg < x < x9 and —H <y < —Hy. Then
ws (xvy):_ws (_$,y> ($,y> E51]17
AY® =N (§ (x — ) — 0 (v + x9)) sinh (v (y + H)) ,

wc(x7y):wc<_x7y> (Jf,y) € Su,
AP =X (0 (x — x0) + 0 (z + x0)) sinh (v (y + H)) .

Moreover, if vyrg = km (k € N), we have

11



. 0 |z| > o,
V° (2,y) = ‘ . (3.15)
— sin (vyz) sinh (v (y + H)) |z| < o,

)\S = (—1)k .

Similarly, for vyxg = (k—1/2)m,

. 0 |z| > o,
(2,y) =
—cos (vpx) sinh (v (y + H)) |z| < o,

A= (—=1)" vy

Proof. As a consequence of the symmetry of A, the function —¢*® (—z,y)
belongs to W and, by elementary changes of variables, it verifies (2.14). Then
Y* (z,y) = —¢*° (—z,y) for Proposition 2.3 and so A% = =A% = A°. Finally,
the map (3.15) is in H' (Sy) and by explicit computations satisfies (3.1),
(3.2), (3.3) and (3.4) with A, = —A_ = (—1)" 14y and therefore by Theorem
3.1 coincides with the variational solution. The same argument applies to ¥°.
O

Remark 3.4 The data A and h§ (i=1,2,3) are the traces on the obstacle of
the functions

—~

x,y) = —sin () sinh (v (y + H))

S
C (z,y) = — cos (vpx) sinh (vy (y + H)),

which represent two linearly independent solutions of the “free problem”

A¢:0 in SH,

Yy —vip =0 on F|
=0 on Rx {-H},
sup 9| < 4o0.

Su

By means of ¥° and 9 we can state a necessary and sufficient condition for
the existence of a solution with finite energy for problem P.

Theorem 3.5 The following relations hold:

12



()\+ ; >\,> sin (1/01’0) CO (V())
= [ ha(x,—Hy) [¢5 (2, —Hy) + vosin (voz) cosh (v (—Hy + H))| da

—x0

* /_HH1 (hs (z0,y) — b1 (=z0,9)) [¥; (w0, Y)

+ (v cos (vpxo) — A*) sinh (v (y + H))| dy, (3.16)
(Ay + A_) cos (o) Co (1)

_ [ ho (x,—Hy) { ¢ (z,—Hy) + v cos (vpz) cosh (vo (—Hy + H))} dz

Y
—x0

+ /__HH1 (hs (0, y) + h1 (=20, ) [¢5 (x0,9)
— (A + vy sin (o)) sinh (vy (y + H))| dy, (3.17)

where C' (vp) is defined by (3.6). When vyxo # km/2, problem P is solvable in
H' (Sy) if and only if the quantities in the second member of (3.16) and (3.17)
vanish for the Dirichlet data h; (i = 1,2,3). Furthermore, if a solution with
finite energy exists, it is unique and coincide with the variational solution.

Proof. Let us apply Green’s formula to the weak solution ¢ and to the har-
monic function —S§ in the rectangle R. = (—z +€,29 — €) X (—H;,0) with
0 < € < x0/2. By recalling (3.8), (3.9) and the boundary conditions, for e — 0"
we get

with

(As — A_)sin (voz0) Cr (o) = /_ sin (voz) [~y (z, — H))

-sinh (vg (—Hy + H)) + vy cosh (vg (—Hy + H)) ho (x, —H;)| dx

+ /__HHl sinh (v (y + H)) [— sin (voxo) ¥p (—20,y)

—1p cos (Vozo) hy (—x0,y)] dy + /_;IHI sinh (v (y + H))
- [—sin (voo) s (o, y) + v cos (o) hs (xo,y)] dy (3.18)

Cy () = / " inh? (v (y + H)) dy. (3.19)

—-m

On the other hand, using the Green formula to ¢ and to ¢*® in the same
domains R; ., (i = 1,2,3) as in the proof of Theorem 3.1, from

3
; /Ri,e,z (Q/JSAw o wAQﬁ) dx dy =0

if we suppose [ — +oo and € — 07 we obtain

13



[ Yy (x,—Hy) sin (vox) sinh (v (—H; + H)) dx
-

-/ ¢x( Zo,y) sin (vpxo) sinh (v (y + H)) dy

-/ Wy (o, y) sin (voxg) sinh (v (y + H)) dy

= ?ﬁs ($,—H1) h2 (.T, _Hl> dzx

_xo

7 W G 0) s o,) = 5 (=0,) P (—0,1)
—|—/ Hl _ — A\y)sin (vpmg) sinh?® (v (y + H)) dy
v HHI X sinh (v (y + H)) (1 (=20, 1) — hs (z0,3)) dy. (3.20)

The substitution of (3.20) into (3.18) yields (3.16). Similarly, when we consider
—C and ¢ we can write (3.17). Now let vyzg # km/2, which means that
sin (1) # 0 and cos (1pxo) # 0. If the second members of (3.16) and (3.17)
are null, we deduce A, = A_ = 0 and then %) is harmonic. From Proposition
3.2 we have ¢ = 9, thus ¢ solves problem P*. Moreover condition (2.10)
is satisfied because v € H'(Sy) and hence v is a solution of problem P.
Viceversa, if a solution in H' (Sy) exists, thanks to Theorem 3.1 it is unique
and coincide with ¢, so we deduce Ay = A_ = 0 and the second members of
(3.16) and (3.17) necessarily vanish. [J

4 Regularization and unique solvability

The function given by Proposition 3.2 is harmonic but unfortunately it does
not generally vanish for z — —oo owing to the oscillations introduced by the
term s. Here we attempt to modify the solution z[; of problem P* in order
satisfy condition (2.10). The maps ¥* and ¥° of Proposition 3.3 give us a help
again.

Proposition 4.1 Let @Z;S, @Z;C be defined as in Proposition 3.3 and S, C as in
Remark 3.4. Then the functions

Cs (l',y) = 7758 (:E,y) -S (l’,y) )

¢ (z,y) = 9° (x,y) = C(,y)
solve problem P* with homogeneous boundary conditions.
Proof. By Proposition 3.2 ﬁs is a solution of problem P* with the Dirichlet
data h; which are the traces on o; of S thanks to Remark 3.4. The same holds

14



for ¢¢. OJ

Exploiting Proposition 4.1 we deduce that

~

w(z,y) =1 (x,y) +¢C (z,y) + ¢°C (z,y) (4.1)

solves problem P* with data h; for every scalars ¢® and ¢°. In order to investi-
gate if condition (2.10) can be verified by a particular choice of the coefficients
of the linear combination of (* and (¢, it is useful to introduce an asymptotic
expression for each solution of problem P*.

Lemma 4.2 Let z € H_ (Sy) satisfy (2.5), (2.6), (2.8) and (2.9) with vH >
1. Then

2(5,9) = 3 aue " sin (s (y + H))

n=1

+ (A+ sin (o) + BT cos (Vox)) sinh (vy (y + H))

for (z,y) € (xg,+00) x (—H,0), where vy > 0 and p, > 0 are the solutions of
(2.12) and of

tan (u, H) = Hn
v
When vH < 1 equation (2.12) has no solution and we have
“+oo
2(@,y) = D ane """ sin (u, (y + H)).
n=1

Analogous expansions hold for (z,y) € (—oo, —x0) x (—H,0).
Proof. The argument is the same as in [10]. O
Now we can state
Proposition 4.3 If vH; < 1 and
A° cos (vgxg) — A°sin (voxg) # v (4.2)
problem P admits one solution only.

Proof. By (4.1) and by Lemma 4.2, the function w in the region (—oo, —x¢) x
(—H,0) has the expression

w (.T,y) = O(e—ﬂlm) —-A"S (l‘,y) - B°C (Ihy)

where
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A” = <1 _~ cos (u0x0)> ¢ + X cos (voxo) ¢° + A cos (Vo) ,

IZ0) 140 IZ40)
- AP s AC e AT
B™ = ——sin (vyzo) ¢° + | 1 + — sin (vpzo) | ¢¢ + — sin (voxo) -
IZ0) IZ0) IZ0)

Thanks to (4.2), there exists an unique choice of ¢* and ¢¢ which makes the
coefficients A~ and B~ both vanishing, namely ¢°* = A™p® and ¢ = A" p© with

cos (Vo)
s 4.
b A¢sin (vpxg) — A® cos (Vo) + 1o (4.3)
= sin (voxo) (4.4)

 A¢sin (vog) — A cos (o) + 1o

Uniqueness of the solution found by the above described procedure can be
proved following the same lines as in [10]. O

When vyxy = kr/2, from Proposition 3.3 we know the analytic expressions of
A% or \¢ and it results

A’ cos (Vo) — Asin (vpzg) = vp.

We wonder whether other values of vyxg satisfy this equality. The answer is
negative, in fact

Proposition 4.4 For every vy > 0 the following relation holds:
A’ cos (vozg) — Asin (voxg) = vy — K (1) sin (vpxg) cos (vozo)
with K (1) > 0.

Proof. If we take the limit for [ — +o00 and € — 0T of

3
Z/ WA dzdy = 0,
i=1" R

1,€,l

where R, .; has the usual meaning, we get

—sinh (vy (—H; + H)) /zo Y, (z, —Hy)sin () do

—2sin (vgxo) /_HH1 V5 (zo,y)sinh (v (y + H)) dy
+oo

:—/SH Vol dedy+v [ (,0)] do

~H
—2\%sin (1) /H ' sinh? (vo(y+ H)) dy
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and using this equality in (3.18) it results

+oo
20 sin (voz0) C () = — /S (V| dady + v / 0* (z,0)| do

—vysinh (v (— Hy + H)) cosh (vo (—Hy + H)) / " sin? (o) da
o

—2u sin (vpzg) cos (Voxo) / . ' sinh? (v (y+ H)) dy. (4.5)

We remember that the constant C' (1) is given by (3.6). The analogous relation
for ¢¢ is

+oo
2 cos (vpxg) C (1) = —/S (VY| de dy + 1// | (x,0)] do

—vgsinh (vg (—Hy + H)) cosh (v (—Hy, + H)) /wo cos? (vpr) da
2o

+2vy sin (vpzo) cos (Vozo) / ' sinh? (v (y+ H)) dy. (4.6)
H

For vyxg # km/2 we introduce the quantities

S _ 1 S C _ 1 C
v <x7y) - Siﬂ(VQZEo)w (xvy)7 v (I,y) - COS(I/ol’(])w (‘ruy)v
s _¢S(as,y)—8($,y) c _@/}C(as,y)—C(m,y)
F ) = sin (vpzo) ’ F ) = cos (voTo) ‘
Then, from (4.5) and (4.6) we deduce
A" cos (vyg) — A°sin (o) = y — 51— sin (voio) cos (11z0)
COS | V9o SN (VgZg) = Vg 2°C (VO) S1N (Vg ) COS (VT

2 oo 2
. KQ/ |Vo'|” dedy — 2V/ |v® (x,0)|” dz
Ry o

+/ V2% da dy — V/xo |12° (,0)]? d:17>
Ro

—x0

2 +oo 2
- (2/ |Voe|” dedy — 2y/ |v° (x,0)]” dx
Ry o
[V dedy—v [ ] (@0) dxﬂ (4.7)
Ro —x0

with Ry = (—zo,z9) X (—H1,0) and Ry = (20, +00) X (—H, 0). Let us consider
the set
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A:{UGHI(RH)Z u(x,—H)=0 x> x,

u(xo,y) = —sinh (i (y+ H)) —H<y< —Hy,
u (zo, )

0
/ sinh (vp (y + H))u(x,y) dy =0 for a. e. x > mo},
—H

Holder continuous in [—Hy, 0],

which is not empty because it contains v°| and v, ; by the Lax-Milgram
lemma it is immediate to show for every u € A the existence of a unique
7Z* (u) € H' (Ry) and a unique Z¢(u) € H' (Ry) such that, respectively,

(w), —vZ*(u) =0 on (—xg,xo) x {0},

Z°(u) =0 on (—xzg,x9) X {—H1},

Z° (u) (xo,y) = u (o, y) + sinh (v (y + H)) - H <y<QO,

Z% (u) (—xo,y) = —u (xo,y) — sinh (v (y + H)) -Hi<y<0
and

AZ(u)=0 in Ry,

Z°(u), —vZ(u) =0 on (—xg,xo) x {0},

Z°(u) =0 on (—xzg,x9) X {—H1},

Z°(u) (zo,y) = u (vo,y) +sinh (v (y + H)) —Hy<y<0,

Z°(u) (—=z0,y) = u(wo,y) +sinh (o (y + H))  — Hi <y <O0.
Moreover

Z°(u) (2, y) = =2° (u) (=, 9),  Z°(u) (2,y) = Z°(u) (=,y), (4.8)
z° (US|RH) = 2°, zZ° (’UC|RH> = 2%

Thus, if we define the functionals

J*: A — R
+oo
U — Js(u):2</ Vul? dxdy—y/ |u (,0) dx)
Ry x

0
o

N (/RO V2Z° ()| dady — y/wo 1Z° (u) (x,0)? dﬂ?)
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and
J AN — R
+oo
u»—>JC(u):2</ Vul? d:cdy—y/ u (z,0)]? dx)
Ry

xo

+</Ro IVZ° (w))? dxdy—y/xo 12¢ (u) (,0) 2 dx),

—x0

equation (4.7) can be written

A? cos (voxg) — A°sin (vpzo)
1 S S (& C :
=1 — 2C ) [J (v |RH) —J (v |RH)i| sin (voxg) cos (Vozp) -

We notice that the restrictions of Z* (u) and Z¢ (u) to Ry = (0, 20) X (—H7,0)
satisfy the same boundary conditions on (0,zq) x {0}, (0,z0) x {—H;} and
{0} X (= Hi,0). On the other hand, on the segment {0} x (—Hj,0), thanks to
the symmetry properties (4.8), Z® (u) vanishes while Z¢ (u) verifies a homoge-
neous Neumann condition. Hence, by coercivity (recall that vH; < 1) and by
the Dirichlet principle we get:

/ IVZ* ()2 dzdy — ,,/“ 2% (u) (x,0) 2 de

Ry 0

> [ 1vze () dxdy—y/z0|Zc(u) (@0 dz YueA
R1 0

and therefore

J(u) > J(u), VueA.
Now, it can be shown [11] that the minimum of J° is attained at v°|, , the
minimum of J¢ is attained at v°| r,, and that the strict inequality

J (V) > I (%], )
holds by uniqueness. Thus, the proof is complete. [

By the discussion of the introduction and by Propositions 4.3 and 4.4 we
obtain the unique solvability of problem P for every v < 1/H and for every v
in the interval 1/H < v < 1/H;, provided the condition vyzo # km/2 holds.
We now discuss the extension of the result when vyrg = k7 /2; in this case,
the previous technique for constructing the solution must be reviewed because
either (* or (¢ identically vanishes. However, it turns out that the quantities
p°C® and p°C, where p® and p° are defined by (4.3) and (4.4), have well defined
limits for vyxg — km/2, which represent two non trivial solutions of problem
P*. As a consequence, we can still get a unique solution by suitable limit of the
solutions defined for vyzg # kmw/2. The proof can be found in the appendix.
Summarizing the discussion, we can state
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Theorem 4.5 If the condition vH, < 1 holds, problem P is well posed for
every choice of the data satisfying the compatibility conditions.

Remark 4.6 By inspection of the arguments of the previous sections, it can
be readily shown that Theorem 4.5 also holds in the case of an obstacle rep-
resented by a region the form

Qr={(r,y): —xo <z <my, —H<y<—-H++ f(2)},

where f belongs to C' (—z, ) with H — H; < f(z) < H.

5 Conclusion and open problems

We considered the linearized problem of the flow of a heavy ideal fluid over a
rectangular obstacle; when the flow is supercritical in the fluid region above
the obstacle, we proved the unconditional solvability of the problem. This
means that the possible “singular values” of the velocity are confined in the
interval 0 < ¢ < \/gH,. Clearly, the first open problem is the study of a flow
in this range of velocities: in this case, one needs two different conditions in
either the regions Sy N {|z| < o} and Sy N {|x| > zo} in order to achieve
coercivity. As a consequence, the regularization procedure will become more
delicate, as well as the proof of unique solvability. We will treat this problem in
a forthcoming paper. A further interesting question is the applicability of the
variational approach to obstacles of generic shape in the subcritical regime;
again, the crucial point is the determination of a suitable a priori condition
for the coercivity of the associated bilinear form.

Appendix

Here we prove Theorem 4.5 when voxg = k7 /2. For every t > 0, let > and
1" be the variational solutions of problem P, with xy = ¢/, having the
same traces on the obstacle as S and C. We indicate with A° (¢) and A° (¢) the
constants in the expression of the their laplacian. From Lemma 4.2 we have
the expansions

o= S0 U g grm s L
0
wct 3; y Za (x’%) sin (,Un (y—|-H)) T > Vt
0

20



Moreover, for ¢! and (%' we can write

t t
¢4 (2,y) = zb Jsinth (7nz) sin (i (y + ) — <2< -,
y y

t t
ot (2, ) = zbc Jcosh () sin (o (y + H))  — = <z <
0 0

where the coefficients fi,, are the positive solutions of tan(fi,H;) = fi,/v. The

functions A* (t), X (t), a (t), a (t), b5 (t), US, (t) are smooth (see [7], [9]) and
from Proposition 3.3 we have for k € N

lim)\st:—lku, lim )\Ct:—lky,
B @O =(0 g X0 = ()
lim a; () =0, lim a; (t) =0,

i a; (1) Lm0

lim b} (t) =0, lim b, () =0.

G im0

Besides, if we introduce also A () = \° (t) sin (t) — A (t) cos (t) + v, with the

help of Proposition 4.4 we get A (t) = IC(¢) sin () cos (¢) with K (¢) > 0 for all
t > 0 and so

Jlim A (t) = A (kr) = K (km) > 0, (5.1)

im &)= <(/<; - ;) w) - K ((k - ;) w> <. (5.2)

Now we suppose vyzg = kn. Thanks to (5.1) we can calculate by the De
Hopital rule the limits
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ap, = Jim — A (t) » (1) Y (lmn— N ()

o eos(t),, B (k)

O NG Y S Y )

s 1 cos (t) N (1) B (_1>k N (k)
A _tlirlgr_ A(t) <_ " COS(t)+1> = o ()\c (kﬂ')—)\sl (kﬂ'))’
B = qi _CS@ON O)sin(t) 1

t—km A (t) ) ¢ (k?’ﬂ') — )\ (]{371')7
c 1 sin (t) as (k)
Q= tlirl?ﬂ_ A(t) a, (t) - _>\c (kﬂ') )\ (k’ﬂ)7

c _ sin (¢) . _ be (k)

ﬁn - tlirlgr_ A (t) bn (t) - _)\c (kﬂ') 0\ (]fﬂ')?

vo (A (km) — X' (km))’
. 1
” sin (t) + 1) =% (o) = N (k)

e — iy S0 () < A (t) cos (t)) (=1)* e (k)
(

when ¢ # km/2 and so from the analytic expressions of (** and (' it is easy
to check that the functions

+oo
- o etn@Fmo) gin (p, (y + H)) 4 (A% sin (vpx) — B® cos (vpz))

n=1

-sinh (vy (y + H)) (z,y) € (—o0, —x0) X (—H,0),

+oo

w’ (,y) = D Bpsinh () sin (4, (y + H1))  (2,y) € (=0, 20) X (—Hi,0),
n=1

+oo

ST ase ) gin (u, (y + H)) + (A% sin (vor) + B cos (1))

n=1

-sinh (11 (y + H)) (7, y) € (20, +00) x (—H,0)
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and

—+00

Z:l ol el @m0 in (u,, (y + H)) + (—A°sin (vgz) + B cos (vpz))
Csinh (v (5 + ) (2.9) € (00, —a0) x (~H.,0)

e (019) = § 3 5o ) s (i 5+ H1)) - (209) € (=0c20) (<110,
ij afe M @=w0) gin (1, (y + H)) + (A°sin (vox) + B cos (vpz))
“sin (o (y + H)) (2.9) € (a0, +50) x (~H.0)

represent the limits of p®!¢*t and p“'¢%t for t — km. Furthermore, they are
two non trivial solutions of the homogeneous problem P*. Now we define the
map

~

w(z,y) =9 (z,y) + Av’ (z,y) + Au(z,9)

and make use of Lemma 4.2 again. By direct calculation, the coefficients 2~
and B~ of

sin (vpz) sinh (v (y + H)) , cos (vpz) sinh (v (y + H))

in the series expansion of w in the region (—oo, —zy) x (—H,0) are

_ (—1)F _
A = A LA AT =0, B =)\_(B°—B)=0,

1<

then (2.10) is verified and we have a solution of problem P. Let w’ and w”
be two solutions. If A" and BT are the coefficients of the oscillatory part of
z=w — W in (x9,+00) x (—H,0), we deduce [7], [10]

B*AT — A*BT =0,
Bt — A8t = 0.

Since

s pc spCc __ <_1)k
—B°A°+ A°B = vo (A (k) — A7 (k) 70,

it results AT = B+ = 0, which means z € H' (Sy). Thus it must be o’ = w”
for Theorem 3.1. When vyzy = t* = (k—1/2) 7, from (5.2) we can prove
unique solvability using in the definitions of u* and u® the new coefficients

23



cos (t)

a, (1)

K e N R S N (D FS D)
s SO, )

A5 (%) + A (t)’

A®* = lim _ o8 (*) (—)\ cos (t) + 1)

(k- A(t) A5 (%) +Ac (t*)
B g _Cos@X@sin() (DA ()
t= (k=4 ) A(f) Y Yo (AS( )+ A ()
c o sin () ay (t)
e T N R A T O R )
c_ _sin(t),. b, ()
K N N R A S T Ee T

(=" A (1)
vo (A® (£) + A7 (£))

w= tm =50 ) - seee
0 (
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