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Abstract

Less than 10 meters deep, shallow landslides are rapidly moving and strongly
dangerous slides. In the present work, the probabilistic distribution of the land-
slide detachment points within a valley is modelled as a spatial Poisson point
process, whose intensity depends on geophysical predictors according to a gener-
alized additive model. Modelling the intensity with a generalized additive model
jointly allows to obtain good predictive performance and to preserve the inter-
pretability of the effects of the geophysical predictors on the intensity of the
process. We propose a novel workflow, based on Random Forests, to select the
geophysical predictors entering the model for the intensity. In this context, the
statistically significant effects are interpreted as activating or stabilizing factors
for landslide detachment. In order to guarantee the transferability of the resulting
model, training, validation, and test of the algorithm are performed on mutually



disjoint valleys in the Alps of Lombardy (Italy). Finally, the uncertainty around
the estimated intensity of the process is quantified via semiparametric bootstrap.

Keywords: spatial Poisson point processes, shallow landslides, GAM, interpretability,
transferability, bootstrap

1 Introduction

Shallow landslides, characterized by depth not exceeding 10 meters and often leading
to rapid and destructive movements, are extensively studied for their great danger.
With the aim of minimizing the loss of lives and properties, landslide susceptibility
maps for a given geographical area are widely used to inform about the risk of land-
slides occurring in the area. Landslide susceptibility maps are raster images associating
each pixel to the probability that the pixel is crossed by a landslide [1]. A lot of work
has been dedicated to the construction of covariate-based models for landslide sus-
ceptibility maps of shallow landslides (e.g., [2-4]). A typical aspect of state-of-the-art
landslide susceptibility mapping concerns the fact that no distinction is made between
the pixels related to the detachment of a landslide and the pixels that are solely inter-
ested by its passage. Our methodological proposal stems from noticing that if a pixel
has only been a point of passage for landslides, the covariates associated to the pixel
should not be considered as activating or stabilising factors of the landslide, since the
latter was likely generated in a point at higher altitude. The typical models used for
landslide susceptibility originate in the field of machine learning. In [5], the authors
employ Support Vector Machine for the classification of the pixels as at susceptible to
landslides or not. In identifying the optimal support vector machine for classification,
covariate selection is performed. In [6] Random Forests are used for classification and
simultaneously to quantify the importance of the covariates in the classification task.
In [7] decision trees and Adaboost are combined for the first time in landslide suscep-
tibility modeling, while in [8] the authors employ Convolutional Neural Networks to
gain a high predictive power. In [9], a review of the different machine learning-based
approaches for calculating landslide susceptibility is proposed. All of these methods
are marked by their significant flexibility and their capability to capture the com-
plexity of the covariates effects; however, they rarely offer an easy interpretation of
the relationship between the geophysical covariates and susceptibility. Consequently,
they do not allow to associate a high susceptibility area with the specific value of one
or more geophysical covariates, hindering the identification of targeted intervention
strategies to reduce the vulnerability of the area to shallow landslides. Another aspect
that today is rarely sought is transferability in new areas. In the context of landslide
risk assessment, few works validate the estimated models in unseen geographical areas.
In [10], for example, the authors propose temporal, spatial and random partition of
the data in order to use part of it for training and part of it to validate the estimated
model. However, the partition is always performed on a unique connected valley. In [2],
in [11] and in [7] the dataset is randomly partitioned for training and validation, but
the data always refer to the same area. In [5], the training and testing are performed



in the same valley, respectively in the year 1992 and in 1999. We point out that by
selecting the covariates in the same valley considered for training, the obtained models
are likely to become valley-specific and thus of limited applicability. Moreover, from a
statistical perspective, testing on the same valley used for training might result in a
strong underestimation of the actual prediction error. t With the attempt of bringing
an alternative perspective to landslides risk assessment, we propose a new conceptual
framework for shallow landslide modeling. We model the probability that a pixel is the
detachment point of a landslide, which is hereafter referred to as crown. We call land-
slide detachment map the map that associates each pixel to the probability of being
a landslide detachment point of a shallow landslide. The landslide detachment map
deeply differs from the landslide susceptibility map, in that the former associates each
pixel with the probability that it is the point of detachment of a landslide, the latter
with the probability that the pixel is crossed by a landslide. In the first case the pixel
is active in the landslide generation, while in the second case it is passive to it. The
reason why we propose the use and estimation of landslide detachment maps instead
of a landslide susceptibility maps is that we expect that the relationship between the
geophysical characteristics of a pixel with the probability that it is a landslide detach-
ment point is more meaningful than the one with the probability that it is crossed
by a landslide. Formally, we model the shallow landslide crowns, i.e. the highest parts
of the main scarp [12], as a realization of a spatial Poisson point process [13] with
covariates, a geostatistical model that allows to simulate the spatial distribution of the
crowns based on geophysical predictors. The intensity of the process, which determines
the infinitesimal probability of each location to be detachment point of a landslide,
is assumed to depend on the geophysical characteristics of the locations following a
generalized additive model. The landslide detachment map coincides, according to the
estimated model, with the intensity map of the process. By integrating the intensity
over a specific area, one gets the expected number of crowns in the area. Crowns,
being the positions where the landslides start their sliding towards valley, are the most
informative points of landslides of shallow type. Moreover the significant effects of the
predictors on our model can be seen as generating or stabilizing factors, since they
influence the risk of crown presence, i.e. the risk of landslide generation. The effects
of the predictors are highly interpretable by using generalized additive models for the
estimation of the intensity of the crowns spatial process. One of our main objective
is the transferability of our models to new areas, where there is no inventory of land-
slides, and for this reason we devote great attention to the validation (phase in which
model selection is performed), testing and uncertainty estimation of predictions. In
particular, three disjoint valleys are used, respectively, to train, validate and test the
models. We propose a nonparametric estimate of the uncertainty of the predictions
based on bootstrapping. We also illustrate and use a method to guide the selection of
covariates, through the use of Random Forests [14]. The potential to model the land-
slide crowns spatial pattern is to be able, in future developments, to integrate it with
a numerical simulation of the dynamics of landslides (from the crown to the valley), so
as to obtain a complete modeling of the landslide phenomena of shallow type. Today,
the research of models that are able to simulate the dynamics of landslides is strongly



active [15—20]. Notice that by combining a model that simulate the landslide detach-
ment points with one that simulate the dynamics of the landslide, it is also possible
to provide much more reliable susceptibility maps than the ones which are currently
built using state of the art approach. The paper is structured as follows. In Section
2, the dataset is illustrated, and the preprocessing on it is explained. In Section 3
the Poisson Spatial Point Process with GAM intensity is defined, together with the
bootstrap-based estimation method for the uncertainty quantification of predictions.
In Section 4 the results on our training, validation and test valleys are shown and
discussed. The conclusions are discussed in Section 5.

2 Data exploration and preprocessing

2.1 Data

Data are relative to three separate valleys in the province of Sondrio, Italy, i.e. Val
Chiavenna, Upper Valtellina and Val Tartano (see Figure 1). For each of them, we
are provided with the historical inventory of the position of the shallow landslides
crowns and a selection of geophysical information, collected on a pixel-by-pixel basis
into a 5-meter resolution raster data. The geophysical quantities considered are: digital
terrain model (DTM), slope, eastness, northness, topographic wetness index (TWT),
normalized difference vegetation index (NDVT), profile curvature (PRC'), plan curva-
ture (PLC), distance from roads, distance from rivers, distance from faults and land
use/cover (DUSAF'). The first eight covariates are continuous, while the distances are
ordinal covariates with 5 levels and DUSAF is categorical with 11 classes. The DTM
indicates the elevation above the sea, in meters. Northness and eastness are, respec-
tively, the cosine and the sine of the topographic aspect, i.e. the direction that the
slope is facing. The TWI refers to the potential ability of the ground to absorb water
based on the topography. Typically, the value of TWI indicators have range (—3,30)
[21]. The NDVI is a dimensionless index representing the density of green on an area of
land if the value is positive, and the density of water if the value is negative. We point
out that presence of water can indicate both the presence of lake or river and the pres-
ence of snow. Generally the values of NDVT in presence of snow are, in absolute value,
lower than those of lake/river [22]. The PRC and the PLC are, respectively, the sec-
ond derivative of the vertical and horizontal section of the mountain side. Henceforth,
the term landslide will imply shallow landslide.
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Fig. 1 Landslide crowns inventory: data are relative to three separate valleys in the province of
Sondrio, Italy, i.e. (from left to right) Val Chiavenna, Upper Valtellina and Val Tartano. The points
represent the positions of the crowns.

2.2 Preprocessing

As the crown point is a pointwise approximation of a detachment area, it is convenient
to associate the point with a weighted average of the geophysical covariates of the
pixels in the area around it. More specifically, the averaging is performed by applying a
Gaussian filter to the following continuous covariates: DTM, slope, northness, eastness,
TWI, NDVI. The Gaussian filter is set with standard deviation equal to 100 m and
radius equal to 10 m. Recall that the radius represents the distance beyond which
the contribute to the weighted average is zero. A second type of preprocessing was
performed on TWI, and is motivated by the fact that TWI spans different ranges in
the three considered valleys. In particular, Val Chiavenna consistently displays higher
vallues of TW I with respect to the other two valleys (see Figure 2). In order to prevent
model instability issues due to the unmatching ranges of TW 1 in the three valleys, we
propose to use a new covariate, TW I, synthetizing the information provided by the
original TWI. More specifically, the new variable is defined as TWI, =0 if TWI <9,
and TW 1, = 1 otherwise. The value TW 1T =9 is a threshold value for the topographic
wetness index, beyond which the wetness is significant from a geophysical point of
view [21].
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Fig. 2 Variable TWI in the three valleys: Val Chiavenna, Upper Valtellina and Val Tartano. Val
Chiavenna consistently displays a higher range of TW I compared to the other two valleys.

A third preprocessing is done on plan curvature and profile curvature, and grounds on
the fact that it is the sign of these continuous covariates, rather than their absolute
value, which most impacts the likelihood of occurrence of shallow landslides [REF].
For this reason, and in a model economy perspective, the covariates are converted into
cathegorical covariates with three levels: negative, zero, positive. The DUSAF covariate
is categorical with 11 classes. Notice that, knowing ND VI, we are able to know if a zone
presents snow, water or vegetation and to quantify their presence; hence, thanks to the
covariate NDVI, it is possible to discriminate among the following seven categories:
inland waters, inland wetlands, sparse or absent vegetation areas, evolving vegetation
areas, non-agricoltural green, permanent lawns and forests. Notice that all these classes
represent a non-urbanized area, so we merged them into a unique class: Natural. The
remaining four classes are: urban zone, production sites, mines/landfills/work sites and
arable land. We merged them into the class Anthropic. The result is a binary DUSAF,
where we do not lose information about the amount of vegetation/water/snow in the
natural lands, since we know it from the NDVI, and we merge the less prevalent areas
(the anthropic ones) into a more general category. In the Anthropic class, the NDVI
is typically around 0 since there is neither a frequent nor remarkable presence of snow,
water or vegetation.

3 Methodology

In this section, we propose the methodology to model the patterns of crowns within a
given geographical area. We model the crown distribution as a non-homogeneous point
process. Unlike homogeneous point processes where points are distributed uniformly,
in a non-homogeneous process, the spatial density of points varies across the space. By
integrating the geophysical covariates into our modeling framework, we seek to capture
and to understand the complex interactions between the environmental characteristics
and the crowns generation.



3.1 Spatial Poisson Point Processes with GAM intensity

A spatial point process [13] is a random pattern of points in a d-dimensional space,
with d > 2. Spatial point processes are useful statistical models for the analysis of
observed patterns of points, where the points represent the locations of some object of
study. Any spatial point process is fully characterized by its random counting measure

N(A) = number of points falling in A, (1)

where A is a bounded closed set of R%. In many applications, a useful summary statistic
of point processes is given by the expected value of N, which we refer to as intensity
measure

v(4) = E[N(A)]. (2)
When the derivative of v exists, it is convenient in terms of interpretation to directly
estimate the density of the intensity measure, i.e. the function A : R? — R* such that

V(A) = /A O 3)

We refer to A as intensity function, or simply intensity. In our framework, N(A) is
the random number of landslide detachment points inside A, where A is an area of
the valley. Then, v is the expected number of landslide detachments occurring within
A; we can reasonably assume that, as the measure of an area of the valley goes to
0, the risk of having a landslide detachment within this area is negligible. Hence, for
the Radon-Nikodym theorem [23], the derivative of v, i.e. the intensity A\, exists. We
are interested in modeling the intensity of the landslide detachment point process. In
particular, we consider a spatial Poisson point process on W with intensity A, i.e. a
spatial process X with domain, W C R¢ such that:

1. N(A) ~ Poisson </ A(u)d(u)) for any A compact subset of W.
A

2. if Ayq,...,A,, are disjoint compact subsets of W, then N(A4,),...,N(A,,) are indepen-
dent.

When the intensity function X is constant in space, the process is called homogeneous,
and inhomogeneous otherwise. In the latter setting, let z;(u) denote the i-th covariate
evaluated on v € W, where i = 1,2---¢q. We want to model A(u) as function of
the geophysical covariates. The typical model for the intensity of an inhomogeneous
Poisson process is log-linear, and reads

log(A(u)) = Bo + Brz1(u) + Baz2(u) + - - + Byzq(u). (4)

The model parameters are estimated via maximum likelihood [24]. For an inhomoge-
neous Poisson point process with log-linear intensity, the log-likelihood function, up



to a normalizing constant, is

18) = 3 tog(\us) ~ [ Awi B (5)

ueXNW

where ( is the vector of the coefficients of the linear model, W is the window, X is
the random set of points and A(u; ) is given by the right hand side of equation (4),
as a function of 5. For the log-linear model, one can use several penalty alternatives
to standard maximum likelihood in order to regularize the problem and/or perform
covariate selection [25]. When we consider a linear contribution of the covariates, the
elastic net tool provides an infinite range of penalties from the pure regularization
to the selection of covariates. In case of a spline regression, any kind of smoothing
penalty can be added to reduce roughness or to select the effects. In settings where the
true dependence between covariates and log-intensity is complex, it is not sufficient
to include only the linear contributions of the covariates in the log-intensity model.
In Appendix A, we report an argument motivating the convenience of including non-
linear contributions of the geophysical covariates. Employing a Generalized Additive
Model (GAM [26]) to model the logarithmic intensity, the linear contribute associ-
ated to each covariate is substituted with a nonlinear contribute, for instance through
cubic splines. Moreover, it yields benefits in enhancing the model flexibility while pre-
serving interpretability. In GAM the penalty term used to perform regularization is
the smoothing penalty [27]. For our case study we smooth the continuous covariates
with cubic regression splines and regularize with the smoothing splines penalty, i.e.
the integral on R of the second derivative of the smoothing function.

3.2 Uncertainty quantification of the process intensity

To quantify the uncertainty related to the intensity estimation, we resort to a boot-
strap procedure. In the work presented in [28], the bootstrap replicates are set of points
sampled from a spatial point process, whose intensity is estimated through a kernel
estimator based on covariates. In the workflow proposed in this work, the GAM model
stands as built-in method for covariate-based nonparametric estimation of the inten-
sity. For this reason, as a straightforward alternative to the kernel estimated intensity
of [29], we propose the following semiparametric bootstrap procedure to quantify the
uncertainty of the predicted intensity.

First, we use the fitted GAM model to estimate ), namely the landslide detachment
map in the training valley. Then, for B times we: (i) sample a new random set of
points from the Poisson point process with intensity 5\, (ii) fit the model with this
new set of points as training pattern, (iii) compute the intensity map from the fitted
model. The resulting B intensity maps make up the bootstrap sample and, for each
pixel, the bootstrap standard deviation and the bootstrap percentile can be computed
accordingly.



4 Results and discussion

In this section we report the results obtained by training the proposed models in
Val Chiavenna, by selecting the model which best predicts the intensity in Upper
Valtellina, and by testing it in Val Tartano to quantify its transferability. Notice that,
in the context of our case study, the intensity function estimation provides the map of
the density of landslide crowns per m?2. All analysis have been conducted by employing
the R packages spatstat [30] and iRF [31].

4.1 Ranges of the covariates

When considering the numerical geophysical covariates, it is important to analyze their
variability within each valley. Since our goal is to develop a model that can be applied
across different areas, selecting the appropriate training valley becomes crucial. During
the training phase, the model should explore a diverse range of predictive covariates
to minimize uncertainty when extrapolating to new valleys. Therefore, it is preferable
for the training valley to exhibit the widest possible range of covariate values. As one
can see from Figure 3, Val Chiavenna (VC) is the largest valley in terms of area.
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Fig. 3 The areas covered by the three valleys in our dataset: from the left to the right Val Chiavenna,
Val Tartano and Upper Valtellina. They are, respectively the training, testing and validation valleys.

The geophysical characteristics within Val Tartano (VT) and Upper Valtellina (UV)
exhibit marked differences in range. Specifically, UV boasts higher elevations, ranging
from 1000 meters to 3820 meters, whereas VT maintains a lower elevation profile,
everywhere being below 2500 meters. Additionally, UV experiences snow cover in
select areas throughout the year, a phenomenon absent in VT, as indicated by the
NDVI. Conversely, VC displays large variability across key geophysical covariates such
as DTM, slope, and NDVI. As the ranges of these covariates include those observed
within VT and UV, VC is regarded as the most suitable choice for training. Lastly,



having UV a wider surface than VT, i.e. more pixels and then more data, UV is a
suitable choice for the validation valley, since we favor an accurate choice of the model;
hence VT is selected as test valley.

Let us focus on validation: we use maximum likelihood for model selection on UV.
Comparing two models via log-likelihood (see Section 3) is valid only if computed on
the same subarea. Also, for a reliable log-likelihood estimate, it must be calculated
on an area where all covariates are in-range with respect to the training valley VC.
Hence, during the selection phase, models are calibrated over the UV subarea where
all covariates align with the training valley VC. To compare two models accurately,
we select the intersection of subareas that are in-range for each model, ensuring log-
likelihood estimations are both computed in the same area and in-range for both
models.

4.2 Covariates importance

In order to drive the covariates selection for the GAM model of the logarithm of the
intensity, we employ a Random Forest (RF) that is able to quantify the importance
of the covariates. We train in VC a RF classifier, where the independent variables are
the geophysical covariates and the dependent label is binary, taking value 1 if the pixel
is a crown and 0 otherwise. Further details on the dataset used to train the RF are in
Appendix B. The metric used to order the covariates is the Gini importance. Figure
4 displays the importance of the geophysical covariates, retrieved using the RF.

The covariates are clearly divided into two blocks: the six most important covariates
(i.e. slope, DTM, TWI, NDVI, east and north) and the least important ones (i.e. faults,
rivers, roads, DUSAF, PLC, PRC). Slope is largely the most important covariate: this
does not come as a surprise, since the object of our study are landslide crowns, that
are the points from which the soil gives way under its own weight and that of the water
accumulated from intense rains, and begins to slide down[32]. The covariate slope, as
expected, plays a huge role in the slip induction.
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Fig. 4 Covariates importance order in VC.

4.3 Model selection

Drawing on the covariates importance resulting from the RF, we adopt the following
analytical scheme: (i) train the proposed models in VC, (ii) identify the best model,
through a validation phase in UV, (iii) test the selected model in VT. The first models
suggested by the RF are the following generalized additive models for the logarithm
of the intensity:

® GAM-all: keeping all the covariates as predictors.
® GAM-selected: keeping only the 6 most important covariates.

These models arise from the considerations in Section 4.2 and constitute a good base-
line. However, an in-depth analysis of the impact of eastness and northness, extensively
reported in Appendix C, suggests to consider a third model, in which northness and
eastness are excluded from predictors. An analysis of the results shows that the latter
model solves an underestimation problem that the first two had, confirming that the
intuition to remove the two variables is correct. The third model is the following:

® GAM-reduced: keeping only the 4 most important covariates.

The GAM-reduced model results to be the one with highest likelihood in UV (see
Table 1) among the proposed models, hence it is the selected model.

In Figure 5 we report a simulation of point pattern sampled from the GAM-reduced
with TW I, compared with the true one in UV. One can notice that the true (left)
and the simulated (right) patterns present a strongly similar behaviour on the most
of the surface of UV. The intensity can be considered as the primary indicator of

11



Model log-likelihood

GAM-all —2.40 - 104
GAM-selected  —2.38 - 10%
GAM-reduced —2.34-10%

Table 1 Comparison of the
proposed models through the
log-likelihood

activation risk. Nevertheless, in real applications the real intensity is unknown and
only an estimate can be retrieved, with the reliability of the estimate possibly differing
across locations. For this reason also the uncertainty of the intensity estimation has to
be jointly taken into consideration. For example, if a zone of the valley is associated
with a low intensity but the uncertainty of this estimation is high, the zone has to be
considered potentially at risk. Hence the reason to report also the 99th percentile map,
i.e. the map that associates to each pixel the upper bound of the left-sided bootstrap
confidence interval at level 99%. The 99th percentile map plays the role of an alarm
map, since in addition to having high values where the estimated intensity is high, it
has relatively high values even where the estimated intensity is low but there is high
uncertainty of the estimate, so that it is unreliable. In Figure 6, we show the estimated
intensity map in UV, the bootstrap standard deviation map and the 99th percentile
map. Some clouds of landslide crowns, unreported by the landslide detachment map,
are the same that have a relatively high bootstrap standard deviation: the areas where
they are located are likely characterized by combinations of geophysical properties
that the model has not explored in the training set. The 99th percentile map works
well as alarm map as it reports these areas (see Figure 6).

True point pattern Simulated point pattern

Fig. 5 GAM-reduced with TWI,: true pattern (left), a simulated pattern (right).
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Fig. 6 GAM-reduced with TWI,: intensity (left), bootstrap sd (center), 99%-percentile (right).
Enlighted two clouds of landslide crowns, unreported by the landslide detachment map, have a rela-
tively high bootstrap standard deviation.

4.4 Model interpretation

In the GAM-reduced model, the intensity is the product of the smoothed effects of
DTM, slope and NDV I, and the contribution factor of TWI,. The model fitted in
VC is characterized by the marginal effects displayed in Figure 7.

Contributing factor to intensity
1

Contributing tactor to intensity
1

contributing ractor to Intensity
1

500 1000 1500 2000 25000 3000 o 20 40 60 -0 -05 oo ns 1.0
dtm slope ndvi

Fig. 7 GAM-reduced model: contributing factors to intensity: DTM, slope and NDVI; the TW I,
factor is equal to exp(—0.18) ~ 0.835.

The high interpretability of the GAM model for the intensity offers now the oppor-
tunity to comment on the marginal effects of the covariates. First, we observe that the
maximum effect of DTM is obtained at around 2500 meters of elevation. The fact that,
for higher values of altitude, higher values of elevation are associated with lower val-
ues of intensity can be due to multiple altitude-related factors, for instance soil type,
temperature, and consequently precipitation amount and type, and so on. Now, let us
focus on the effect of the slope: for values less than 40°, the derivative is positive, until,
between 40° and 60°, it reaches a maximum and it becomes negative. This behaviour
is coherent with the nature of the landslides we study, i.e. shallow landslides. Indeed,

13



we a-priori know that, for high slopes, we expect falls, rather than shallow landslides.
In fact, for slopes greater than 45° rocks are typically more stable due to the effect of
gravity, so that collapses and breakages are more likely than shallow landslides [33].
The estimated NDVT effect tells that the higher the presence of water, the lower the
intensity: areas subject to snow are more likely to be subject to avalanches, while the
lake areas, as expected, are not subject to any kind of these events (neither landslides
nor avalanches). Areas with high values of NDVI, i.e. forests, are at lower risk, coher-
ently with the well-known stabilizing effect of forests [34]. Our model estimates the
effect of TWI as decreasing the risk of observing a landslide crown; this is also evident
in Figure 8, where points are concentrated in areas with low values of TWI. In the lit-
erature on the topic, high values of TWI are known to increase landslide susceptibility
[35] [36]. Nonetheless, we are not led to see this as a sign of model misspecification:
indeed, it is crucial to stress that the probability of a landslide to originate at a given
pixel deeply differs from its landslide susceptibility, i.e. the probability that the pixel
is hit by a landslide. The fact that TWI is a factor that decreases the intensity is not
to be considered a contradiction. On the contrary, this result possibly means that a
high TWI is associated to areas that channel the flow of landslides, rather than to
areas of activation of the sliding. In the next section we test the model in order to
assess its transferability.

TwiinVC

13

12

10

Fig. 8 Topographic wetness index in Val Chiavenna. High values of TWI correspond to high potential
ability to absorb water based on the topology (not on the soil type). Black dots mark the locations
of the crowns of past landslides registered in the landslides inventory in VC.
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4.5 Model testing

Likelihood plays the role of a comparison tool among models. Indeed, if we consider
two models such that the first has a higher likelihood than the second, then the first
model has a better fit to the observed data than the second one. However, the value of
the likelihood alone does not assess the absolute goodness of the model in estimating
the intensity on a new valley. In order to quantify and geographically localize possible
mismatches between the fitted model and the observed data, we partitioned the testing
valley into squared subareas and measured the so called raw error of the model in
each subarea, as defined in equation 6.

e(4) = E[N(A)] - n(4) (6)

where A is the subarea, E[TV(\A)] is the estimated expected number of landslides in A
according to the fitted model and n the observed number of landslide crowns in A,
according to the dataset. More explicitly:

E[N(A)] = /A AMu)du (7)

where A is the intensity of the fitted model. The model can be judged on the basis
of the summary statistics of the errors above (mean, median, variance, quartiles) and
knowledge-based diagnostic can be performed in the subareas with largest errors, in
order to understand information possibly missed by the model. The predicted intensity,
the standard deviation and the 99%-percentile maps, that result from employing the
GAM-reduced model with TW 1, in VT, are reported in Figure 10. One can see that
for most of the surface the model is able to detect the areas most at risk. In order to
observe the raw errors, we consider a grid of 250m x 250m subareas, that partitions
the test valley VT and allows one to compute regionalized residuals. This choice of
the subareas’ size allows one to better visualize the critical areas of our model in
VT; however, this choice does not affect the interpretation of the residuals and might
potentially derive from specific interests or prior expertise possessed by practitioners
on the area under investigation.
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True point pattern Simulated point pattern

Fig. 9 GAM-reduced with TWI}: true pattern (left), a simulated pattern (right).

Intensity Bootstrap standard deviation Bootstrap 99% percentile
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Fig. 10 GAM-reduced with TWI;: intensity (left), bootstrap sd (center), 99%-percentile (right).
Some point clouds remain unmarked in the alarm map.
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Fig. 11 Raw errors, i.e. difference between the observed number of crowns and its estimated expected
number in each 250m x 250m area: one can notice some highly underestimated areas; however they
are outliers with respect to the entire collection of areas.

Vector Min. 1st Qu. Median Mean 3rd Qu. Max.

Raw residuals -1.2640 -0.5374  -0.2197  0.1432 0.5246 5.6370
Abs. raw residuals  0.0002 0.3140 0.5360 0.7321  0.7994 5.6370

Table 2 Summary statistics on raw residuals

Table 2 shows that, in general, the model works well on the test set: the third quartile
of the raw residuals is considerably lower than the maximum value, implying that the
reported underestimated subareas are potential outliers. The same holds for absolute
value, as the 75% of the time the absolute residual is lower than 1. In conclusion, the
outcome of our testing is very positive in the perspective of transferability.

5 Conclusions

The prediction of shallow landslides is crucial for the preservation of lives and proper-
ties. A very informative point of this type of landslide is the crown, i.e. the pointwise
approximation of the detachment area, in which intense and frequent rains trigger
the sliding of debris and soil towards the valley. The identification of the relation-
ship between the spatial distribution of landslide crowns and geophysical covariates
makes it possible to understand which are the activating or stabilizing factors of
landslides. The interpretability and flexibility of our models, obtained by employing
generalized additive models (GAMs), allows us to observe in detail nonlinear relations
between the intensity of the spatial point process and the covariates. In fact, with
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this approach, we have been able to widely discuss the obtained results. The Random
Forest classifier plays a crucial role for the covariate selection, executed in order and
block-wise. The estimate of the intensity of the landslide crowns process provides a
map that represents the risk of landslide generation, then of alarm, and a tool to
simulate landslide patterns. The bootstrap uncertainty quantification provides addi-
tional warning information: an area is at risk not only when the predicted intensity is
high but also when the estimate, despite being low, has considerable uncertainty. The
availability of data pertaining to three separate valleys enabled us to train, validate
and test the model using disjoint datasets, thus making it possible to reliably assess
its transferability. We found that our models, trained in VC, are able to recognise
most of the risk zones of UV and VT and that they are able to quantify the number
of landslides with high precision, based on available geophysical information. We
also dealt with predictions where covariates are outside the range of the training
dataset, since the estimate is expected to be possibly unreliable. To overcome this
problem, we perform uncertainty quantification of the estimates. Possible under- or
over-estimation are probably due to the fact that the weather conditions are not
homogeneous in the area of investigation, hence in the future it would be interesting
to include in the model the weather covariate. Having information on rainfalls and
the date a landslide occurred would pave the way to understand how rain interacts
with other covariates in triggering a landslide. For instance, we know that in 1987 a
long series of landslides occurred, due to intense and frequent rainfalls in Valtellina
that caused several landslide events within a few days [37]. Our model can be used
for estimating and simulating shallow landslides in other valleys, in an enough similar
context, for instance other valleys of the Alps of Lombardy or Switzerland. A model
for the spatial distribution of the crowns can be combined with a model of the land-
slide dynamics in order to have a simulation of the landslide movements as a whole,
from the origin to their dynamics towards the valley. Indeed, the landslides dynamics
modelling is an hot topic in the today research ([15] [16] [17] [18] [19] [20]).

Another possible further development can be to integrate the time with the space so
that the covariates depend both on the position and on the date, thus modeling a
space-time covariates-based process [38]. In this case, the temporal evolution of precip-
itation would be an information of fundamental importance, especially in the case of
shallow landslides. Lastly, it can be interesting to apply our workflow in order to look
for interpretable and transferable models of other classes of landslides or avalanches.
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Appendix A Justifying the use of GAM modelling
the intensity

In this section we explain why we chose to model the intensity of the landslide crowns
with a Generalized Additive Model (GAM) in which the candidate smoothed predic-
tors are the continuous geophysical covariates DTM, slope, northness, eastness, TWI,
NDVI First we prove that the assumption of homogeneity is unrealistic, then we prove
that the linear effect of the covariates is not sufficient to describe the dependence
between them and the intensity.

A.1 Homogeneity is unrealistic

Let’s model the intensity assuming that it is spatially homogeneous. The value of
the intensity function in the fitted model, trained in Val Chiavenna, is constant and
equal to 7.45-1075. Performing diagnostic [39] [40] on this model, we can see that the
homogeneous model do not capture the spatial distribution (see Figure A1, left panel)
of the intensity; moreover, if we do not condition the intensity to any covariate, the
points are not independent of each other and then the points are unlikely distributed
as a Spatial Poisson Point Process (see Figure A1, right panel).

cumulative sum of raw residuals

400 200 0 =200 o

4e-06
I

y coordinate
3e-06

2e-06

200
L
data quantile
1e-06

0e+00

-400 -200 0

-1e-06

cumulative sum of raw residuals

o
L N B B N |
515000 530000 545000

-2e-06

x coordinate

-2e-06 0e+00 2e-06 4e-06

Mean quantile of simulations
raw residuals

Fig. A1 General diagnostic (left panel), QQ plot (right panel)

In particular, checking the lurking covariate plots on the continuous covariates,
we can clearly notice that they are necessary to model the intensity: indeed, the
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cumulative raw residual curve is out of the bootstrap confidence bands (see Figure
A2).
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Fig. A2 Lurking covariate plots

A.2 Nonlinear effects of the covariates are needed

Once we know that the geophysical continuous covariates are necessary in modeling
the intensity of the landslide crowns process, we wonder if it is sufficient to consider
their linear contribution. Now, we fit, in Val Chiavenna, the following linear model:

A(u) = Bo + BaDT M (u) + Bsslope(u) + Beeast(u) + Bynorth(u) + Bt TWI(u) + B, NDVI(u) (A1)

The diagnostic reveals an improvement in the model goodness-of-fit by considering the
covariates; however, the model has still some criticalities: spatial dependence is not
completely captured (see Figure A3, left panel), the model, as written in the Equation
A1, would be improved by considering the interaction between points (see Figure A3,
right panel), and it is evident that a linear effect is not sufficient to capture the true
relation between intensity and covariates, especially for DTM, slope and NDVI (see
Figure A4. This result prove that we need to consider a nonlinear contribution, hence
a flexible and explainable model for the intensity: GAM.
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Appendix B Dataset used to train RF

In Figure B5 we show the training outcomes (on VC) of the trained RF; the black
points, called dummy points and positioned in a regular and dense grid into the VC
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surface, constitute the class 0 (no landslide crown), while the red points are the posi-
tions of the landslide crowns recorded in VC and they constitute the class 1. The
trained RF is a binary classifier whose input are the geophysical covariates and the
output is the binary class, 0 if no landslide crown, 1 if landslide crown.

Training set of the RF

* Dummy point 0
* Crown point 1

Fig. B5 RF dataset (Val Chiavenna)

Appendix C GAM-selected: underestimation of
the intensity due to orientation

In this section we report the results obtained by fitting the GAM-selected model in
VC (the results for GAM-AIl are strongly similar). In Figure C6 one can observe that
the GAM effects of eastness and northness do not show any clear and remarkable
behaviour. By employing the model in UV, it is evident, from Figure C7 and C8, that
the intensity is highly underestimated; indeed, it predicts less landslides than half of
the true number of landslides in UV. At this stage of the work, the RF was crucial, as
it suggests that northness and eastness are the least important among the predictors
of the GAM-selected model, so by eliminating them from the model we quickly solved
the problem of underestimating intensity.
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