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Abstract

We propose a method to modify a polygonal mesh in order to fit
the zero-isoline of a level set function by extending a standard body-
fitted strategy to a tessellation with arbitrarily-shaped elements. The
novel level set-fitted approach, in combination with a Discontinuous
Galerkin finite element approximation, provides an ideal setting to
model physical problems characterized by embedded or evolving com-
plex geometries, since it allows us skipping any mesh post-processing
in terms of grid quality. The proposed methodology is firstly assessed
on the linear elasticity equation, by verifying the approximation capa-
bility of the level set-fitted approach when dealing with configurations
with heterogeneous material properties. Successively, we combine the
level set-fitted methodology with a minimum compliance topology op-
timization technique, in order to deliver optimized layouts exhibiting
crisp boundaries and reliable mechanical performances. An extensive
numerical test campaign confirms the effectiveness of the proposed
method.

Keywords: Level set, Body-fitted, Polygonal meshes, Topology opti-
mization, Discontinuous Galerkin method

1 Introduction

The level set method is recognized as a versatile computational tool for
solving a wide range of problems in applied science and engineering, con-
stituting a powerful framework for the efficient and accurate representation
of complex boundaries and evolving interfaces [1]. A level set method em-
beds the contour of the considered geometry inside a generic domain as the
isocontour of a signed-distance function. Such an implicit representation –
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often also referred to as an immersed boundary approach – offers various
advantages over traditional boundary tracking methods (such as the explicit
conforming meshing [2]), allowing one to easily handle topological changes
and facilitating the incorporation of diverse physical characteristics into dif-
ferent portions of the domain. These good features justify the adoption
of a level set approach in a huge variety of fields that require an accurate
tracking of complex evolving geometries, including computational fluid dy-
namics, image processing, computer graphics, biomedical engineering, and
structural mechanics (see, e.g., [3, 4, 5, 6]).

The numerical discretization of a level set approach in a finite element
framework has been analyzed in depth in the literature, e.g., we refer the
reader to [7]. The main issue in such a context remains the accurate track-
ing of the interface embedded in the level set method since this is strictly
connected to the adopted computational mesh. In general, it is advisable
to choose a tessellation that balances accuracy and computational cost. For
instance, an excessively coarse or a poorly aligned grid with respect to the
isoline of the level set function may lead to inaccurate results, especially
close to the interface [8, 9]. As possible remedies, body-fitted approaches
and mesh adaptation strategies have been extensively adopted in different
fields, as, for instance, in [10, 11, 12]. Nevertheless, body-fitted approaches
may require a careful mesh manipulation and local or global remeshing op-
erations to guarantee a suitable grid quality, especially in the presence of
triangular tessellations [13, 14]. Such a fine-tuning of the mesh may lead to
a considerable computational overhead and may eventually deteriorate the
performance of the overall method.

To limit the post-processing associated with a body-fitted approach for a
level set model, we propose a new algorithm which exploits polygonal meshes
in terms of flexibility of the element shape. In particular, we introduce a
fitting scheme to appropriately cut polygonal elements for the generation of
level set-conforming computational grids.
To test in practice the approximation capabilities of the proposed level-
set approach, we employ a polygonal discontinuous Galerkin (PolyDG) dis-
cretization method. Indeed, it has been proved in [15, 16] that PolyDG
approximations can support arbitrarily-shaped mesh elements with mild reg-
ularity requirements (e.g., polygons with an unbounded number of possibly
degenerate edges/faces), such as the elements returned by a levet set-fitted
approach.
A preliminary successful verification of the novel method onto a standard
linear elasticity equation framework paves the way to more challenging ap-
plications. Specifically, we address the problem of structural topology op-
timization, where the accurate resolution of the interface between void and
material plays a key role [17, 6]. In particular, the novel fitting algorithm
enhances the geometrical description of the structure under optimization,
while increasing the accuracy of the linear elasticity analysis at the base of
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the method.
Body-fitted approaches in a topology optimization setting can be found

in the recent literature, mainly confined to triangular or quadrilateral tes-
sellations [18, 19, 20, 21, 22], and resort to localized remeshing operations
to improve the grid quality [23, 13], or employ an eXtended Finite Element
approach, which enriches the standard discrete function spaces [24, 25]. Con-
cerning generic polygonal tessellations, only few contributions on topology
optimization are available, starting from the seminal papers [26, 27], and
in combination with different discretization schemes, such as in [28] where
the authors focus on a radial basis function-based topology optimization ap-
proach, or in [29, 30] where a Virtual Element Method is adopted. Finally,
the reader is referred to other literature contributions where polygonal grids
are employed in a topology optimization process, although the trimming
procedure relies on a posteriori case-by-case evaluation [31, 32], or on grid
adaptation techniques [33, 34].

The paper is organized as follows. Section 2 introduces the preliminary
concepts on the level set method and details the fitting methodology. Such
approach is exemplified on the linear elasticity case and numerically tested
on a benchmark configuration. In Section 3, we briefly present the mini-
mum compliance problem in level set-topology optimization and we sketch
the algorithm to couple topology optimization and the mesh fitting proce-
dure. The proposed workflow is verified on three test cases. Finally, some
conclusions and some possible future developments are gathered in Section 4.

2 Level set-fitted polygonal discretization

The standard level set method employs a signed-distance function φ : Ω → R
that partitions the bounded Lipschitz domain Ω ⊂ R2 in different portions.
The one-dimensional curve C = {x ∈ Ω : φ(x) = d} represents the interface
between the two parts of the domain, identified by {x ∈ Ω : φ(x) > d}
and {x ∈ Ω : φ(x) < d}, with d ∈ R a selected threshold. This modeling
expedient allows us to immerse a generic geometry, whose boundary is rep-
resented by the d-isoline of φ, inside the bounding domain Ω. Thus, the
embedded geometry can enter implicitly into the physical problem under
consideration, can be subject to an evolution, and can undergo topological
changes, through the continuous variable φ.

An accurate numerical discretization of the level set function is expected
to take into account the geometry of the d-isoline to properly reproduce the
associated shape and curvature. In particular, a mesh-based discretization
should be aligned and/or refined in correspondence with the curve C in order
to properly resolve the interface and to reduce the approximation errors.

This section aims at verifying that the perks led by the level set-fitted
approach in different practical contexts (see, e.g., [10, 11, 12]) are preserved
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when dealing with a generic polytopal tessellation of the domain. Though
the proposed fitting procedure is general and can be employed in combina-
tion with various discretization schemes, this investigation is carried out in
the setting of polygonal discontinuous finite elements, in order to benefit
also of the flexibility and the robustness of the discontinuous Galerkin (DG)
method when dealing with heterogeneous data.

2.1 The level set-fitted methodology on polygonal meshes

We leverage the flexibility of polygonal tessellations in a polygonal discontin-
uous Galerkin framework (PolyDG [35, 16, 36, 37, 38]) in order to generate
level set-fitted computational grids, which do not require global/local mesh
quality-oriented adjustments. This capability is inherent to the DG method
for polygonal tessellations, which delivers reliable and accurate solutions
even in the presence of non-standard-shaped (e.g., non-convex) polygonal
elements, with possibly degenerate edges or elements characterized by an
unbounded number of faces/edges [15].

In this framework, we introduce a polytopic mesh Th composed by gen-
eral polygons featuring minimal requirements, as indicated in [15]. In the
set F i

h, we collect the (non-empty) intersections between neighbouring ele-
ments in Th, while in Fb

h we gather the (non-empty) intersections between
mesh elements and the domain boundary ∂Ω. We set Fh = F i

h ∪ Fb
h.

To approximate the level set function φ, we consider the finite-dimensional
space Vh = {vh ∈ L2(Ω) : vh|κ ∈ Pp(κ), ∀κ ∈ Th}, where Pp(κ) is the space
of the polynomials of total degree less than or equal to p ≥ 1, for any κ ∈ Th.
With this formalism, we have that

φh|κ(x) =
N loc

dof∑
i=1

ciΦi(x), ∀x ∈ κ, ∀κ ∈ Th,

is the PolyDG approximation of the continuous level set function on the

generic element κ, where {ci}
N loc

dof
i=1 denotes the set of the expansion coefficients

of the discrete function with respect to the local basis of the space Pp(κ),
with N loc

dof = (p+ 1)(p+ 2)/2 the associated dimension.
Without loss of generality, in the following we select the level-set thresh-

old d equal to 0. In order to make the polygonal mesh fitted with respect to
the zero-isoline of φh, we compute the set Ch = {x ∈ Ω : φh(x) = 0}, which
locates the zero-curve of the discrete function and is instrumental to drive
the mesh edge insertion procedure. We can define set Ch as the union of the
elementwise zero-isolines ℓκh, i.e.,

Ch =
⋃
κ∈Th

{ℓκh ⊂ κ : φh|κ(x) = 0, ∀x ∈ ℓκh}.
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Throughout the paper, we consider linear finite elements (i.e., p = 1). As a
consequence, local zero-isolines ℓκh reduce either to the empty set or to a line
segment. The extension to p > 1 can be easily implemented by projecting
φh onto the finite element space of local degree 1.

The level set-fitted mesh generation procedure inserts a new mesh edge,
Eκ
h , in each element κ that satisfies ℓκh ̸= ∅, namely for each element that

is crossed by a zero-isoline (see Figure 1). Thus, the considered element
κ is split into two new neighbouring elements, κ1 and κ2, which share the
newly generated face Eκ

h , coinciding with ℓκh. The procedure is described
in Algorithm 1, where we provide the essential steps to compute the fitted
mesh. In particular, the fitMesh routine loops through all the polygonal
elements and, via function edgeInsert, inserts a new mesh edge if the local
zero-isoline exists. When the loop is terminated, the cutline is assembled
and the mesh is fitted by updating elements, edges and connectivity in the
mesh structure (subroutines cutLine and constructMesh, respectively).

Figure 1: Elementwise representation of the level set-fitted Algorithm 1.
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Algorithm 1 fitMesh

Input : Th, φh

1: Set: Ch =[ ], i = 0, Eκ
h = 0,

2: while i < #Th do

3: κ =extractElement(Th, i);

4: ℓκh =isoline(κ, φh|κ);

5: if ℓκh ̸= ∅ then

6: Eκ
h [i] = edgeInsert(ℓκh);

7: end if

8: i = i+ 1;

9: end while

10: Ch =cutLine(Eκ
h );

11: T fit
h =constructMesh(Th, Ch);

Output: T fit
h

We remark that the methodology in Algorithm 1 can be extended to
three-dimensional polytopal meshes. In particular, functions isoline, edge-
Insert and cutLine should be modified into isocontour, planeInsert and
cutSurf, respectively, to implement elemental cuts through planes. Never-
theless, such extension deserves specific adjustments that go beyond the
scope of this work.

2.2 Application to the linear elasticity system

As a paradigmatic example, we apply the level set-fitted procedure to the
mechanical analysis of a two-dimensional linear elastic body Ω. The bound-
ary of the domain, ∂Ω, is decomposed into the portions ΓD, ΓN , and ΓF ,
where Dirichlet, non-homogeneous and homogeneous Neumann conditions
are applied, respectively, so that ∂Ω = ΓD ∪ ΓN ∪ ΓF . The linear elasticity
equation for the displacement, u, reads [39]

−∇ · σ = f in Ω,

u = 0 on ΓD,

σn = g on ΓN ,

σn = 0 on ΓF ,

(1)

where the function f represents the body force applied to the system and
g is the traction exerted on the boundary portion ΓN . Concerning the
constitutive law that relates the stress field σ to the strain ϵ(u) = (∇u +
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∇uT )/2, we consider an isotropic linear law, i.e.,

σ = Dϵ(u) = λ∇ · u I + 2µ ϵ(u) in Ω,

with D the stiffness tensor. Such quantity – possibly varying in Ω in cor-
respondence with different materials – depends on the Lamé coefficients, λ
and µ, given by the expressions

λ =
Eν

(1 + ν)(1− 2ν)
, µ =

E

2(1 + ν)
, (2)

with E and ν the Young modulus and the Poisson ratio of the material,
respectively.

The weak formulation of problem (1) is: find u ∈ [H1
ΓD

(Ω)]2 such that

Ae(u,v) = (f ,v)Ω + (g,v)ΓN
∀v ∈ [H1

ΓD
(Ω)]2, (3)

with H1
ΓD

(Ω) the standard scalar Sobolev space of index 1 of real-valued
functions defined on Ω with null trace on ΓD, and where, for any w, z ∈
[H1

ΓD
(Ω)]2, we set

Ae(w, z) = (σ(w), ϵ(z))Ω = (2µϵ(w), ϵ(z))Ω + (λ∇ ·w,∇ · z)Ω, (4)

with (·, ·)ω the standard L2(ω)-inner product in ω ⊆ Ω.
The PolyDG discretization of problem (3) requires the definition of some

operators. Following [40], upon considering sufficiently piecewise smooth
scalar-, vector- and tensor-valued fields ψ, v and τ , respectively, we define
the jumps (J·K) and the averages ({{·}}) on each interior face F ∈ F i

h shared
by the neighbouring elements κ+ and κ− ∈ Th, as

JψK = ψ+n+ + ψ−n−, {{ψ}} =
ψ+ + ψ−

2

JvK = v+ ⊗ n+ + v− ⊗ n−, {{v}} =
v+ + v−

2
,

Jτ Kn = τ+ · n+ + τ− · n−, {{τ}} =
τ+ + τ−

2
,

with v±⊗n± = v±(n±)T , superscripts + and − denoting the function trace
on F , taken within κ+ and κ−, respectively and with n+ and n− the unit
outer normal vectors to F with respect to κ+ and κ−. Along the boundary
faces, F ∈ Fb

h, the jumps and the averages are defined by

JψK = ψn, {{ψ}} = ψ, JvK = v ⊗ n, {{v}} = v, Jτ Kn = τ · n, {{τ}} = τ .

After splitting the boundary faces into the Dirichlet, FD
h , and Neumann,

FN
h , subsets that are conformal with respect to ΓD and ΓF ∪ΓN , respectively
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the Symmetric Interior Penalty PolyDG approximation of problem (3) can
be formulated [41]: find uh ∈ Uh = [Vh]

2 such that

Ae
h(uh,vh) = (f ,vh)Th + (g,vh)FN

h
∀vh ∈ Uh, (5)

where the bilinear form Ae
h : Uh ×Uh → R is given by

Ae
h(wh, zh) = (2µϵh(wh), ϵh(zh))Th + (λ∇h ·wh,∇h · zh)Th

− ({{2µϵh(wh)}}, JzhK)F i
h∪F

D
h
− (JwhK, {{2µϵh(zh)}})F i

h∪F
D
h

− ({{λ∇h ·wh}}, JzhKn)F i
h∪F

D
h
− (JwhKn, {{λ∇h · zh}})Fi

h∪F
D
h

+ (ηµ JwhK, JzhK)Fi
h∪F

D
h
+ (ηλ JwhKn, JzhKn)Fi

h∪F
D
h

∀wh, zh ∈ Uh,

(6)
where (·, ·)Th =

∑
κ∈Th(·, ·)κ and (·, ·)FI

h∪F
D
h

=
∑

F∈FI
h∪F

D
h
(·, ·)F is the

adopted compact notation for the inner products. In the PolyDG formu-
lation, we replace the differential operator ∇ with the broken counterpart
∇h, so that ∇hθh := ∇θh|κ and ∇h · θh := ∇ · θh|κ for any κ ∈ Th, while
ϵh(θh) := (∇hθh +∇hθ

T
h )/2, for generic functions θh ∈ Vh and θh ∈ Uh.

The jump penalization in (6) is imposed through the functions ηµ : Fh → R+

and ηλ : Fh → R+, defined facewise as

ηµ = σ0,µ

 max
κ∈{κ1,κ2}

µκC(p, κ, F ), F ∈ F i
h, F ⊆ ∂κ1 ∩ ∂κ2,

µκC(p, κ, F ), F ∈ FD
h , F ⊆ ∂κ ∩ ΓD,

(7)

ηλ = σ0,λ

 max
κ∈{κ1,κ2}

λκC(p, κ, F ), F ∈ F i
h, F ⊆ ∂κ1 ∩ ∂κ2,

λκC(p, κ, F ), F ∈ FD
h , F ⊆ ∂κ ∩ ΓD,

(8)

where µκ = maxx∈F∩∂κ µ(x) and λκ = maxx∈F∩∂κ λ(x) are the interface
material Lamé coefficients in the element κ ∈ Th, σ0,µ and σ0,λ are (large
enough) positive constants to be chosen, and C(p, κ, F ) is a scaling geometric
factor, which turns out to be suited for generic-shaped polygonal elements,
according to [16]. We remark that µκ and λκ are simplified into µ|κ and λ|κ
in case of piecewise constant material parameters.

2.2.1 An example with a two-material domain

We validate the level set-fitted methodology on a benchmark test case in
linear elasticity, by considering the structural response of an L-shaped loaded
structure. With this regard, we compare three different approaches to model
such a layout. In particular, we examine:

i) an L-shaped geometry Ω1 = (0, 10)2 \ [4, 10]2, which is explicitly tes-
sellated with a polygonal mesh Th,1 (see an example in Figure 2, left);
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ii) an L-shaped configuration, which is embedded through a level set func-
tion, φL, in a bounding domain Ω2 = (0, 10)2, discretized through a
polygonal mesh Th,2 (see an example in Figure 2, center);

iii) an L-shaped configuration, which is embedded through a level set func-
tion, φL, in a bounding domain Ω2, meshed with a level set-fitted
polygonal grid Th,3 (see an example in Figure 2, right).

Figure 2: Test case of Section 2.2.1 - Example of the considered meshes for
test cases i) (left), ii) (center), and iii) (right).

In particular, function φL : Ω2 → R is chosen so that
φL(x) < 0 for {x > 4, y > 4},
φL(x) = 0 for {x = 4, y ≥ 4} ∪ {x ≥ 4, y = 4},
φL(x) > 0 for {x < 4} ∪ {y < 4},

in order to correctly immerse the L-shape inside the domain Ω2. The implicit
layouts in ii) and iii) are made comparable with the explicit model in i), by
filling the portion W = {x ∈ Ω2 : φL(x) < 0} with a soft material. More
precisely, by following a standard ersatz weak material approach [42, 43],
the stiffness tensor is defined as

D = D(x) =
{

D0 x ∈ Ω2 \W,
γD0 x ∈W,

(9)

with D0 the tensor associated with the chosen material in i), characterized
by the Young modulus E0 and the Poisson ratio ν0, and γ ∈ (0, 1) a soft-
ness parameter that tunes the severity of the material discontinuity. We
remark that the limit γ → 0+ pushes configurations ii) and iii) towards the
material-void explicit configuration in i), by assigning negligible stiffness to
the material located in W .

In order to assess the effectiveness of the level set-fitted mesh, we hereby
study how the choice of the parameter γ and the use of the settings in
ii) and iii) impact on the accuracy of the finite element solution with re-
spect to the standard approach i). This analysis is carried out by set-
ting in (1) f = 0, ΓD = {x ∈ ∂Ωj : y = 10}, ΓN = {x ∈ ∂Ωj : x =
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10, y ∈ [0, 4]}, ΓF = ∂Ωj \ (ΓD ∪ ΓN ), for j = 1, 2, and the upward traction
g = [0,−6(y−1.5)(y−2.5)I[1.5,2.5](y)]T , with I[a,b] the indicator function as-
sociated with the interval [a, b]. Finally, the chosen material is characterized
by E0 = 1 and ν0 = 0.3.
We consider two sets of meshes: the coarse meshes T c

h,j , which are character-
ized by 1920, 3000 and 3078 polygonal elements, for j = 1, 2, 3, respectively;
the fine meshes, T f

h,j , consisting of 6400, 10000 and 10142 polygons, for
j = 1, 2, 3, respectively. In particular, the mesh cardinality in i) is always
chosen so that the discretized L-shaped domain is tessellated with elements
of the same characteristic size as those in ii), while meshes T c

h,3 and T f
h,3

are obtained from the non-fitted counterpart in ii) with a 2.6% and 1.4%
cardinality increase due to the fitting operations in Algorithm 1.

Figure 3: Test case of Section 2.2.1 - Computed L2(Ω1)-error associated with
the displacement field (left) and the von Mises stress (right) for meshes T c

h,j

and T f
h,j , with j = 2 (non-fitted) and j = 3 (level set-fitted), as a function

of γ.

In Figure 3, we show the L2(Ω1)-norm of the discretization error asso-
ciated with the displacement, uh, (left) and the corresponding von Mises
stress, σVM (uh), (right) as a function of the softness parameter γ in (9). As
a reference solution, we take the continuous finite element approximation,
uref , computed on an isotropic triangular discretization, Th,ref , of Ω1, con-
sisting of 93572 elements (we refer to [42] for a similar analysis).
We can observe that configurations ii) and iii) present the behaviour high-
lighted in [42], where the errors stagnate around a positive value for γ ≲
1e−6. The curves in Figure 3 reach a plateau for small values of γ, when
the error contribution ascribed to the finite element approximation becomes
predominant with respect to the one associated with the soft material ap-
proximation. It is to notice that the level set-fitted mesh allows us reaching
a lower error for both the displacement and the von Mises stress, since
avoiding any material approximation along the interface. Indeed, the er-
sazt model may present an additional error if the computational mesh is
not aligned with the zero-isoline. Thus, in scenario ii), the weak material
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expedient may introduce a non-sharp transition of the physical parameters
inside an element, as highlighted in Figure 4, left. On the contrary, the
use of a fitted mesh removes such additional error contribution, restoring a
conforming and more physical binary representation of the two materials in
the domain (see Figure 4, right).
A comparison between the blue and red lines in Figure 3 shows that the
mismatch between scenarios ii) and iii) is noticeable for the coarse mesh,
especially for the von Mises analysis (right panel). This behavior is ex-
pected since fine meshes dampen the error due to the ersatz approximation
by globally increasing the mesh resolution.

Figure 4: Test case of Section 2.2.1 - Enlarged view of the two material-
transition in correspondence with the vertical interface for the non-fitted
(left) and the level set-fitted (right) mesh.

The benefits of a level set-fitted mesh are confirmed by comparing the
vertical displacement field component along the cut line r : {y = x, 3.93 ≤
x ≤ 3.95}, close to the re-entrant singular corner, for the three selected
scenarios and for two different values of γ. For accuracy reasons, we compute
the displacement on meshes T f

h,j , for j = 1, 2, 3.
It turns out that, with respect to the explicit configuration i), the level set-
fitted layout in iii) catches the structure response better than scenario ii),
due to the possibly inexact localization of the material interface.

To conclude this assessment, we examine a physical quantity of interest
that is relevant for structural applications, namely the static compliance of
the structure (i.e., the inverse of the structural stiffness), which coincides
with the work done by the external forces, being

l(uh) =

∫
ΓN

g · uhds. (10)

For this purpose, in Table 1 we gather the percentage error on the compliance
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Figure 5: Test case of Section 2.2.1 - PolyDG approximation of the vertical
displacement field component along the cut line r : {y = x, 3.93 ≤ x ≤ 3.95}
for scenarios i), ii), and iii), for γ = 1e-6 (left) and γ = 1e-12 (right).

with respect to the explicit configuration i), namely

∆%l(T
j
h,i) = 100 ·

l(uh(T j
h,i))− l(uh(T j

h,1))

l(uh(T j
h,1))

, i = 2, 3, j = c, f, (11)

where uh(T j
h,i) denotes the PolyDG displacement field approximation asso-

ciated with the mesh T j
h,i, for i = 1, 2, 3 and j = c, f .

It is to remark that, for a small enough softness parameter γ, the level
set-fitted mesh is practically as accurate as the explicit L-shaped model in
terms of compliance. Specifically, the relative error is below 1% in the level
set-fitted case, for both the meshes. On the contrary, the percentage error
is greater in scenario ii), which tends to underestimate the compliance, in
particular on the coarse tessellation where ∆%l(T c

h,2) is twice as much big-
ger than ∆%l(T c

h,3). Moreover, the grid in ii) attains a similar accuracy level
(i.e., ≃ −0.85%) as scenario iii), only if appropriately refined, as highlighted
by cross-comparing the third and the fourth column. Finally, on analyzing
columns 4 and 5, we notice that the increased mesh resolution limits the
differences in the percentage error.
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γ ∆%l(T c
h,2) ∆%l(T c

h,3) ∆%l(T
f
h,2) ∆%l(T

f
h,3)

10−2 −35.774 −34.561 −35.750 −35.056
10−4 −2.0611 −1.3877 −1.3882 −1.1702
10−6 −1.5329 −0.8768 −0.8446 −0.6424
10−8 −1.5276 −0.8716 −0.8391 −0.6371
10−12 −1.5276 −0.8716 −0.8391 −0.6370

Table 1: Test case of Section 2.2.1 - Percentage error on the compliance for
different values of γ and polygonal meshes, according to definition (11).

3 Body-fitted meshes in topology optimization

The results in Section 2.2.1 motivate the employment of level set-fitted
polygonal meshes in the presence of moving interfaces between material
discontinuities. Among the diverse possible applications, we challenge the
mesh fitting methodology in the context of structural topology optimization
(TO). The rationale is twofold, consistently with the literature related to
body-fitted methods for TO ([18, 20, 21, 22]): we limit the inaccuracy in
the structural evaluation typical of a non-fitted approach [19]; we enhance
the geometrical description of the structure under optimization thanks to the
automatic insertion of mesh edges tracking the structure boundary. How-
ever, with respect to traditional body-fitted approaches in TO, we propose
a new PolyDG-based workflow, which allows us to eliminate computation-
ally demanding local and global post-processing remeshing operations, thus
leading to an effective and automatic structure design procedure.

3.1 The minimum compliance topology optimization

Topology optimization is a class of mathematical techniques that aim at
devising the optimal distribution of material within a given design domain,
while satisfying specific performance criteria [44, 45, 46]. Through the last
decades, TO proved to be extremely versatile in terms of applications, rang-
ing from the standard structural design optimization framework to more
complex physical settings, involving, for instance, multi-scale and multi-
physics phenomena [47, 48, 49, 50, 51, 52]. On top of the physical setting
under consideration, a huge variety of design requirements have been inves-
tigated to guarantee the feasibility with respect to given prescriptions, e.g.,
volume occupation, manufacturing and geometric constraints [53, 54].
The mathematical formalization of a TO problem requires to describe the
design under optimization and to account for the topology changes occur-
ring throughout the process. With this aim, various numerical methods have
been developed, including the widespread density-based approaches [46], the
level set [43, 55] and the homogenization methods [56, 57]. Here, we focus
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on a level set approach, consistently with the contents in Section 2.
The level set method identifies the boundary of the structure under op-

timization as the zero-isoline of a signed distance function and evolves such
boundary in order to comply with the imposed optimization criteria. Specif-
ically, we consider the signed-distance-like function φ : Ω → [−1, 1] that par-
titions the design domain into the interior (Σ), the boundary (∂Σ) and the
exterior (�Σ) portions of the structure, given by Σ = {x ∈ Ω : 0 < φ ≤ 1},
∂Σ = {x ∈ Ω : φ(x) = 0} and �Σ = {x ∈ Ω : −1 ≤ φ < 0}. Func-
tion φ, together with portions Σ, ∂Σ, �Σ are consistent with the definitions
provided in Section 2, here allowing φ to take value in [−1, 1] only, in or-
der to mimic a phase-field formulation, as proposed in [58]. The structure
∂Σ∪Σ is optimized by suitably changing the level set function in Ω. These
modifications are typically guided by an evolution process, governed by a
partial differential equation, that tracks the movement of function φ over
a fictitious time domain and enables the systematic exploration of various
material distributions and topologies [58, 59].

In the context of structural optimization problems, TO proved to be
effective in designing robust and lightweight configurations (see, e.g., [60]).
With this regard, the minimum compliance problem is a simple yet elegant
topology optimization formulation for redistributing or removing material
inside the considered design domain, in order to devise stiff structures at
a minimum material usage [46, 45]. The level set method resorts to the
identification of material and void portions through variable χφ, namely the
characteristic function associated with φ, so that

χφ =

{
1 φ ≥ 0,
0 φ < 0

⇐⇒ χφ =

{
1 x ∈ Σ ∪ ∂Σ,
0 x ∈�Σ.

The minimum compliance problem can be formulated as: find φ ∈ H1(Ω)
such that

min
φ

l(u(φ)) :


Ae(u(φ),v) = (g,v)ΓN

∀v ∈ [H1
ΓD

(Ω)]2,∫
Ω
χφdx ≤ αVol0,

(12)

where l is the compliance of the structure introduced in (10) and here
depending implicitly on φ via u(φ); Ae(u(φ),v) is the bilinear form in
(3), modelling the linear elasticity system, where the stiffness tensor D is
D0χφ + γD0(1 − χφ) to distinguish the properties of solid and void [43];
α ∈ (0, 1) is used to impose a maximum allowable volume fraction with
respect to the measure, Vol0 = |Ω|, of the whole design domain.

Following [58, 61, 62], in the spirit of a pseudo-time-dependent contin-
uation process, problem (12) can be recast as the the following evolution
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process for φ = φ(x, t)

∂φ

∂t
= Υ dtF + τ∆φ in Ω, t > 0

∂φ

∂n
= 0 on ∂Ω, t > 0

φ = φ0 in Ω, t = 0.

(13)

In particular, τ > 0 is a Tikhonov-like regularization parameter that tunes
the smoothness of the level set and can regulate the geometric complexity
of the structure, acting as a perimeter control [63]. The term dtF denotes
the topological derivative of the Lagrangian functional

F = F (u,w, θ;φ) = l(u) +
[
l(w)−Ae(u,w)

]
+ θ

(∫
Ω
χφ dΩ− αVol0

)
,

associated with the compliance, where u is the solution to (12)1, and the La-
grangian multipliers w ∈ [H1

ΓD
(Ω)]2 and θ ∈ R+ enforce the state equation

and the volume constraint, respectively. More specifically, with reference to,
e.g., [58, 64, 65, 12], dtF is computed as

dtF = dtF − θ, dtF = σ(u) : ϵ(w),

with dtF the topological derivative contribution ascribed to the compliance
only, and where σ(u) = 2µϵ(u) + λ∇ · uI is the modified stress tensor,
computed by employing the tweaked Young modulus and Poisson ratio

E =
4A2

2

A1 + 2A2
, ν =

A1

A1 + 2A2
,

being

A1 = −3E(1− ν)(1− 14ν + 15ν2)

2(1 + ν)(7− 5ν)(1− 2ν)2
, A2 =

15E(1− ν)

2(1 + ν)(7− 5ν)
.

The Lagrange multipliers, w and θ, are given by

w = u, θ =

∫
Ω dtF dΩ

Vol0
exp

(
p1

∫
Ω χφ(φ) dΩ− αVol0

αVol0
+ p1p2

)
, (14)

with p1 and p2 parameters to be tuned in order to enforce the volume con-
straint [58, 62]. Finally, Υ > 0 is a normalization factor chosen as

Υ =
Vol0∫

Ω
|dtF | dΩ

. (15)

Problem (13) is completed with homogeneous Neumann boundary condi-
tions for simplicity of implementation, and with an initial condition, φ0, for
φ at t = 0.

For a detailed description of the method and the involved parameters,
we refer the interested reader to [58].
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3.2 The PolyDG discretization for the minimum compliance
problem

The discretization of the continuous level set problem (13) with a PolyDG
approach resorts to the functional space setting introduced in Sections 2.1-
2.2. According to a Symmetric Interior Penalty DG discretization [41, 66,
67, 40, 68], the semi-discrete parabolic problem in weak form reads as: find
φh = φh(t) ∈ Vh for all t > 0, such that

(
∂φh

∂t
, ψh

)
Th

+ B(φh, ψh) =
(
Υ dtF ,ψh

)
Th

∀ψh ∈ Vh, t > 0

φh(0) = ΠVhφ0 in Ω,

(16)

where ΠVh is an L2(Ω)-projection operator onto space Vh, and the operator
B(φh, ψh) is defined as

B(φh, ψh) = (τ∇hφh,∇hψh)Th − (Jτ∇hφhK, {{ψh}})Fi
h∪F

D
h

− (JφhK, {{τ∇hψh}})Fi
h∪F

D
h
+ (ητ JφhK, JψhK)F i

h∪F
D
h
,

with ητ : Fh → R+ the penalization factor given by

ητ = σ0,τ τ

 max
κ∈{κ1,κ2}

C(p, κ, F ), F ∈ F i
h, F ⊆ ∂κ1 ∩ ∂κ2,

C(p, κ, F ), F ∈ FD
h , F ⊂ ∂κ ∩ ΓD,

and σ0,τ a (large enough) positive constant value to be assigned.
The fully-discrete evolution problem on polytopal meshes requires solv-

ing equation (16) on a partition of the time window under consideration
of uniform spacing ∆t, namely by introducing the discrete time instants
{tk}kmax

k=0 , with t0 = 0 and kmax the maximum number of time steps and
tk+1 − tk = ∆t, for k ≥ 0. By resorting to a semi-implicit scheme, we
formalize the evolution of the level set function in a TO problem as: for
k = 0, ..., kmax − 1, find φk+1

h ∈ Vh, such that(
φk+1
h − φk

h

∆t
, ψh

)
Th

+ B(φk+1
h , ψh) = (ΥdtF

k
, ψh)Th ∀ψh ∈ Vh, k ≥ 0,

(17)
where the contribution of the topological derivative is explicitly evaluated
at tk.

3.3 The topology optimization algorithm with level set-fitting

The combination of the fitting procedure associated with the level set vari-
able φ in Section 2 and the topology optimization scheme in (17) leads to
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a new topology optimization pipeline with respect to what available in the
literature [62].

The proposed strategy is based on two computational meshes, i.e., a fixed
grid T ls

h for the level set evolution and a level set-fitted mesh T el
h for the

linear elasticity equation approximation. This choice is already employed
in other works (see, e.g., [69]) and allows us to evolve the level-set onto a
shape-regular tessellation, thus avoiding any bias on the optimized layout
due to the introduction of new mesh edges by the fitting procedure. We
indicate by the superscripts ls and el the variable associated with the first
or the second grid, respectively, only in case of ambiguity.
The pseudocode is listed in Algorithm 2.

The topology optimization procedure consists of a while loop, whose
internal instructions are repeated until a termination condition on the com-
pliance stagnation or on the maximum number of iterations is met. At line
3, the level set φk,ls

h is projected onto the grid T el
h by function project,

which implements a standard L2-projection, with a view to the PolyDG lin-
ear elasticity solving. Then, function solveState returns the solution to
equation (6), for Th = T el

h and where the material parameters are assigned

through the discrete indicator function, χk,elφ,h, and the softness parameter γ
(line 4). Line 5 assembles the topological derivative terms by employing the
finite element functions defined on T el

h , as detailed in Section 3.1. Succes-
sively, at line 6, quantity dtF

k,el is projected onto the level set grid through
function project. The evolution of the level set is carried out by function
evolveLevelSet, which implements (16) on Th = T ls

h and returns the up-

dated level set function φ̃k+1,ls
h , which, in principle, is not guaranteed to be

bounded in the interval [−1, 1] (line 7). For this reason, function threshold

in line 8 applies a cutoff operation, so that −1 ≤ φk+1,ls
h ≤ 1.

As a next step, we generate a mesh for the displacement computation, which
is fitted to the current design variable. With this aim, we resort to the
procedure fitMesh detailed in Algorithm 1. However, when dealing with
discontinuous finite elements, the routine in Section 2.1 might yield local
zero-curves, ℓκh, that are not continuously connected across the elements,
thus identifying a potentially discontinuous structural contour, Ch. Although
this is a viable option for a generic PolyDG method, it does not offer an ideal
setting for TO applications, where a continuous interface is expected. To re-
trieve a continuous form for the contour Ch, we feed the fitMesh procedure
with the variable ΠCφk+1,ls

h , namely the projection of φk+1,ls
h onto a suitable

continuous space (line 10). We highlight that Algorithm 1 is invoked every
kCut iterations, starting from k ≥ kStart, thus allowing the user to tune
the computational overhead introduced by the fitting procedure.
Finally, we compute the relative error on the compliance and we assume that
the convergence is attained if errComp is to within the prescribed tolerance
for two successive iterations (line 15).
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Algorithm 2 Minimum compliance topology optimization with level set-
fitted polygonal meshes

Input : CTOL, kmax, kStart, kCut, φ0, T ls
h , ∆t, α, γ, τ

1: Set: T el
h = T ls

h , φ0,ls
h = ΠVhφ0, k = 0, errComp = 1+CTOL

2: while errComp > CTOL & k < kmax do

3: [φk,el
h , χk,elφ,h] = project(φk,ls

h , T el
h );

4: uk
h = solveState(T el

h , χk,elφ,h, γ);

5: [dtF
k,el, θk, Υ] = topologicalDerivative(uk

h, φ
k,el
h , α, Vol0);

6: [dtF
k,ls] = project(dtF

k,el, T ls
h );

7: φ̃k+1,ls
h = evolveLevelSet(T ls

h , φk,ls
h , dtF

k,ls, θk, Υ, τ , ∆t);

8: φk+1,ls
h = threshold(φ̃k+1,ls

h );

9: if k ≥ kStart & mod(k, kCut) == 0 then

10: T el
h = fitMesh(T ls

h , ΠCφk+1,ls
h );

11: end if

12: if k ≥ 2 then

13: errComp1 = computeError(uk
h, u

k−1
h );

14: errComp2 = computeError(uk−1
h , uk−2

h );

15: errComp = max(errComp1, errComp2);

16: end if

17: k = k+ 1;

18: end while

19: [φk,el
h , χk,elφ,h] = project(φk,ls

h , T el
h );

Output: φk,el
h , χk,elφ,h, T

k,el
h

Algorithm 2 returns the optimized level set function φk,el
h , the corresponding

indicator function χk,elφ,h, and the fitted computational grid T k,el
h .

Few comments are in order. Concerning the projection step at lines 3
and 6, we remark that no projection error occurs when mapping φk,ls

h into

φk,el
h , since the edges of T ls

h represent a subset of the edges of T el
h . The

same way of reasoning does not hold when projecting dtF
k,el in dtF

k,ls, the
projection taking place now from a finer to a coarser mesh.

Moreover, a standard level set-based topology optimization algorithm
without any fitting procedure can be retrieved from Algorithm 2, by setting

18



kStart > kmax, i.e., by skipping any update operation for T el
h . In such a

case, the projections in lines 3 and 6 can be skipped too.

3.4 Numerical results

In this section, we test Algorithm 2 on three test cases in order to investigate
the good properties of the proposed method. We challenge the algorithm
with the optimization of a standard cantilever beam configuration, of an
L-shaped domain, and, finally, of a more challenging geometry.
The implementation of the proposed approach is carried out in Matlab,
where we resort to an in-house code for the PolyDG solver, to Polymesher [70]
for the creation of the input mesh T ls

h and to Polygon Clipper [71] for the
mesh fitting operations.

In the simulations below, some parameters are varied to assess the cor-
responding sensitivity of the methodology, while some values are kept fixed
starting from reference values in the literature [66, 41, 58, 12]. In particular,
in all the test cases, we set σ0,µ = σ0,λ = σ0,τ = 10, p1 = 4, p2 = −0.02,
CTOL= 1e−4, kmax= 300, γ = 10−3.

3.4.1 The cantilever beam

As a first verification test, we consider a standard benchmark case, namely
the topology optimization of a cantilever beam. The domain Ω = (0, 80)×
(0, 50) is clamped at the left boundary, i.e., ΓD = {x ∈ ∂Ω : x = 0}, and is
loaded on ΓN = {x ∈ ∂Ω : x = 80} with a traction g = [0,−50 I[24,26](y)]T .
Inspired by the data used in [13], the parameters for the base material are
E0 = 1e5 and ν0 = 0.3.

Algorithm 2 is run by setting kStart= 0, kCut = 5, ∆t = 0.05, α = 0.5,
τ = 1.5, a computational mesh T ls

h consisting of 1000 polygons, and a
uniform material distribution with a hole of radius 10 centered at (40, 25)
as initial condition φ0.

Figure 6 (left) presents the convergence history for the compliance func-
tional l and the volume constraint. We observe the expected trend, consist-
ing in the reduction of the volume until the upper bound of the constraint is
reached and the subsequent stagnation of the compliance. Figure 6 (right)
shows the fitted mesh together with the indicator function at four time in-
stants during the level set evolution, in order to appreciate how the fitted
mesh T el

h perfectly catches the interface and separates the topology under
optimization from the soft material (i.e., the void). Panel (D), basically coin-
ciding with panel (C), displays the converged structure at iteration k = 155,
which is characterized by a compliance equal to 1.2021, a volume fraction
equal to 49.74%, and by a topology that is recurrent in the literature (see,
e.g., [13]).

As expected, it can be checked that the discrepancy between the level-set
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Figure 6: Test case of Section 3.4.1 - Convergence history (left) of the
compliance (dashed line) and of the volume fraction (solid line); indica-

tor function χk,elφ,h superimposed to the fitted mesh (right) at iterations
k = 50, 75, 125, 155, red-highlighted in the left panel.

fitted and the non-fitted approaches in terms of sharpness of the structure
boundary is more striking when starting from a coarse mesh, with a view
to a computationally cheap design procedure. This feature is confirmed in
Figure 7 that showcases the optimized indicator function for the choice of
T ls
h consisting of 500, 750 and 2000 elements, when resorting to a level set-

fitted (top row) or to a non-fitted (bottom row) approach. We notice that
the level set-fitted methodology is able to exactly match the level set zero-
isoline and thus provides a crisp description of the configuration. Concerning
the design yielded by the non-fitted approach, the representation of χk,elφ,h

through a function in Vh leads to visualize the co-presence of solid material
and void inside the same polygon, with a consequent irregular description
of the structure boundary (see [13] for similar issues).
The results in the top panels are yielded by fitted meshes, T el

h , consisting
of 617, 914, and 2274 polygonal elements for the three initial grids, T ls

h .
This proves that the superior geometrical accuracy is guaranteed with just
a slight increase in terms of mesh cardinality, here limited to an increment
of about 20% elements.

3.4.2 The L-shaped configuration

The topology optimization of an L-shaped domain is commonly investigated
in the TO community (see, e.g., [72, 31]), since exhibiting some interesting
aspects to tackle, especially in the stress distribution inside the structure.
The physical setting is identified by Ω = (0, 10)2 \ [4, 10]2, with ΓD = {x ∈
∂Ω : y = 10} and ΓN = {x ∈ ∂Ω : x = 10}. The downward external traction
is g = [0,−6 (1.5− y)(y− 2.5) I[1.5,2.5](y)]T and the material parameters are
E0 = 1 and ν0 = 0.3.
As far as Algorithm 2 is concerned, we set kStart = 20, kCut = 1, ∆t =
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Figure 7: Test case of Section 3.4.1 - Indicator function χk,elφ,h superimposed
to the mesh for a level set-fitted (top) and a non-fitted (bottom) approach,
for a different cardinality #T ls

h of the level set grid (from left to right,
#T ls

h = 500, 750, 2000).

5e−3, α = 0.3, τ = 2, and φ0 the function identically equal to 1.
In Figure 8 (top), we show the output of the algorithm corresponding to

two different starting meshes T ls
h , characterized by 2000 and 3000 elements,

respectively. The final layouts, provided after 179 and 198 iterations, share
the same topology and volume fraction equal to 30%, and are character-
ized by very similar compliance values (219.3 versus 222.3 for the 2000-
and 3000-polygon mesh, respectively), despite the different mesh resolution.
This behavior can be ascribed to the use of the diffusivity parameter τ , which
effectively controls the geometrical complexity of the final layout [12, 58].
The final meshes T el

h consist of 2333 and 3400 elements, amounting to an
added number of polygons lower than 15% of the original cardinality.
For comparison purposes, we run Algorithm 2 on the coarse mesh by switch-
ing the fitting module off, while preserving all the other inputs. The left
panel in Figure 9 shows the discrete indicator function χk,elφ,h together with
the associated non-fitted grid returned after 177 iterations. We can drawn
conclusions fully consistent with what observed about Figure 7 (bottom).
The comparison between the level set-fitted and the non-fitted approaches
becomes of interest from an application perspective when considering the
distribution of the von Mises stress. Indeed, it is possible to appreciate the
sharp localization of this field inside the structure in Figure 8 (bottom).
On the contrary, the non-fitted discretization admits a diffused distribution
of the von Mises stress along the structure interface (see Figure 9 (right)).
This possibly leads to the storing of residual stresses in the weak material,
which affects the local stress distribution along the boundaries, as remarked
in [19].

This test case is also exploited to assess the sensitivity of the output
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Figure 8: Test case of Section 3.4.2 - Indicator function χk,elφ,h (top) and
corresponding von Mises stress distribution (bottom) superimposed to the
fitted mesh, for a different cardinality #T ls

h of the level set grid (#T ls
h =

2000, left; #T ls
h = 3000, right).

layout with respect to the geometrical complexity parameter, τ . In more
detail, we expect that the greater the diffusivity, the simpler the achievable
geometry. Figure 10 displays the output of Algorithm 2 for τ = 0.25 and a
level set polygonal mesh #T ls

h with 3500 elements. The indicator function
shows that the algorithm modifies the width and the number of thin struts
stemming from the re-entrant corner when reducing τ . Also in this case,
the mesh perfectly matches the boundary of the internal structures thus
highlighting the versatility of the level set-fitted approach. The final mesh
T el
h , which consists of 4014 elements (corresponding to a 14.7% increment

of #T ls
h ), exhibits elements of arbitrary shape and size, which do not com-

promise the robustness and the accuracy of the PolyDG solver [15].
The two enlarged views on the right show the peculiarly shaped polygons
that can arise throughout the fitting procedure. Indeed, it is possible to
spot some polytopal elements, that are divided almost equally by the edge
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Figure 9: Test case of Section 3.4.2 - Indicator function χk,elφ,h (left) and
corresponding von Mises stress distribution (right) superimposed to the non-
fitted mesh, for #T ls

h = 2000.

insertion procedure, while others that become very thin and stretched.

Figure 10: Test case of Section 3.4.2 - Indicator function χk,elφ,h superimposed

to the level set-fitted mesh (left) and enlarged views (right), for #T ls
h =

3500.

Finally, by qualitatively comparing Figures 8 and 10, it is possible to
notice that a large value for τ favors smooth geometries featuring rounded
corners, while, on the contrary, small values of the diffusivity parameter
leads to sharper corners (see, e.g., the top zoom in Figure 10).

23



3.4.3 The wrench geometry

The last test case is borrowed from [27] and is meant to emphasize the
versatility of the approach, even in the presence of complex domains. In
particular, we aim at optimizing the configuration in Figure 11, where ho-
mogeneous Dirichlet boundary conditions are applied on the inner right cir-
cle (blue-highlighted) and a downward traction, g = [0,−1 I[−0.175,0](y)]

T ,
is exerted on the inner left circle (red-highlighted). The remaining physical

Figure 11: Test case of Section 3.4.3 - Geometry and polygonal computa-
tional mesh with non-homogeneous Neumann (red-highlighted) and homo-
geneous Dirichlet (blue-highlighted) boundary portions.

parameters are E0 = 1 and ν0 = 0.3.
We set kStart = 75, kCut = 1, ∆t = 5e−3, α = 0.4, τ = 1e−2, while φ0

is equal to 1 outside of a circular hole of radius 0.25 and centered at (1, 0)
(green-highlighted in Figure 11). We run the algorithm for two level set
grids T ls

h , consisting of 1000 and 2000 polygonal elements.
Results are shown in Figure 12 (first row), where the indicator function and
the corresponding fitted mesh are provided. The output topology is iden-
tical regardless of the mesh resolution, and presents two holes connecting
the portions of the boundary where the structure is clamped and loaded.
The fitted grids consist of 1138 and 2186 elements, the mesh cardinality
increment being below 15% in both cases.

The optimized structures are compared further with the result of a non-
fitted level set-based topology optimization algorithm, relying on a standard
continuous Galerkin setting on affine triangular finite elements [58]. For the
sake of comparison, we select unstructured triangular meshes so that the as-
sociated discrete spaces have the same number of degrees of freedom (dofs)
as the polygonal grids, while all the other parameters are kept the same.
In particular, since the level set-fitted approach involves the two meshes
T ls
h and T el

h , in contrast to a standard (non-fitted) topology optimization
pipeline that resort to a single grid, we perform the comparison by consid-
ering both the tessellations used for the level set evolution and the linear
elasticity equation approximation, for #T ls

h = 1000 and 2000. Thus, recall-
ing from Section 2.1 that space Vh has 3 dofs per element for p = 1, we deal
with four meshes characterized by a number of dofs equal to N c

w,ls = 3 ·1000,
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N c
w,el = 3 · 1138, Nf

w,ls = 3 · 2000 and Nf
w,el = 3 · 2186 for Vh, associated with

the coarse and the fine initial level set and level set-fitted tessellation, re-
spectively.
The cross-comparison among the optimized structures highlights that the
topology delivered by the different approaches is essentially the same and
independent of the selected mesh. However, it is evident that the continuous
Galerkin-based algorithm with unstructured meshes delivers layouts charac-
terized by a jagged boundary (see, e.g., the mid/bottom row, left panels),
while the level set-fitted methodology yields structures with very regular
contours, despite the number of dofs remains essentially invariant. Finally,
the mesh cardinality plays a role in the contour description when resorting to
a non-fitted approach (compare the mid/bottom, left with the mid/bottom,
right wrenches). This is not the case of the level set-fitted method where
the different cardinality turns out to be less impactful.

Figure 12: Test case of Section 3.4.3 - Indicator function χk,elφ,h superim-

posed to the level set-fitted mesh, for #T ls
h = 1000 (top row, left) and 2000

(top row, right); indicator function of a structure yielded by a continuous
Galerkin-based topology optimization, superimposed to the unstructured
triangular mesh with N c

w,ls (mid row, left), Nf
w,ls (mid row, right), N c

w,el

(bottom row, left), Nf
w,el (bottom row, right) dofs.

4 Conclusions and future developments

In this paper, we present a methodology to locally modify a polygonal mesh
so that the resulting tessellation is fitted to the zero-isoline of a level set
function. The proposed approach is general, namely it can be combined
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with any discretization scheme. In this paper, we focus on the PolyDG ap-
proximation due to the intrinsic robustness in managing meshes including
arbitrarily-shaped elements. The level set-fitted scheme thus settled is veri-
fied through a benchmark test case in linear elasticity and then integrated in
a minimum compliance topology optimization workflow. The main findings
of the novel fitting approach are:

• the fitted meshes allow us to track crisply material discontinuities and
structural interfaces, yielding more accurate results when compared
with generic (non-fitted) meshes, especially when dealing with coarse
grids;

• the proposed procedure turns out to be very cheap computationally
since it does not require any local or global remeshing operation to
improve the mesh quality;

• the delivered meshes guarantee an accurate finite element analysis (see
Section 2.2.1, for an instance), and requires only a slight mesh cardi-
nality increment in the level set-fitting phase;

• the topology optimization with level set-fitted grids delivers structures
with smooth boundaries and sharp material/void alternation.

Future extensions of this work include: the generalization of the proposed
topology optimization workflow to the control of pointwise quantities (e.g., in
stress-based or compliant mechanism optimizations) or to a manufacturing-
aware process (e.g., taking into account overhangs or the printing direction);
the use of an agglomeration strategy to suitably reduce the tessellation car-
dinality in the fitted mesh; the optimization and the parallelization of the
code to deal with 3-dimensional settings, where the computational benefits
led by this approach are expected to be even more noteworthy.
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