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Abstract

The problem of bi-clustering functional data, which has recently
been addressed in literature, is considered. A definition of ideal func-
tional bi-cluster is given and a novel bi-clustering method, called Func-
tional Cheng and Church (FunCC), is developed. The introduced al-
gorithm searches for non-overlapping and non-exhaustive bi-clusters
in a set of functions which are naturally ordered in matrix structure
through a non-parametric deterministic iterative procedure.
Moreover, the possible misalignment of the data, which is a common
problem when dealing with functions, is taken into account. Hence,
the FunCC algorithm is extended obtaining a model able to jointly
bi-cluster and align curves.
Different simulation studies are performed to show the potential of the
introduced method and to compare it with state-of-the-art methods.
The model is also applied on a real case study allowing to discover the
spatio-temporal patterns of a bike-sharing system infrastructure.
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1 Introduction
Many systems are able to collect information with high frequency, obtaining
data streams collected in an almost continuous fashion. For this reason, in
the last decades, lot of efforts have been put into the development of new
statistical methods able to deal with this new type of data. In particular,
functional data analysis (FDA) is the branch of statistics that deals with
random variables taking values into an infinite dimensional functional space,
see (1) and (2) for more details.
In this paper we consider the problem of bi-clustering functional data. While
clustering methods are able to detect groups observing the similarity between
rows or columns (usually observations and features) of a data matrix, a large
number of algorithms have been proposed for multivariate data with the aim
of performing simultaneous clustering on both dimensions of the data matrix,
see (3) for a complete review. This is of particular interest when the data are
intrinsically ordered in a matrix structure and the aim is to simultaneously
group the rows and the columns of the data matrix. Bi-clustering methods
allow to discover subgroubs of observations behaving in a similar way on a
subset of features or vice-versa a subgroups of features behaving in a similar
way only on a subset of observations, without constraining the rows (or the
columns) of a data matrix to belong to only one group over all the features
(or the observations) as in the classical clustering methods.
In this paper we consider the problem in which each cell of the data matrix is
a function and we would like to perform a bi-clustering of these functions to
obtain similarity subgroups of rows and columns. To this purpose classical
multivariate bi-clustering methods should be extended to deal with func-
tional data. Many different methods have been proposed in the literature for
clustering functional data, considering dataset where each observation is a
function, see (4) for a complete survey on these models. In the bi-clustering
framework, (5) and (6) both proposed a procedure which generalizes the clas-
sical latent block model ((7)) for multivariate data to the functional setting.
These procedures are model-based and assume the existence of a latent-block
structure in the data-matrix. (5) and (6) assume respectively that the coeffi-
cients of the first functional PCA and the basis expansion coefficients of the
functions in each block can be adequately described by an m-dimensional
Gaussian distribution. These two models are therefore semi-parametric in
nature and define as output an exhaustive bi-clustering of the data matrix.
In addition, (5) considers only the coefficients of the first functional PCA to
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represent each curve, therefore loosing information, while (6) allows only for
basis expansions as a smoothing procedure, while many other methods can
be taken into account considering the different nature of the data at hand.
The aim of this work is to present a new flexible algorithm for the bi-clustering
of functional data called Functional Cheng and Church (FunCC) algorithm,
extending the well known Cheng and Church algorithm, proposed by (8) for
the bi-clustering of multivariate data. This novel method is completely non-
parametric, thus no assumptions are made on the distribution generating
the data. In addition, it gives free choice on the smoothing procedure to be
applied on the data at hand. The output of the model is a non-exhaustive
bi-clustering of the data matrix, thus, more realistically, assuming the exis-
tence of curves possibly not belonging to any bi-cluster.
When dealing with functional data, another problem that has to be taken
into account is the possible misalignment of the data (see for example (9)
and (10)) which acts as a confounding factor when trying to analyse the
data. The problem of curve registration has been considered in literature by
different authors. (11) considers self-modelling non-linear regression models
to align curves, while (12) develops non-linear mixed effects models. Other
works (see (13), (14) and (15)) proceed defining an appropriate similarity
index among functions and try to find the best alignment optimizing this
similarity measure. Following this latter approach, in the FunCC algorithm
we also consider the introduction of warping functions for the curves align-
ment with the aim of maximizing a goodness measure of the found bi-clusters.
Allowing for curves registration, indeed, we are able to bi-cluster functions
with a similar behaviour despite of a misalignment of the data.
To show the benefits of the developed methodology, the FunCC algorithm is
also applied on a real dataset, the bike sharing system (BSS) of Lyon. The
aim is to provide useful information for the correct management of the ser-
vice by discovering subgroups of stations and days with common operating
patterns and highlighting potential issues of the BSS.
The paper is structured as follow: in Section 2 a novel definition of func-
tional bi-cluster is given coupled with a measure of bi-cluster goodness of
fit. The extension of the Cheng and Church algorithm for functional data is
proposed in Section 3. In Section 4 the more general case which allows for
the functions registration step is presented. Different simulation studies are
performed in Section 5 to underline the potential of the introduced algorithm
and to compare it with state-of-the-art methods. In Section 6 the algorithm
is applied on the BSS of Lyon. Conclusion are presented in Section 7. In
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appendix A the original Cheng and Church procedure is reported.

2 Functional Bi-clustering
Given a dataset of real numbers arranged in a matrix A composed by n rows
and m columns, the aim of a bi-clustering technique is to find a submatrix
B(I, J) ∈ A, corresponding to a subset of rows I and a subset of columns
J , with a high similarity score (notice that the rows and the columns in the
submatrix are not necessarily adjacent).
In the functional framework, suppose to have a sample of n ·m continuous
functions fij(t) with t ∈ T arranged in a matrix A composed by n rows
and m columns, i.e. each element of the matrix A is a function fij(t) with
i ∈

{
1, ..., n

}
and j ∈

{
1, ...,m

}
. Let B(I, J) be a sub-matrix of A with set

of rows I ⊆
{

1, ..., n
}
and set of columns J ⊆

{
1, ...,m

}
containing only the

elements fij(t) s.t i ∈ I and j ∈ J .
Thus we can give the definition of a functional bi-cluster as:

Definition 2.1 An ideal bi-cluster is a sub-matrix B(I, J), s.t each element
fij(t) with i ∈ I and j ∈ J can be expressed as:

fij(t) = µIJ(t) + αIJ
i (t) + βIJ

j (t) ∀i ∈ I , ∀j ∈ J and t ∈ T

with µIJ(t), αIJ
i (t) and βIJ

j (t) defined for the bi-cluster B(I, J) as:

• µIJ(t) = 1
|I||J |

∑|I|
i=1

∑|J |
j=1 fij(t)

• αIJ
i (t) = 1

|J |
∑|J |

j=1 fij(t)− µ(t)

• βIJ
j (t) = 1

|I|
∑|I|

i=1 fij(t)− µ(t)

Notice that, αIJ
i (t) and βIJ

j (t) represent the rows/columns components, i.e.
the functional residues of respectively rows and columns with respect to the
average function µIJ(t) of the bi-cluster. Notice that both αIJ

i (t), βIJ
j (t) and

µIJ(t) are specific for each bi-cluster B(I, J), hence different bi-clusters could
have different row and column components. For simplicity of notation in the
next sections we drop the apexes I and J from µIJ(t), αIJ

i (t) and βIJ(t).
Starting from Definition 2.1 it is possible to obtain different kind of bi-clusters
associated to different application contexts by setting differently the param-
eters. Setting, for instance, αi = βj = 0 then the ideal bi-cluster is composed
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by a group of functions all equal to the average function µ(t) in the bi-cluster.
Considering non-null components αi(t) and βj(t), other ideal bi-clusters can
be obtained, discovering groups of functions that exhibit coherent variations
on the rows or on the columns of the data matrix. Setting αi = 0 and taking
only βj(t) into consideration, each bi-cluster is expressed by µ(t) + βj(t). If
forcing the column components to be equal to a constant value along the
domain, i.e. βj(t) = cj with cj ∈ R, then each element is represented by the
average behaviour of the bi-cluster plus a constant function representing its
column specific deviation. If instead βj(t) is not constrained as constant the
bi-cluster is a sub-matrix where each column has a similar average behaviour
except that for an additive functional components, giving more degrees of
freedom to the model. Similar considerations can be done for αi(t). Indeed,
considering only αi(t) and avoiding the usage of βj(t), each bi-cluster is ex-
pressed by µ(t) + αi(t) meaning that each element is equal to the average
behaviour of the bi-cluster plus a function representing its row specific de-
viation. When considering all the elements introduced in the Definition 2.1
the found bi-clusters are based on equation fij(t) = µ(t) + αi(t) + βj(t), giv-
ing the model different degrees of freedom, hence making more difficult the
interpretation of the results.
Consistently with the Cheng and Church approach, we want to find bi-
clusters B(I, J) which minimize a specific objective function, hence defin-
ing a specific H-score which measures the deviation of the selected rows
and columns from an ideal bi-cluster. The introduced H-score evaluates the
mean squared residual obtained when representing each function with the
estimated template µ(t)+αi(t)+βj(t) of the bi-cluster to which the function
is assigned to. We then define a new H-score for functional data as:

Definition 2.2 Let B(I, J) be a bi-cluster and fij(t) each function belonging
to it. The H-score of the functional bi-cluster B(I, J) is defined as:

H(I, J) =
1

|I||J |

|I|∑
i=1

|J |∑
j=1

∥∥fij − f̄ij∥∥2L2

with
f̄ij(t) = µ(t) + αi(t) + βj(t) (1)

being the template function of the bi-cluster.

The defined H-score is an index of the functions similarity in each bi-cluster.
The introduced H-score is based on the L2 distance between the observed
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functional data in the bi-cluster and its template, however, the definition
can be readily generalized introducing other metrics among curves to any
other functional Hilbert space.
It has to be noticed that every data matrix contains submatrices with the
perfect score H(I, J) = 0 which corresponds to the degenerative bi-cluster
B(I, J) having |I| = 1 and/or |J | = 1, following the Definition 2.1 of an ideal
bi-cluster. Using other definitions of ideal bi-clusters, by setting differently
the parameters αi(t) and βj(t), other limiting cases can be obtained. Indeed,
when setting αi = βj = 0 the degenerative bi-clusters withH(I, J) = 0 are all
the submatrices of dimension one. If instead we consider the row components
αi(t) and we set βj = 0 the degenerative bi-clusters are all the submatrices
with |I| ≥ 1 and |J | = 1, as opposite considering βj(t) and setting αi = 0
the degenerative bi-clusters are all the submatrices with |I| = 1 and |J | ≥ 1.
As these bi-clusters are limiting cases in which the H-score is zero by def-
inition, in the algorithm introduced in the next section we impose some
constrains on the bi-clusters dimensions according to the chosen parameters
setting. Specifically, if αi = βj = 0 each bi-cluster B(I, J) should have
|I| > 1 and |J | > 1, if we consider the column component βj(t) and αi = 0
then B(I, J) should have |I| > 1 and |J | ≥ 1, if we consider the row compo-
nent αi(t) and βj = 0 then B(I, J) should have |I| ≥ 1 and |J | > 1.

3 Functional Cheng and Church algorithm
As proven in (8), the problem of finding a bi-cluster is NP-hard, therefore
a greedy procedure is employed to find an approximate solution. Hence, to
find the set of bi-clusters a deterministic and greedy algorithm is defined
as in Algorithm 1, following the main structure of the Cheng and Church
procedure (see the A for original Cheng and Church algorithm details).
The algorithm starts considering the whole dataset and proceeds iteratively
removing and adding elements to find the biggest bi-cluster with an H-score
lower then a given threshold δ. The Multiple Node Deletion phase allows for
a faster but rougher procedure trying to remove at the same time groups of
rows or columns with scores bigger than the H-score scaled by a parameter
θ ≥ 1. The lower is θ the faster is the algorithm and more rows or columns
are removed at the same time. After this phase, a Single Node Deletion phase
is performed until the H-score is lower than a threshold δ; at each iteration
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the row or column with the biggest score is removed and the H-score of the
new obtained matrix is updated. In the functional case the rows/columns
scores are estimated extending the rows/columns scores introduced by (8).
Specifically, we evaluate respectively the row and the column scores of a
submatrix B(I, J) as:

diJ =
1

|J |

|J |∑
j=1

∥∥fij − f̄ij∥∥2L2
∀i ∈ I

djI =
1

|I|

|I|∑
i=1

∥∥fij − f̄ij∥∥2L2
∀j ∈ J

with f̄ij(t) as defined in (1). At the end of this phase the algorithm tries
to add removed rows or columns in order to make the bi-cluster as big as
possible without increasing the H-score. The Multiple and Single Node Dele-
tion steps follow the same procedure as in the original Cheng and Church
algorithm (See A for more details). In the original Node Addition Steps by
Cheng and Church also inverted rows are considered (see A), this because
the algorithm was developed for gene expression data and an anti-correlated
or inverted row may indeed represent a negatively regulated genes that is of
interest when finding a bi-cluster. In our case, we do not consider the in-
verted rows as they are not of interest when defining a bi-cluster in a general
framework.
After finding a new bi-cluster, in the original Cheng and Church algorithm,
before searching for a new one, a masking procedure is performed on the
assigned elements substituting them with numbers from a random distribu-
tion (see A). This procedure reduces the probability of those elements to be
assigned to another bi-clusters in the following iterations, but it does not en-
sure that, at the end of the algorithm, each element belongs to at most one
bi-cluster. For this reason, in our algorithm, we decide to avoid this masking
procedure. Therefore, as replacement, after a new bi-cluster is found, our
algorithm proceeds by looking for new bi-clusters avoiding to consider the
already assigned elements. An example of the used procedure is illustrated
in Figure 1. In details, after finding a new bi-cluster, the algorithm looks for
all the biggest submatrices contained in a binary matrix A′ where each ele-
ment a′ij = 1 if the function fij(t) has not been assigned yet to any bi-cluster
and 0 otherwise. To do that, we employ the Bimax Bi-clustering, based on
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the framework by (16), which searches for the biggest submatrices of ones
in a logical matrix. So, at each time a new bi-cluster is found, the set of
biggest submatrices on which a new bi-cluster can be found is updated and
the algorithm proceeds looking for a new bi-cluster in the biggest of these
submatrices. The procedure stops when the number of iterations exceeds a
fixed maxIter value or when no more bi-clusters are found in no one of the
submatrices of not assigned elements. Note that, in Figure 1, bi-clusters are
represented as blocks of adjacent rows and columns just for ease of expla-
nation. Indeed, the algorithm looks for bi-clusters that can reconstruct a
sub-matrix by means of a permutations of rows and columns.

Figure 1: Illustration of the iterative procedure of the Functional Cheng and
Church algorithm.
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Algorithm 1: Functional Cheng and Church algorithm

Input: (n,m) matrix A whose elements are functions fij(t)
δ ≥0 the maximum acceptable H-score
θ ≥1 a parameter for Multiple Node Deletion
maxIter the maximum number of allowed iterations

Result: A set B of Bi-clusters B(I, J) with H-score< δ

Set:

• B = {} set of bi-clusters found

• (I iter, J iter) = {(i, j) : i ∈ 1...n, j ∈ 1...m} set of not assigned elements

• M = {A} set of biggest submatrices and M=A

while iter < maxIter and M <> {} do
On M do:

1. Multiple Node Deletion: remove a group of rows/columns with
score greater than θ ·H-score.

2. Single Node Deletion: remove the rows/columns that reduce
H-score the most while H-score> δ.

3. Node Addition: add rows/columns that do not increase the H-score.

if A new bi-cluster B(I, J) is found then

• B = B ∪B(I, J)

• (I iter+1, J iter+1) = (I iter, J iter)/(I, J)

• update M applying Bmax algorithm on A′ with A′(I iter+1, J iter+1) = 1
and 0 elsewhere and select M ∈M the biggest submatrix

else
select the following biggest M ∈M

end
end
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Parameters Selection

As in the classical Cheng and Church algorithm, there are two important
parameters, δ and θ, that need to be set before the algorithm running. The
parameter δ influences the number of the obtained bi-clusters and generally
a small value of δ is better because it defines the quality of the bi-clusters.
However, a too low value would imply a really large number of bi-clusters
or even the impossibility to find a bi-cluster with score smaller than δ. By
contrast, a too high value of δ would imply a unique big bi-cluster that corre-
sponds to the whole data matrix. Hence, a balance value should be found for
this parameter before running the algorithm. To tune this δ parameter, we
perform a sensitivity analysis on the number of obtained bi-clusters and the
number of not assigned observations, observing how these two values change
when varying the parameter δ. Then, following the same approach used for
many other clustering techniques as the classical k-means, we choose the
value of δ where an evident change of slope (i.e. an elbow) in the observed
values is present.
The second important parameter that has to be set is θ, which is used in the
multiple node deletion phase of the algorithm and directly influences the al-
gorithm speed. A too high value of θ would make impossible to pass through
the multiple node deletion step forcing the algorithm to apply the slower
single node deletion step, while with a too low value of the parameter a high
number of rows and columns would be removed, thus following a too raw
procedure. Therefore θ is selected as big as possible, while still maintaining
low the computational time. To tune this parameter we make a sensitivity
analysis on the computational time requested to run the algorithm, taking δ
as fixed. Notice that, following (8), θ is taken greater or equal than unity to
guarantee the decreasing of the H-score along iterations.
An example of this parameters selection procedure is explained in Section 6.

4 Functional bi-clustering with alignment
As pointed out in Section 1, a problem often encountered in functional data
analysis is the misalignment of the curves (or registration problem). Indeed,
the misalignment may act as a confounding factor when analysing the data.
In the case of bi-clustering, allowing for curves registration, we are grouping
functions with a similar behaviour with respect to the bi-cluster template de-
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spite of a misalignment along the domain. To this purpose, we have to handle
with the problem of aligning each function to its template when defining a
bi-cluster.
In a general framework, given a set of functions F, aligning a function f to
another function g (that in our case is the template function) means finding
a warping function w(t) : R→ R of the abscissa parameter t such that f ◦w
and g are less dissimilar than f and g themselves, according to a defined
dissimilarity score ε(., .) : F × F → R. More precisely, given a dissimilar-
ity measure ε between curves and a class W of warping functions such that
f ◦ w ∈ F,∀f ∈ F and ∀w ∈ W, to align f and g one needs to find the w∗
which minimizes ε(f ◦ w,g). The couple (ε,W) should satisfy some minimal
requirements ((14),(17)):

1. The dissimilarity index ε has a lower bound in 0 and respects the clas-
sical properties of distance measures, i.e. it is reflexive, symmetric,
transitive;

2. The class of warping functions W is a convex vector space and has a
group structure with respect to function composition ◦;

3. The couple (ε,W) is consistent in the sense that given two functions, f
and g, we have that ∀w ∈W:

ε(f ◦ w,g ◦ w) = ε(f ,g).

From 2 and 3 we obtain that for all w1 and w2 ∈W:

ε(f ◦ w,g ◦ w) = ε(f ◦ w ◦ w−1,g) = ε(f ,g ◦ w ◦ w−1).

Property 3 highlights the importance of a careful and consistent choice of
the couple (ε,W), as these requirements concern ε and W) jointly (e.g. (18)
used the nonparametric form of the Fisher-Rao metric for this purpose).
In our case, the considered dissimilarity index is the squared L2 distance
between two functions, evaluated in the H-score as defined in Definition 2.2.
Therefore we consider the class of warping functions W as:

W = {w : w(t) = t+ q with q ∈ R},

i.e. the group of shift transformations, which were shown to fulfill properties
1-3 in (14).
Thus we can give the definition of functional bi-cluster with alignment as:
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Definition 4.1 An ideal bi-cluster is a sub-matrix B(I, J), s.t each element
fij(t) with i ∈ I and j ∈ J can be expressed as:

(fij ◦ wIJ
ij )(t) = µIJ(t) + αIJ

i (t) + βIJ
j (t)

with µIJ(t), αIJ
i (t) and βIJ

j (t) defined for the bi-cluster B(I, J) as:

• µIJ(t) = 1
|I||J |

∑|I|
i=1

∑|J |
j=1(fij ◦ wIJ

ij )(t)

• αIJ
i (t) = 1

|J |
∑|J |

j=1(fij ◦ wIJ
ij )(t)− µ(t)

• βIJ
j (t) = 1

|I|
∑|I|

i=1(fij ◦ wIJ
ij )(t)− µ(t)

and wIJ
ij (t) being a warping function in W the class of shift transformations.

For simplicity of notation in the remaining part of the paper we drop I and
J as apexes in µIJ(t), αIJ

i (t), βIJ(t) and IJ
ij (t).

The introduced warping function allows for an additional degree of freedom
in the definition of an ideal bi-cluster, by defining a shift on the domain
specific for each function. Setting differently the parameters αi(t) and βj(t)
and considering or not the warping function wij(t), many different types of
ideal bi-cluster can be obtained. As already underlined in Section 2, how
to set the parameters is application specific and depends on the problem at
hand.
The new H-score for a functional bi-cluster B(I, J) with alignment is hence
defined as:

Definition 4.2 Let B(I, J) be a bi-cluster and fij(t) each function belonging
to it. The H-score of the functional bi-cluster B(I, J) is defined as:

HIJ = min{wij ,i∈I,j∈J}⊂W
1

|I||J |

n∑
i=1

m∑
j=1

∥∥fij ◦ wij − f̄ij
∥∥2
L2

where
f̄ij(t) = µ(t) + αi(t) + βj(t) (2)

with µ(t), αi(t) and βj(t) as defined in Defintion 4.1 and wij(t) being a
warping function in W the class of shift transformations.
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An alignment procedure is also introduced when evaluating the row and the
column scores of a submatrix B(I, J) as:

diJ = min{wij ,i∈I,j∈J}⊂W
1

|J |

|J |∑
j=1

∥∥fij ◦ wij − f̄ij
∥∥2
L2
∀i ∈ I

dIj = min{wij ,i∈I,j∈J}⊂W
1

|I|

|I|∑
i=1

∥∥fij ◦ wij − f̄ij
∥∥2
L2
∀j ∈ J

where f̄ij(t) as in (2) and wij(t) being a warping function in W the class of
shift transformations.
In this case, the algorithm follows the same procedure as in Algorithm 1
except for, before evaluating the H-score of a bi-cluster B(I, J) and the rows
and columns scores, an alignment step is introduced. In details, in order to
find the warping functions wij(t), specific for each function fij(t) ∈ B(I, J),
a two steps iterative procedure is implemented as follow:

• Alignment of the functions: each function fij(t) inside the sub-matrix
B(I, J) is aligned to the template function f̄ij(t) determining a warping
function

w∗ij = argminwij∈W
∥∥fij ◦ wij − f̄ij

∥∥2
L2

(3)

with W being the class of shift transformations;

• Identification of the new template: the new template function f̄ij(t) of
the sub-matrix B(I, J) is estimated using the aligned functions (fij ◦
w∗ij)(t) as in (2).

These two steps are iterated until convergence, e.g. no more improvement in
minimizing the distance between aligned functions in the bi-cluster and the
template function are achieved. The aligned functions and the new template
are then used to estimate the H-score, as in Definition 4.2, and the rows and
columns scores. The iterative alignment procedure is shown in Algorithm 2.
The alignment procedure is introduced in Algorithm 1 in the Multiple and
Single node deletion step and in the Node Addition, i.e. each time the H-
score or the rows and column scores of a bi-cluster B(I, J) are evaluated.
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Algorithm 2: Alignment procedure

Input: A sub-matrix B(I, J) where each element is a function fij
Result: Warping functions w∗ij(t) ∈W for each function fij(t) with

i ∈ I and j ∈ J
while No more improvements in minimizing the distance between
aligned functions and the template function are achieved do

1. Alignment of the functions:
for each function fij(t) in the sub-matrix B(I, J) the warping
function w∗ij(t), which minimizes the distance of the function fij(t) to
the template function f̄ij, is determined;

2. Identification of the new template:
evaluate the new template function f̄ij(t) of the sub-matrix B(I, J)
using the aligned functions (fij ◦ w∗ij)(t).

end

5 Simulation study
In this section we illustrate the potential of the FunCC algorithm, described
in the previous sections, through different simulation studies. In details,
in case A, we simulate a non-exhaustive bi-cluster structure showing the
potential of the algorithm in determining only the true bi-clusters and leaving
all the other elements as not assigned. In case B, we show the importance
of considering the rows (and/or the columns) components. In case C, we
show the performance of our algorithm in the case of misaligned functions.
The FunCC algorithm is then compared with the state-of-the-art methods
for functional bi-clustering in case D.

5.1 Case A: non-exhaustive bi-cluster

We simulate a data matrix A of dimensions 30 x 7 with two bi-clusters.
Each bi-cluster is defined considering different prototype curves: g1(t) =
[t4− t3− 19t2− 11t+ 81]/10, g2(t) = [−(t4− t3− 19t2− 11t)− 100]/10 with
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t ∈ [0, 5]. The data matrix is generated as follows:

gij(t) =

{
g1(t) + εij(t) ∀ (i, j) ∈ [1 : 15, 1 : 4]

g2(t) + εij(t) ∀ (i, j) ∈ [17 : 30, 5 : 7]

where the errors εij(t) are from a Gaussian process with zero mean and
E(εij(t)εij(s)) = e−(|t−s|). All other elements in A are i.i.d. noisy data such
that gij(t) = 5εij(t). The simulated curves are displayed in Figure 2.

Figure 2: Simulated curves (Case A)

The FunCC algorithm, with parameters δ = 2, θ = 1, αi = 0 i = 1, ..., n
and βj = 0 j = 1, ...,m, can easily reconstruct the bi-clustering structure: it
finds two bi-clusters, which come from templates g1(t) and g2(t) respectively,
leaving all the other elements as not included in any bi-cluster. Results
are shown in Figure 3, where bi-cluster 0 represents the artificial bi-cluster
containing the not assigned elements.
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Figure 3: Obtained results applying FunCC algorithm to the simulated data
(Case A): resulting matrix (left) and assigned functions to each bi-cluster
(right). The not assigned elements are artificially assigned to bi-cluster 0.

5.2 Case B: the rows components

We simulate a data matrix A of dimensions 30 x 7 with three bi-clusters.
Each bi-cluster is defined considering as prototype curves: g1(t) = t4 − 9t2,
g2(t) = −(t4 − 9t2) + 5 and g3(t) = 0 with t ∈ [−3.5, 3.5].
We define each entry gij(t) of the data matrix A as the introduced prototype
curves with an additional small error εij(t). Random row components are
also added as αi(t) = ci ∼ U [0, 1] i = 1, ..., n, t ∈ [0, 5].
Specifically the data matrix is generated as follows:

gij(t) =


g1(t) + αi(t) + εij(t) ∀ (i, j) ∈ [1 : 14, 1 : 5]

g2(t) + αi(t) + εij(t) ∀ (i, j) ∈ [15 : 30, 1 : 5]

g3(t) + αi(t) + εij(t) ∀ (i, j) ∈ [1 : 30, 6 : 7]

where the errors εij(t) are from a Gaussian process with zero mean and
E(εij(t)εij(s)) = e−(|t−s|). The simulated curves are displayed in Figure 4.
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Figure 4: Simulated curves with row components (Case B)

The FunCC algorithm, with parameters δ = 10, θ = 1, αi(t) = c ∈ R i =
1, ..., n, t ∈ [0, 5] (i.e. constrained as constant) and βj = 0 j = 1, ...,m, t ∈
[0, 5], finds three bi-clusters whose results are reported in Figure 5.

Figure 5: Obtained results applying FunCC algorithm to the simulated data
(Case B): resulting matrix (left), assigned functions to each bi-cluster (right)

It is immediate to observe that the algorithm is able to perfectly recon-
struct the generated data structure assigning each element to the correspond-
ing bi-cluster. If not considering any row components when searching for the
bi-clusters, the algorithm is not able to detect the three bi-clusters and iden-
tifies an higher number of bi-clusters just taking into account the average
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functional behaviour in each bi-cluster. If instead αi(t) is not constrained
to be a constant component, then bi-cluster 1 and bi-cluster 2 are joined
together, since each element can be described by the average function plus a
column specific functional component.

5.3 Case C: the shift alignment

Consider the prototype curve c(t) = 2sin(2t) with t ∈ [0, 2π]. We simulate
a data matrix A of dimensions 15 x 20 whose entries are functions coming
from the introduced prototype curve with a random translation along the
domain from a uniform distribution between 0 and 2π, plus an additional
small error. Specifically,

gij(t) = 2sin(2t+ u) + εij(t) u ∼ U [0, 2π] i = 1, ..., n j = 1, ...,m,

where the errors εij(t) are Gaussian process with zero mean and E(εij(t)εij(s)) =
0.1e−(|t−s|). The 300 simulated curves are displayed in Figure 6.

Figure 6: Simulated curves with shift alignment (Case C)

The FunCC algorithm, with parameters δ = 0.1, θ = 1, αi(t) = 0 i =
1, ..., n, t ∈ [0, 2π], βj(t) = 0 j = 1, ...,m, t ∈ [0, 2π], finds a unique bi-cluster
that covers the entire data matrix whose results are reported in Figure 7.
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Figure 7: Obtained results applying FunCC algorithm to the simulated data
(Case C): aligned functions in the bi-cluster (left) and warping functions for
each function (right).

The alignment step is performed allowing for a maximum shift of 30% of
the domain. If not considering the alignment phase the algorithm does not
find a single bi-cluster, i.e. it does not recognize that all the functions come
from the same distribution and try to group them in different bi-clusters.

5.4 Case D: Comparison with state-of-the-art method

This last numerical study aims to compare the FunCC algorithm with ther
state-of-the-art method in the functional bi-clustering literature, namely with
the FunLBM algorithm by (6). The two methods, even if they have the same
purpose of finding common groups of rows and columns, have many differ-
ences by construction. First of all, the FunCC method, as natural extension
of the Cheng and Church model ((8)), looks for non exhaustive bi-clusters,
while the FunLBM, as natural extension of the Latent Block Model (LBM,
(7)), looks for exhaustive bi-clusters able to reconstruct a checkboard struc-
ture by means of a permutation of rows and columns. Regarding the model
themselves, the FunCC algorithm is deterministic and non-parametric while
the FunLBM algorithm is semi-parametric since it assumes a Gaussian mix-
ture distribution on the basis coefficients of the functional data. In this
regard, being non-parametric, the FunCC procedure is expected to perform
better than the FunLBM procedure in the cases in which the bi-clusters are
not gaussian. Moreover, while the FunLBM algorithm works on the basis
expansion of the functional data performing a basis decomposition inside the
algorithm, the FunCC algorithm allows for different smoothing choices since
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it does not rely on any specific smoothing procedure because it works on the
functions themselves rather than on the coefficients of a basis expansion. Fur-
thermore we have to underline that the FunLBM model does not deal with
row or column components, neither with curves registration problems that
may be crucial when identifying bi-clusters. Thus, to directly compare the
two models, we simulate a data matrix with a checkboard structure, without
assuming any row or column components in the data, neither introducing a
misalignment. This is a case that can be properly managed also by the LBM
(6).
The simulated data matrix A has dimension 30 x 7 with nine bi-clusters,
whose means are defined by nine different functions f1(t), ..., f9(t) with t ∈
[0, 1], as shown in Figure 8.

Figure 8: The simulated data matrix structure (left) and the nine functional
means used in the simulations (right).

All curves are sampled as follows:

gijk(t) = N(fk(t), 0.12) i = 1, ..., 30 j = 1, ..., 7 t ∈ [0, 1]

In Figure 9 obtained results for both FunLBM and FunCC algorithm are
reported.
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Figure 9: Obtained results applying both FunLBM and FunCC algorithm to
the simulated data (Case D). Resulting biclusters (left) and assigned func-
tions to each bi-cluster (right)

In details, FunLBM algorithm is run with parameters L = 3, K = 3
(representing respectively the number of rows and columns clusters) and
Fourier basis expansion with 18 basis; FunCC algorithm is run with param-
eters δ = 0.6, θ = 1, αi(t) = 0, i = 1, ..., 30 t ∈ [0, 1], βj(t) = 0, j =
1, ..., 7 t ∈ [0, 1]. The same smoothing technique as in the FunLBM proce-
dure is applied. It is possible to observe that both methods are able to detect
the different subgroups of the simulated data matrix.

6 Case Study
The new algorithm presented in Section 2 has been applied on a real case
study to underline its potential on a real dataset. We focus on the Bike Shar-
ing System (BSS) of Lyon, called Vélo’v, with the aim of providing useful
information for the correct management of the service by highlighting spe-
cific spatio-temporal patterns in the bike stations usage profiles.
The analysed dataset contains the loading profiles of the 345 bike stations in
Lyon over one week in March 2014 and it is available at https://developer.
jcdecaux.com/ trough an api key. This dataset has been first used in (19)
that aimed at identifying common operating patterns and highlight potential
issues of the BSS. In this work the authors treated the data as functional, due
to their continuous dependence on time, and performed a cluster analysis on
the leading profiles of each station looking at them as a single curve along the
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entire week. By doing so, they discovered stations with a common behaviour
during the whole week, but at the expense of the differences between days.
It may indeed happen that some stations have a similar behaviour during
some specific days but a different one in other days, as usually a different be-
haviour is observed among working days and during Saturday or Sunday. To
underline these patterns, a bi-clustering approach is necessary, since it allows
to look at the same time at two dimensions, i.e. the stations and the days,
identifying subgroups of stations with the same behaviour in a subgroup of
days. Following this idea, in our analysis we define a function for each station
and for each day, arranging the functional data in a matrix whose rows are
stations and columns are days. We define a bike station loading profile dur-
ing an entire day as a continuous functional datum representing the number
of available bikes divided by the total number of bike docks at each times-
tamp. In details, a kernel density estimation smoothing procedure is applied
on the functions, with a tricube kernel function, a bandwidth equal to 0.5
and a numerical estimation grid of 240 points (see (20) for more details on
smoothing procedures). The final data matrix is composed by 2415 curves
fij(t), i.e. 345 stations (i.e. rows) per 7 days (i.e. columns), and the resulting
functions are shown in Figure 10.

Figure 10: Left: a sample of 300 curves randomly extracted from the func-
tional data matrix. Right: the position of the 345 bike stations in Lyon.

The FunCC algorithm, presented is Section 2, is then applied on this
dataset with the aim of finding sub-groups of bike stations and days with
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a similar behaviour. To this purpose, no alignment is considered and both
αi(t) and βj(t) are set equal to zero for all i and j. In this way, each bi-
cluster is represented only by its average behaviour and the ideal bi-cluster
is characterised by a group of functions all equal to each other. A sensitivity
analysis is performed to set the two hyper-parameters δ and θ, as explained
is Section 2. First, a sensitivity analysis is performed to choose the threshold
parameter δ maintaining θ fixed at high value as to not perform the multiple
node deletion. In Figures 11 the different number of obtained bi-clusters and
the number of observations not assigned to any bi-cluster obtained varying
the parameter are reported.

Figure 11: The different number of obtained bi-clusters (left) and the number
of observations not assigned to any bi-cluster (right) varying the parameter
δ.

Looking at the trend of the number of not assigned elements we notice
that for a δ bigger than 0.015 the curve seems not to decrease (an elbow
is evident). In addition, observing the number of obtained bi-clusters, we
notice that with δ around 0.03 the descent is gentle and after this value the
trend does not change essentially. A δ equal to 0.03 is chosen as threshold
for the H value of each bi-cluster. After setting parameter δ, the computa-
tional requested time to run the algorithm is evaluated when varying θ in
the interval [1, 3] (Figure 12).
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Figure 12: Computational requested time (in minutes) to run the algorithm
varying θ.

It can be noticed that, with values bigger than 1.8, the computation time
converges. Recall that, when choosing θ, the aim is to maintain low the com-
putational time while being precise in finding a bi-cluster, i.e. removing only
one row/column at time. For this reason we decide to proceed with θ = 1.25
setting a computation time as short as possible, while maximizing θ to be
more precise when removing elements from bi-clusters.
Results obtained with δ = 0.03 and θ = 1.25 are shown in Figure 13 and
Figure 14.
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Figure 13: Functions belonging to each bi-cluster with template functions in
black

25



Figure 14: Data matrix showing the membership of each element to the
respective bi-cluster.

A total of 121 bi-clusters is found, while observations not assigned to any
bi-clusters are artificially assigned to bi-cluster 0, which is coloured in grey.
Among the found bi-clusters, 54 have both the number of covered rows and
columns bigger than one, while respectively one and 66 are composed by a
singular row or a singular column, thus representing the specific behaviour
of a specific bike stations along different days and the specific behaviour of
a group of bike stations along one day.
For each found bi-cluster all the functions contained in that bi-cluster are
shown together with their bi-cluster template, i.e. their average function.
Figure 14 shows the membership to a bi-cluster of each element of the func-
tional data matrix. Note that the found bi-clusters have been ordered from
the biggest one to the smallest one, considering the number of included ele-
ments. Figure 15 shows the coverage of each bi-cluster in terms of percentage
of contained elements.
The first bi-cluster is the bi-cluster 0, i.e. the artificial bi-cluster containing
the not assigned elements. We can notice that the obtained results are able
to explain the 99% of the data, while the 0.4% of the functions are not as-
signed to any bi-cluster. With the first ten bi-clusters we are able to explain
more than the 50% of the data, while with the first 30 we are over the 70%
of coverage.
Evaluating the percentage of working and weekend days for each bi-cluster,
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Figure 15: Coverage of each bi-cluster in terms of percentage of contained
elements.

we notice that some bi-clusters cover specific patterns of the working days
(e.g. bi-clusters 2 and 4) or of the weekends (e.g. bi-clusters 6 and 7), while
other bi-clusters consider stations that have the same pattern during both
working days and Saturday or Sunday (e.g. bi-cluster 1 and 3).
Observing the found bi-clusters and their associated functions of loading pro-
files, it is possible to identify different activity areas in the city according to
the day of the week. In particular, among the 121 found bi-clusters, different
main groups can be identified: the constant profiles, the residential profiles,
the working profiles and the weekend profiles.
Bi-clusters showing a constant profile of usage during the whole day can un-
derlay a no usage or a continuous replacement of bikes. Among these, some
bi-clusters represent the almost-always-full stations (e.g. bi-clusters 3 and
17) and others the almost-always-empty stations (e.g. bi-clusters 1 and 9).
These bi-clusters are important as they include stations in which it is not
possible to drop-off or pick-up a bike respectively, thus implying users dis-
satisfaction.
Bi-clusters underlying working profiles (e.g. bi-clusters 4 and 12) coupled
with bi-clusters representing residential profiles (e.g. bi-clusters 2 and 19)
are mainly centered during working days. These two different groups show an
opposite behaviour, while the first one contains stations which respectively
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fill up in the morning and empty out in the evening, the stations in the
second one empty out in the morning and fill up in the evening. Therefore,
these two groups reveal a clear commuting behaviour of the bike sharing users
which move during working days in the morning and evening rush hours. As
explanatory example of this behaviour we can observe bi-clusters 2 and 4
(see Figure 16 to observe all the functions belonging to the bi-clusters with
the bi-cluster template (in black), the corresponding days and bike stations
location).

Figure 16: Functions belonging to the bi-clusters with the bi-cluster template
in black (top), the corresponding days (center) and bike stations location
(bottom) respectively of bi-cluster 2 (left) and 4 (right).

In details, bi-cluster 2 is composed by 42 stations and five days (from
Monday to Friday). Loading profiles belonging to it represent full stations
before 8a.m. and after 8p.m. and empty stations during the rest of the day.
Observing the map, it is possible to notice that these stations are mostly
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located in residential areas in the East of the city. Bi-cluster 4 (Figure
16(right)) is composed by 28 stations on five working days from Monday
to Friday. This bi-cluster is characterized by stations which are full between
8a.m.-8p.m. and empty in the rest of the day, showing an opposite behaviour
with respect to bi-cluster 2. Observing the map, it is possible to observe that
these stations are mainly located in parts of the city with many companies
where people are probably used to commute during the day, thus explaining
this peculiar loading profile.
Another small group of bi-clusters contains bi-clusters almost covering week-
end days, thus showing what we can call a weekend profile.

Figure 17: Functions belonging to the bi-clusters with the bi-cluster template
in black (top), the corresponding days (center) and bike stations location
(bottom) respectively of bi-cluster 6 (left) and 7 (right).

Focusing for example on bi-cluster 6, Figure 17(left), we can notice that
this bi-cluster covers the loading profiles of 35 stations which are mainly a
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subgroup of stations belonging to bi-cluster 2, i.e. residential stations, but
during Saturday and Sunday. These stations are full until 8a.m., then they
slowly empty out, even if not completely, until 4p.m. and finally they again
refill. Bi-cluster 7 shows instead an opposite behaviour, Figure 17(right),
covering 20 bike stations which slowly fill up during evening midnight and
then slowly empty out during the night on Saturday and Sunday. We can
explain this particular behaviour observing from the map that these stations
are mainly located in the city center, very closed to River Sāone banks, where
there are many shops and bars, therefore they are probably used by people
going out clubbing and then coming back home late at night.

7 Conclusion
In this paper a new bi-clustering technique for functional data is presented to
group simultaneously rows and columns of a data matrix whose elements are
functions on a continuous domain. The presented algorithm is non paramet-
ric and very flexible, allowing to discover different bi-clustering depending on
the problem at hand. In details a bi-cluster can be defined as group of func-
tions with similar average behaviour considering or not the rows/columns
components. The aim is to have a method which can be applied to real
functional dataset, in which not all the elements belong to a bi-cluster and
where data are not necessarily Gaussian, thus modelling assumptions on the
data are hardly verified. Moreover, since another common problem in real
functional datasets is the misalignment of the data, in the FunCC algorithm
an alignment procedure is also implemented. Therefore, compared to other
methods presented in the literature, the FunCC algorithm presents some
advantages being totally non parametric, non exhaustive (thus not forcing
all elements in the data matrix to be in one bi-cluster) and allowing for a
registration step. Empirical simulations are performed, clearly showing the
potential of the FunCC method.
The algorithm is also applied on real dataset, the bike sharing system of Lyon,
with the aim of providing useful information for the correct management of
the service. Through our functional bi-clustering technique we discover sub-
groups of stations and days with similar behaviour. Clear patterns of usage
are revealed, allowing to segment the bike stations into different usage pro-
files (for example the residential and industrial profiles) according to the days
of the week, identifying when the bike demand is higher. Moreover, groups
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of stations always full or always empty are highlighted, revealing some criti-
calities in the service.
The algorithm proposed in this work is implemented in the R package FunCC,
available at https://cran.r-project.org/web/packages/FunCC/index.html.
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A Appendix section
Referring to the Cheng and Church model ((8)), given a data matrix A
composed by n rows and m columns, a bi-cluster B(I, J) is a set of rows
I and a set of columns J such that each element aij in the bi-cluster can
be expressed as: aij = µ + αi + βj with i ∈ I and j ∈ J , where µ is the
average value in the bi-cluster and αi and βj are respectively the residue
value between row and column average value and the bi-cluster total average
value aIJ . In details:

• µ = 1
|I||J |

∑
i∈I,j∈J aij

• αi = 1
|J |
∑

j∈J aij − aIJ

• βj = 1
|I|
∑

i∈I aij − aIJ

The mean squared residue score of a bi-cluster B(I, J) is expressed as:

H(I, J) =
1

|I||J |
∑

i∈I,j∈J

(aij − āij)2

where āij = µ+αi+βj. To find a set of bi-clusters in the data, a deterministic
and greedy approach is employed returning as output bi-clusters having the
maximal dimension in terms of number of rows and columns according to the
minimization of a mean squared residue score H. Specifically, a sub-matrix
B(I, J) is a bi-cluster if its H-score is smaller than a given threshold δ taken
as input parameter by the algorithm. The aim of the algorithm is to find a
maximal submatrix with a low H score. The Cheng and Church algorithm
can be considered as a three steps procedure as expressed in Algorithm 3.
Initially a nodes deletion step is performed removing rows and columns of
the data matrix to minimize the mean squared residue H. Then the result of
the deletion is modified by adding nodes which do not impact on the score,
obtaining as output the maximal bicluster below the chosen threshold δ is
identified. Details of Multiple and Single Node Deletion and Nodes Addition
procedures are reported in Algorithm 4, 5 and 6. In details for the Multi-
ple Node Deletion step, Algorithm 4, a new parameter θ is considered and
the rows and columns with scores beyond a value identified by the threshold
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θ ·H(I, J) are removed. This procedure is very fast but may return too much
shrunk matrices. The Single Node Deletion step, in Algorithm 5, is instead a
lower procedure deleting one node at the time. While H(I, J) is bigger than
the threshold δ and other rows and columns can be removed, the algorithm
proceeds evaluating the rows and columns scores and removing the row or
the column with the higher score, i.e. the one which largely contribute to
the score H.
After the deletion phase, the resulting bi-cluster may not be maximal; hence
an addition step is performed, trying to add all the rows and the columns
that do not increase the score H. In this step the procedure tries to add
also the anti-correlated or inverted rows. This step was introduced because
the original Cheng and Church algorithm was developed for gene expression
data. An anti-correlated or inverted row in a gene expression data may in-
deed represent a negatively regulated genes that is of interest when finding
a bi-cluster.
Finally the algorithm is iterated without considering the results already
found; to do so a masking procedure is performed. This masking proce-
dure consists in replacing all the elements in the matrix already assigned to
one bi-cluster with random values. This makes quite unlikely that already
assigned elements would be reassigned to other bi-clusters, but it does not
ensure it.
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Algorithm 3: Cheng and Church algorithm

Input: (n,m) matrix A whose elements are numbers aij
δ ≥0 the maximum acceptable mean residue score
θ ≥1 a parameter for multiple node deletion

Result: A set B of Bi-clusters B(I, J) with mean residue score
lower than δ

Set:

• B = {} set of bi-clusters found

• (I, J) = {(i, j) : i ∈ 1...n, j ∈ 1...m} set of not assigned elements

while A new bi-cluster B(I, J) is found do
On A do:

1. apply Algorithm 4 to perform Multiple Node Deletion.

2. apply Algorithm 5 to perform Single Node Deletion.

3. apply Algorithm 6 to perform Node Addition.

if A new bi-cluster B(I, J) is found then

• B = B ∪B(I, J)

• mask the assigned data

end
end
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Algorithm 4: Multiple Node Deletion

Input: (n,m) matrix A whose elements are numbers aij
δ ≥0 the maximum acceptable mean residue score
θ ≥1 a parameter for multiple node deletion

Result: A submatrix A(I, J) of A with a score no larger than δ

Set:

• A(I, J)=A

• (I, J) = {(i, j) : i ∈ 1...n, j ∈ 1...m} set elements in A(I, J)

• evaluate H(I, J)

while H(I, J) > δ do

On A(I, J) do:

1. Evaluate H(I, J)

2. Remove the rows i ∈ I with 1
|J |
∑

j∈J(aij − āij)2 > θH(I, J)

3. Evaluate H(I, J)

4. Remove the columns j ∈ J with 1
|I|
∑

i∈I(aij − āij)2 > θH(I, J)

if No deletion is performed then
STOP

end
end
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Algorithm 5: Single Node Deletion

Input: (n,m) matrix A whose elements are numbers aij
δ ≥0 the maximum acceptable mean residue score

Result: A submatrix A(I, J) of A with a score no larger than δ

Set:

• A(I, J)=A

• (I, J) = {(i, j) : i ∈ 1...n, j ∈ 1...m} set elements in A(I, J)

• evaluate H(I, J)

while H(I, J) > δ do

On A(I, J) do:

1. Find the row i ∈ I with the largest diJ = 1
|J |
∑

j∈J(aij − āij)2

2. Find the column j ∈ J with the largest dIj = 1
|I|
∑

i∈I(aij − āij)2

if diJ > dIj then
delete row i

else
delete column j

end
end
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Algorithm 6: Node Addition

Input: (n,m) matrix A whose elements are numbers aij
I and J representing the submatrix A(I, J)

Result: I ′ and J ′ such that I ′ ⊂ I and J ′ ⊂ J with the property
that H(I ′, J ′) ≤ H(I, J)

Set:

• evaluate H(I, J)

while A row or a column is added do

On A(I, J) do:

1. Add the columns j /∈ J with 1
|I|
∑

i∈I(aij − āij)2 ≤ H(I, J)

2. evaluate H(I, J)

3. Add the rows i /∈ I with 1
|J |
∑

j∈J(aij − āij)2 ≤ H(I, J)

4. For each row i /∈ I add its inverse if∑
j∈J(−aij − (aIJ − αi + βj))

2 ≤ H(I, J)

end
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