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Abstract

This paper concerns the optimal control of a free surface flow with moving contact line, inspired by

an application in ink-jet printing. Surface tension, contact angle and wall friction are taken into

account by means of the generalized Navier boundary condition. The time-dependent differential

system is discretized by an arbitrary Lagrangian-Eulerian finite element method, and a control prob-

lem is addressed by an instantaneous control approach, based on the time discretization of the flow

equations. The resulting control procedure is computationally highly efficient and its assessment by

numerical tests show its effectiveness in deadening the natural oscillations that occur inside the nozzle

and reducing significantly the duration of the transient preceding the attainment of the equilibrium

configuration.
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1. Introduction

Optimal control of systems governed by PDEs is a highly relevant issue in industrial applications,

and the interest on this subject is continuously increasing in different fields, ranging from the mathe-

matical description and analysis of this kind of problems to the engineering solutions to it, and to the

actual implementation of control strategies in industrial processes. This task is even more challenging

if fluid dynamics systems are involved, due to the intrinsic complex nature of the related phenomena.

The present work is inspired by an application in inkjet printing. This technology is widely

employed to many aims, ranging from household usage to industry and security. Particularly in the

latter case, precision and accuracy of the printing are the main objectives, and thus the control of the

ink jets plays an important role.

Different modes of operation are adopted by printing devices, but drop-on-demand printing meth-

ods are mostly preferred to continuous jet release, in precision applications. This means that the ink

inside the printing cartridge is subject to successive impulses (by means of thermal or piezoelectric ac-
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tuators), and separate jets are thus ejected from a nozzle according to the following steps, as displayed

in Fig. 1:

(a) in the initial condition, the fluid and the thermal actuator are at rest, and the free surface Γ has

a known shape;

(b) an electrical pulse activates the heater, that induces the sudden formation of a vapor bubble which

pushes the ink through the nozzle;

(c) the heater is switched off and the bubble collapses, creating a counter-pressure that makes part

of the ink reverse into the nozzle: inertia induces the detachment of a jet from the rest of the ink;

(d) after the ejection, the nozzle is refilled by capillary forces and oscillations occur at the meniscus

Γ;

(e) if the actuator is activated again before the initial configuration is restored, the shape of Γ is

perturbed;

(f) the perturbation of the free surface determines a poor control of the following jet, thus spoiling

the quality of the printing.

From Fig. 1(e)-1(f), we can notice that the dynamics inside the nozzle has a major impact on the

quality of the following jet formation. Therefore, in the present paper we look for a suitable control

strategy to act on the physical oscillations naturally occurring at the free surface during the filling of

the capillary pipe (cf. Fig. 1(d)), in order to shorten the transient between two drop ejections.

The solution of a time-dependent optimal control problem is a difficult task, and it is even more

difficult when moving geometries are involved. This is the case, for example, in shape optimization

problems [1, 2, 3]. In some situations, a reformulation on a fixed, reference domain can help reducing

the computational effort (see, e.g., [4, 5, 6]), but if big deformations are involved, this strategy loses

its suitability. The same arguments hold also for free surface problems, like in the present case, where

the motion of the contact line [7, 8, 9, 10, 11] is a further source of complexity.

In all these cases, the design and application of a control procedure to find the optimal control entail

refined mathematical results and a high computational burden, both in terms of computational power

and memory storage. In order to overcome these difficulties, approximate optimization strategies

have been developed, such as the receding horizon control - also called model predictive control -

[12, 13, 14, 15], that can be adopted to find a suboptimal solution by solving a sequence of (inexact)

optimization problems on portions of the complete timespan of interest. Due to the low computational

effort they require, these approaches are highly valuable in industrial applications, where quick - albeit

suboptimal - solutions are very helpful in the design of innovative devices.
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Figure 1: Operating cycle of a drop-on-demand thermal inkjet printer.

Following this perspective, in this work an instantaneous control approach (IC) is adopted, which

is the simplest version of receding horizon control, initially introduced in [16]. Some theoretical results

can be found in the literature, showing the stability and convergence properties of IC [17, 18, 19],

and its relationship with other feedback control techniques [20, 21, 22, 23]. Numerical experiments

will show the effectiveness of the application of IC to the present problem, by reducing the natural

oscillations of the free surface and shortening the transient that the flow experiences before achieving

its equilibrium configuration.

The present paper is organized as follows. Sec. 2 is devoted to the description of the mathematical

model of the physical phenomenon under investigation, and its stabilized ALE-FEM discretization. In

Sec. 3, the optimal control problem is introduced, and an instantaneous control algorithm is designed

for its solution. Numerical tests are reported in Sec. 4, in order to calibrate the control procedure and

to show its effectiveness for the problem under inspection.
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Figure 2: Geometrical settings of a free-surface problem.

2. Description and discretization of the state problem

In the present work, we deal with the optimal control of a free surface flow problem. We consider

the simple and idealized configuration depicted in Fig. 2, which, anyway, contains all the main features

of the addressed industrial application, such as a free surface with moving contact line and a contact

force. An incompressible fluid lays in a cylindrical domain Ω ⊂ R3, whose boundary is partitioned in

a solid wall Σ on the sides, a free surface Γ between the fluid under investigation and a gas staying

above, and a virtual, open boundary Σb at the bottom, separating the region of interest from the rest

of the space occupied by the fluid. The fluid at hand is Newtonian, and we consider surface tension

and capillary effects to occur at the free surface. Therefore, a contact angle θ different from 90◦ can

be observed at the contact line ∂Γ = Γ ∩ Σ.

The governing equations describing the dynamics of the fluid of interest can be collected in the fol-

lowing time-dependent, incompressible Navier-Stokes boundary value problem on the moving domain
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Ωt, with boundary ∂Ωt = Γt ∪ Σt ∪ Σb,

∂tu + (u · ∇)u− div σ = g in Ωt, t > 0,

div u = 0 in Ωt, t > 0,

σν · τ = 0, σν · ν + γH = 0 on Γt, t > 0,

u · ν = V · ν on Γt, t > 0,

u · ν = 0, (σν + βu + γ(cos θ − cos θs)δ∂Γ bs) · τ = 0 on Σt, t > 0,

σν = −pν + ζ on Σb, t > 0,

u = u0 in Ω0, t = 0,

(1)

where pressures p, p and stresses σ, ζ are rescaled w.r.t. to the density ρ of the fluid (e.g., p = p̃/ρ,

where p̃ is the physical pressure). In system (1), τ is a generic vector tangent to the boundary,

σ = ν
(
∇u +∇uT

)
− pI is the (rescaled) stress tensor, I being the identity tensor, g = −ge3 is the

gravity force, e3 being the upwards vertical vector of the canonical basis {ei}3i=1, γ is the surface

tension coefficient, H is the total curvature of Γt, β is the friction coefficient on Σt, and −pν +ζ is an

external stress applied on Σb, instrumentally expressed by the sum of an hydrostatic component −pν

and a generic perturbation ζ. The quantity ζ will be taken as the control variable of the problem

introduced in Sec. 3. Therefore, in the uncontrolled case (i.e. ζ=0) the equilibrium height of the

capillary pipe will be prescribed by p. The distribution δ∂Γ is defined as

〈δ∂Γ, ϕ〉 =

∫
∂Γt

ϕdλ, for any smooth function ϕ, (2)

with λ denoting the (d−2)−dimensional Lebesgue measure on ∂Γt. 1 It is worth to point out that the

generalized Navier boundary condition is imposed on the solid wall Σt, relating the tangential stress

exerted on the fluid with the discrepancy between the current contact angle θ and its equilibrium

value θs. This condition was introduced in [24], and its employment to take into account a moving

contact line has been quite established in the literature of the last decade [25, 9, 26, 27].

Before addressing the optimal control of problem (1), we complete its description by discussing its

numerical discretization: this is the subject of the Sec. 2.1.

2.1. Discretization of the state problem

In the present work, we adopt an ALE-FEM discretization of the system, inspired by [28] and

discussed in [27]. Introducing a time grid {t(n)}Nn=0 with uniform step length ∆t on the timespan [0, T ],

1In the rest of the present paper, Lebesgue measure will be understood in all the integrals, for any dimension.
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a sequence {Ω(n)}Nn=0 of domains is defined, representing the configurations of the moving domain Ωt

at the grid instants. Correspondingly, a sequence of ALE maps of the form An−1,n = I + ∆t V(n−1)

can be introduced, mapping the domains through the different time steps: Ω(n) = An−1,n(Ω(n−1))

[29]. Employing the same map, we can recursively define the velocity and pressure variational spaces

as follows, starting from the initial ones V 0 = {v ∈ [H1(Ω0) ∩ H1(Γ0)]d : v · ν = 0 on Σ0} and

P 0 = L2(Ω0):

V (n) = {v ∈ [H1(Ω(n)) ∩H1(Γ(n))]d : v ◦ An−1,n ∈ V (n−1)}, (3)

P (n) = {π ∈ L2(Ω(n)) : π ◦ An−1,n ∈ P (n−1)}. (4)

The domain velocity V(n) brings additional transport terms into the differential system (1),

whose time discretization in weak form reads as follows: given u0, for each n = 0, . . . , N − 1, find

(u(n+1), p(n+1)) ∈ V (n+1) × P (n+1) such that, ∀(v, π) ∈ V (n) × P (n),

1

∆t
(u(n+1),v)Ω(n+1) + a(n+1)(u(n+1),v) + b(n+1)(v, p(n+1))

− b(n+1)(u(n+1), π) + c
(n+1)
ALE (u(n),V(n),u(n+1),v)

+ s(n+1)(u(n),V(n),u(n+1),v) + ∆t S
(n+1)
Γ (u(n+1),v)

=
1

∆t
(u(n),v)Ω(n) + F (n+1)(v; ζ),

(5)

where the different forms are defined as follows:

(·, ·)Ω(n+1) is the L2 inner product on Ω(n+1),

a(n+1)(u,v) =
(ν

2
(∇u +∇uT ),∇v +∇vT

)
Ω(n+1)

+

∫
Σ(n+1)

βu · v,

b(n+1)(v, π) = −(div v, π)Ω(n+1) ,

c
(n+1)
ALE (w,V,u,v) = ([(w −V) · ∇]u,v)Ω(n+1) − (div (V)u,v)Ω(n+1) ,

s(n+1)(w,V,u,v) =
1

2
(div (w)u,v)Ω(n+1) −

1

2

∫
Γ(n+1)

(w −V) · ν u · v,

S
(n+1)
Γ (u,v) =

1

2

∫
Γ(n+1)

γν2
3

(
ν1∂3

u · ν
ν3
− ν3∂1

u · ν
ν3

)(
ν1∂3

v · ν
ν3
− ν3∂1

v · ν
ν3

)
,

F (n+1)(v; ζ) = (g,v)Ω(n+1) +

∫
Σb

ζ · v −
∫

Γ(n+1)

γdiv Γv +

∫
∂Γ(n+1)

γv · bs cos θs.

(6)

We point out that the ALE stabilization s(n+1) is standard and well-established in the literature

[28, 30, 31], whereas the consistent stabilization form S
(n+1)
Γ has been introduced in [27]. Its role is to

damp the possible spurious oscillations of the free surface in the case of an explicit treatment of the

geometry, that would require to employ very short time steps: the introduction of S
(n+1)
Γ loosens this

strong stability restriction on ∆t and, thus, significantly reduces the overall computational effort.
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Indeed, in the present work an explicit treatment of the geometry is considered, that is, Ω(n+1)

is defined as the image of the known, previous domain Ω(n) through a map of the form An,n+1 =

I+∆tV(n). The domain velocity V(n) is defined as an harmonic extension of the normal fluid velocity

at the free surface, namely the weak solution to the following problem:

∆V(n) = 0 in Ω(n),

V(n) · ν = u(n) · ν, ∂νV · τ = 0 on Γ(n),

V(n) · ν = 0, ∂νV · τ = 0 on Σ(n),

V(n) = 0 on Σb.

(7)

Remark 2.1. In the terms involved in (5), the domain of integration does not always coincide with

the domain of definition of the integrands: for example, v is defined on Ω(n), but it appears in integrals

over Ω(n+1) = An,n+1(Ω(n)). In order to keep a light notation, a change of variables via ALE mapping

is understood in case this discordance occurs: e.g.
∫

Ω(n+1) v actually means
∫

Ω(n+1) v ◦ A−1
n,n+1.

For the semi-discrete problem (5), we introduce also a space discretization, by defining a mesh T (0)
h

on the initial domain Ω(0) and corresponding piecewise linear finite element spaces V
(0)
h and P

(0)
h . The

discrete spaces V
(n)
h , P

(n)
h for the velocity u

(n)
h and the pressure p

(n)
h are recursively defined by ALE

mapping, employing the piecewise linear domain velocity V
(n−1)
h ∈ V (n−1)

h . Thus, the fully discrete

scheme for the state problem reads as follows: given a piecewise linear approximation u0
h of u0, for

each n = 0, . . . , N − 1, find (u
(n+1)
h , p

(n+1)
h ) ∈ V (n+1)

h × P (n+1)
h such that, ∀(vh, πh) ∈ V (n)

h × P (n)
h ,

1

∆t
(u

(n+1)
h ,vh)Ω(n+1) + a(n+1)(u

(n+1)
h ,vH) + b(n+1)(vh, p

(n+1)
h )

− b(n+1)(u
(n+1)
h , πh) + c

(n+1)
ALE (u

(n)
h ,V

(n)
h ,u

(n+1)
h ,vh)

+ s(n+1)(u
(n)
h ,V

(n)
h ,u

(n+1)
h ,vh) + ∆t S

(n+1)
Γ (u

(n+1)
h ,vh) + s(n+1)

p (p
(n+1)
h , πh)

=
1

∆t
(u

(n)
h ,vh)Ω(n) + F (n+1)(vh; ζ),

(8)

where the additional Brezzi-Pitkäranta stabilization form

s(n+1)
p (p

(n+1)
h , πh) = Csh

2
∑

K∈T (n)
h

∫
K

∇p(n+1)
h · ∇πh (9)

is required by the choice of piecewise linear finite elements for both velocity and pressure [32].

Remark 2.2 (Friction coefficient). As pointed out in [33, 27, 34, 35, 36], the friction coefficient β

should be related to a slip length corresponding to the mesh size h3 in the direction of the wall - in this

case, vertical. In particular, the physical behavior of the system is correctly reproduced if a discrete
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coefficient βh is employed in (8), defined in terms of an adimensional, mesh-independent parameter

χ, according to the relation

βh =
µ

χh3
. (10)

3. Optimal control problem

The leading application described in the introduction inspired the study of the following optimal

control problem, for the differential system (1). The goal is to optimally drive the evolution of a

free-surface flow to a desired configuration in a finite timespan [0, T ], by acting on the stress at the

open boundary Σb. This aim can be formulated in mathematical terms as follows:

Find ζ∗ = arg min
ζ∈L2(Σb)

(∫ T

0

∫
Ωt

jΩ(u(·, t)) +

∫ T

0

∫
Γt

jΓ(u(·, t)) +
λ

2

∫ T

0

∫
Σb

|ζ|2
)
,

subject to (1),

(11)

where jΩ and jΓ are generic objective functional densities, depending on the fluid flow, and λ is a

penalty parameter scaling the Tikhonov regularization term.

As pointed out in the introduction, the direct solution of the time-dependent control problem

(11) can be quite a difficult and computationally expensive task. An interesting technique aiming

at reducing this computational burden is represented by the instantaneous control approach [16, 17].

The idea of this approach is to exploit the time discretization of the state problem, addressing a

minimization problem for each time step. Thus, in the present section we can consider the semi-

discrete scheme (5) as the state problem: the whole discussion holds without modifications if the fully

discrete problem (8) is accounted for.

At each time t(n+1), we consider the following optimization problem: Find

ζ(n+1) = arg min
ζ∈Mad

J (n+1)(u(n+1), ζ)

= arg min
ζ∈Mad

(∫
Ω(n+1)

jΩ(u(n+1)) +

∫
Γ(n+1)

jΓ(u(n+1)) +
λ

2

∫
Σb

|ζ|2
)
,

(12)

subject to (5). (13)

At this stage, it is relevant to point out that the solution to (12) is suboptimal w.r.t. problem

(11). Nevertheless, we will see from the numerical results of Sec. 4 that it can provide effective control

functions.

In order to design an optimization algorithm for problem (12), we need its optimality conditions,
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that can be derived by introducing the following Lagrangian functional, for each time step t(n+1):

L(n+1)(u(n+1), p(n+1), z(n), q(n), ζ)

=

∫
Ω(n+1)

jΩ(u(n+1)) +

∫
Γ(n+1)

jΓ(u(n+1)) +
λ

2

∫
Σb

|ζ|2

+
1

∆t

∫
Ω(n)

u(n) · z(n) + F (n+1)(z(n); ζ)

−A(n+1)(u(n+1), p(n+1), z(n), q(n); u(n),V(n)),

(14)

where the form A(n+1) collects all the terms at the left-hand side of (5), with the adjoint variables

z(n), q(n) in place of the test functions v, π.

As usual, requiring the stationarity of the Lagrangian w.r.t. the adjoint variables z(n), q(n), we can

retrieve the state problem (5). On the other hand, imposing the stationarity of L w.r.t. the state

variables, that is ∂(u(n+1),p(n+1))L[(w, η)] = 0 for any w ∈ V (n+1) and η ∈ P (n+1), yields the following

adjoint problem: Find (z(n), q(n)) ∈ V (n) × P (n) such that, ∀(w, η) ∈ V (n+1) × P (n+1),

1

∆t
(w, z(n))Ω(n+1) + a(n+1)(w, z(n)) + b(n+1)(z(n), η)

− b(n+1)(w, q(n)) + c
(n+1)
ALE (u(n),V(n),w, z(n))

+ s(n+1)(u(n),V(n),w, z(n), ) + ∆t S
(n+1)
Γ (w, z(n))

=

∫
Ω(n+1)

j′Ω(u(n+1))[w] +

∫
Γ(n+1)

j′Γ(u(n+1))[w].

(15)

Remark 3.1. One can notice that the adjoint variables solve a problem over the new domain Ω(n+1),

but belong to the spaces V (n), P (n) associated to the old domain Ω(n). This is a consequence of the

Lagrangian approach based on functional (14).

Neglecting for the sake of simplicity the stabilization terms, (15) can be rewritten in strong form

as: Find (z(n), q(n)) ∈ V (n) × P (n) such that, when mapped on the new domain Ω(n+1), they fulfill

the following system of differential equations:

−div ς(n) − (u(n) −V(n)) · ∇z(n) +
(

1
∆t − div u(n)

)
z(n)

= j′Ω(u(n+1)) in Ω(n+1),

div z(n) = 0 in Ω(n+1),

ς(n)ν + (u(n) −V(n)) · ν z(n) = j′Γ(u(n+1)) on Γ(n+1),

z(n) · ν = 0 and[
ς(n)ν + (u(n) −V(n)) · ν z(n) + βz(n)

]
· τ = 0 on Σ(n+1),

ς(n)ν = 0 on Σb,

(16)
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where τ is any tangent vector to the boundary and ς(n) = ν(∇z(n) + (∇z(n))T )− q(n)I is the adjoint

stress tensor. From this strong form, it is evident that the adjoint problem is a steady problem,

not involving any time advancement. Indeed, since the optimization is performed separately in each

time subinterval, the adjoint variables z(n), q(n) associated to each time slab [t(n), t(n+1)] are totally

unrelated from one another.

Exploiting the Lagrangian functional L – as in classical Céa’s approach [37] – we can write∫
Σb

∇ζJ
(n+1) · δζ = ∂ζL(u(n+1), p(n+1), z(n), q(n), ζ)[δζ] =

∫
Σb

(
λζ + z(n)

)
· δζ, (17)

that is, the gradient is

∇ζJ
(n+1) = λζ + z(n)|Σb

. (18)

At this point, we have all the ingredients to formulate a control strategy for problem (11), that is

presented in Algorithm 1. We remark that, at each time iteration, just one step of the gradient method

is performed, instead of a whole optimization loop: indeed, the underlying logic of IC is not to exactly

solve a minimization problem at each time step, but to successively improve the approximation of the

objective while marching forward in time (cf. [17]).

Algorithm 1 Instantaneous control for problem (11).

1: Given Ω(0) ⊂ Rd,u(0) : Ω(0) → Rd, ζ(0) : Σb → Rd and a time step ∆t = T/N :

2: for n = 0 to N do

3: Solve the ALE problem (7).

4: Define Ω(n+1) = (I + ∆t V(n))(Ω(n)).

5: Solve the state problem (5).

6: Solve the adjoint problem (15).

7: Update the control ζ(n+1) = ζ(n)(1− αλ)− αz(n)|Σb
.

8: end for

The computational efficiency of the IC approach can be noticed by looking at Algorithm 1: at

each time step, just one Euler iteration of the state problem and a steady adjoint problem need to be

solved, thus the overall computational cost of the control procedure is comparable to that of a single

solution of the uncontrolled state problem on the whole time interval.

In the update step 7 of Algorithm 1, we can notice that a step-length parameter α is introduced.

Its value will be chosen after a proper tuning, discussed in Sec. 4.1.1. The outcome of the presented

instantaneous control algorithm is a time-discrete, non-stationary control ζ(n), n = 0, . . . , N = T/∆t,

that drives the evolution of the solution towards the goal encoded in jΩ, jΓ.
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Figure 3: Axisymmetric computational domain Ω of Sec. 4 (gray area).

4. Numerical results

In this section, we present some numerical results obtained by the application of Algorithm 1.

The effectiveness of the instantaneous control approach is going to be shown, and the role of the

Tikhonov regularization term will be discussed. All the numerical experiments presented here have

been performed using the stabilized scheme (8), and thus no spurious, numerical oscillation will appear

at any stage of the simulation. We point out that all the simulations are set in an axisymmetric domain

Ω, and therefore, the state and adjoint problem (5)-(15) are solved in cylindrical coordinates, in half

a vertical section of the domain, as depicted in Fig. 3.

The specific control problem addressed in this section is inspired by the ink-jet printing application

described in the introduction, in which the goal is to control the natural oscillations of the free surface

during the evolution of the system, and thus to shorten the transient before the attainment of the

equilibrium configuration (before the ejection of the following ink jet - cf. Fig. 1(d)). To this aim, we

observe that the fluid velocity represents a measure of the speed at which the system evolves from the

initial to the final configuration, and that the physical oscillations of the surface are generally related

to an overshooting of the equilibrium level, due to the fluid velocity reaching high values during the

evolution. Therefore, the optimal control problem under inspection can be formulated in terms of a

minimization of the overall fluid velocity, and we can set the objective functions in the minimization

problem (11) as jΩ = 1
2 |u|

2, jΓ ≡ 0. Thus, the objective functional considered in the present section
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is the following:

J(u, ζ) =
1

2

∫ T

0

∫
Ωt

|u|2 +
λ

2

∫ T

0

∫
Σb

|ζ|2. (19)

In order to apply the instantaneous control approach, we isolate the contribution related to the time

subinterval (t(n), t(n+1)), that reads

J (n+1)(u(n+1), ζ(n)) =
1

2

∫
Ω(n+1)

|u(n+1)|2 +
λ

2

∫
Σb

|ζ(n)|2. (20)

In all the following experiments, the control stress ζ(n) is chosen to be constant in space and oriented

in the vertical direction, that is, it can be written in terms of a scalar control as ζ(n)(x) = ζ(n)e3 for

any x ∈ Σb. With this definition, the gradient of the functional J (n+1) w.r.t. the scalar control ζ(n) is

given by (cf. (18))

∇ζJ (n+1)(z(n), ζ(n)) = λ|Σb|ζ(n) +

∫
Σb

z(n) · e3, (21)

where the adjoint variable z(n) is the solution of (15), with j′Ω(u(n+1)) = u(n+1) and j′Γ ≡ 0. Thence,

the control update step 7 of Algorithm 1 reads

ζ(n+1) = ζ(n)(1− αλ|Σb|)− α
∫

Σb

z(n) · e3. (22)

To design the minimization process, we are left with two parameters to be tuned: the gradient step

length α and the penalization coefficient λ. At first, we focus on determining a suitable value for α,

and in order to decouple this tuning step from λ, we temporarily switch off the Tikhonov regularization

term by setting λ ≡ 0. A “rigorous” treatment of the step length would involve a line search in the

gradient direction, with the application of Armijo’s rule or Wolfe’s condition [38]. However, since we

perform a single minimization step for each time subinterval, the actual effectiveness of these tools

would be highly limited, and thus we just consider the same single value α for the whole optimization

procedure.

4.1. Test case 1: vanishing contact line sources

In the initial configuration of the system under inspection, a cylindrical tube is partially filled with

some liquid at rest, and then capillary forces, hydrostatic pressure and gravity act together while the

liquid level rises, until an equilibrium configuration is achieved. In this first test case, we consider a

static contact angle θs = 90◦, for which the singular contact-line term at the right-hand side of (5)

vanishes. Moreover, we recall from (1) that the following conditions are imposed at the free surface

and at the bottom boundary, respectively:

σν = γHν on Γt,

σν = (p+ ζ)e3 on Σb.
(23)
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ν 1.87 · 10−5 m2/s

γ 3.91 · 10−8 m3/s2

χ = ν
β h3

5 · 10−5

θs 90 ◦

p 9.81 · 10−4 m2/s2

radius 5 · 10−4 m

initial height 5 · 10−4 m

N1, N3 16, 32

∆t 2 · 10−3 s

Cs 0.4

Table 1: Test case 1. Physical and numerical settings.

0 5 · 10−2 0.1 0.15 0.2
0

0.5

1

1.5

·10−4

t [s]

Z
C

L
[m

]

α = 0 α = 5E6

α = 5E7 α = 1E8

α = 1.5E8 α = 5E8

0 1 2 3 4 5

·10−2

0

0.5

1

1.5

·10−4

t [s]

Z
C

L
[m

]

α = 0

α = 5E8

Figure 4: Test case 1. Evolution of the contact line height ZCL(t) for different values of the discretization step: α = 0

denotes the uncontrolled case (on the right, zoom for t ∈ [0, 5 · 10−2]).

If no control is applied (namely if ζ = 0), at the equilibrium every point of the free surface Γ is at the

same height Z∞CL of the contact line, and this height is simply prescribed by Bernoulli’s theorem

gZ∞CL = p, (24)

due to the boundary conditions (23) and the flatness of Γ. The parameters defining this test case are

collected in Tab. 1. In this regard, we point out that the value of the adimensional friction coefficient

χ = µ
β h3

has been chosen in order to allow the free surface to naturally oscillate around the equilibrium

level for a reasoonably long time, before getting at rest.

4.1.1. Tuning of the gradient step length α

Regarding the choice of the gradient step length parameter α, it is noticed by [17] that a constant

step is sufficient to provide relevant results, and that if a line-search-based choice of the step is

performed, the computational effort is significantly increased, since two more differential problems
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Figure 5: Test case 1. Values of the control ζ(n) as a function of time for different values of the discretization step α:

α = 0 denotes the uncontrolled case (on the right, zoom for t ∈ [0, 5 · 10−2]).

need to be solved at each time step. Therefore, in the present discussion we consider a constant

gradient step length and we look for a suitable value for α. Different choices have been considered,

and the resulting time evolutions of the contact line height ZCL(t) are shown in Fig. 4, while the

corresponding plots of the control ζ(n) are reported in Fig. 5.

We can notice that for relatively small values of α the controlled evolution is unsurprisingly very

near to the uncontrolled case, whereas the oscillations are damped more and more, and the transient

shortened, as the step length is increased. Therefore, we can conclude that employing a larger step

length is advisable, since it boosts the effect of the control and it allows to obtain a time evolution

that is significantly different from that of the uncontrolled system. However, we can see that α must

not exceed a certain threshold: in fact, for α = 5 · 108, the control applies a negative pressure that

over-contrasts the capillary rise, and the domain is emptied out – i.e. ZCL is driven to zero – before

t = 0.01s (cf. Fig. 4, right). Based on this discussion, for the case at hand, an adequate value for the

step length parameter is α = 1.5 · 108.

Comparing the different evolutions plotted in Fig. 4-5, we can also notice that the final equilibrium

level achieved depends on the choice of α. Indeed, different values of the gradient step length yield

different sequences of control variables ζ(n), n = 1, . . . , N , as it can be observed in Fig. 5. These

different histories, then, lead to different final values of the control, which are directly related to the

final height of the capillary column by Bernoulli’s theorem, that in presence of a nonzero final value

ζ(N) of the control, reads

gZ∞CL = p+ ζ(N). (25)
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Since, on the contrary, we want the control procedure to act only on the transient without affecting

the final configuration, a properly automatic switch-off of the control would be advisable: to this aim,

the Tikhonov regularization term is introduced, as discussed in the next paragraph.

4.1.2. Role of the Tikhonov regularization term

As hinted in the previous paragraph, the introduction of a nonzero penalty parameter λ for the

Tikhonov regularization term can help in preventing the control variable ζ from spoiling the natural

equilibrium configuration of the physical system. Indeed, looking at the definition (19) of the func-

tional J (n+1), we can see that whenever an equilibrium configuration is approached, the fluid velocity

u(n+1) gets smaller and smaller, and the penalty term involving the control becomes dominant. As a

consequence, the optimization procedure aims at switching off the control.

In Fig. 6 we can see that incorporating the Tikhonov regularization into the cost functional actually

yields very good results. Indeed, the natural equilibrium level of the system is retrieved, while the

time oscillations of ZCL(t) are effectively damped. In addition, the duration of the transient needed

to achieve the equilibrium is substantially reduced: defining t as the time such that

|ZCL(t)− Z∞CL| < 10−3 Z∞CL ∀t > t, (26)

we have that choosing a value λ = 10−5 of the penalty parameter yields t = 0.14s, in opposition to

a transient of more than 0.2s occurring in the uncontrolled case. The effectiveness of this control

strategy can be seen also from the plot of ζ(n) w.r.t. time, where we see that its value quickly goes to

zero, after having had a proper impact during the transient.

Having chosen a Tikhonov parameter λ = 10−5, we performed a re-calibration of the gradient step

length α. Anyway, we found out that α = 1.5 · 108 is still an effective choice.

4.2. Test case 2: nonzero contact-line source

After having discussed the application of the optimization strategy to a simple free-surface test

case, we can now employ this technique to control the evolution of a system with physical parameters

taken from the experimental settings reported in [33]. The only difference with respect to the first

test case, are a static contact angle θs = 69.8◦ and the presence of a negative rescaled pressure

p = −2.82 · 10−2 m2/s2 applied at the bottom boundary Σb. This pressure, together with the law of

capillary action, determines the following value for the final equilibrium height of the contact line:

Z∞CL =
2γ cos θs
ρgr

− p

g
= 1.57 · 10−3m. (27)
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Figure 6: Test case 1. Time evolution of the contact line height ZCL(t) (left) and the control variable ζ(n) (right), with

a nonzero penalty coefficient λ and α = 1.5 · 108.

We point out that the value of the dimensionless parameter χ is taken from [27], where the same

numerical scheme as (8) is employed.

The results of this control simulation are displayed in Fig. 7: since the shape of the free surface does

not change significantly during the simulation (see Fig. 8), we can still focus on ZCL(t) as a measure of

the overall evolution of the system. We can see that the control strategy is extremely effective also in

this case, inducing a monotone evolution towards the unperturbed natural equilibrium configuration.

Moreover, the transient is significantly shortened: the time t defined in (26) to measure its duration

is about 0.29s in the controlled case, in opposition to a value t = 0.54s for the uncontrolled system.
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Figure 7: Test case 2. Time evolution of the contact line height ZCL(t) (left) and the control variable ζ(n) (right) in

presence of a nonzero penalty parameter λ and α = 1.5 · 108.

Figure 8: Test case 2. Snapshots of the capillary rise in the uncontrolled case (ζ ≡ 0) at different time instants during

the evolution with t ∈ [0, 0.408]s and a sampling step of 0.024s.
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5. Conclusions and future developments

In the present paper, the optimal control of the ink contained in the nozzle of an ink-jet printing

device has been addressed. The physics governing the phenomenon has been described by time-

dependent incompressible Navier-Stokes equations with a free surface at the opening of the nozzle.

Surface tension has been considered at the free surface, and the dynamic contact angle imposition at

the contact line has been taken into account by means of the GNBC.

An instantaneous control approach has been adopted to design a control strategy for the flow

problem, hinging upon its time discretization. In order to assess the resulting control procedure,

the finite element method has been employed to discretize the problem and perform numerical tests

inspired by the leading application. A proper tuning of the parameters of the algorithm have allowed

to provide a suitable control of the system. Indeed, the numerical tests have shown the effectiveness

and computational efficiency of the present instantaneous control approach in reducing significantly

the duration of the natural transient preceding the attainment of an equilibrium configuration.

In order to enhance the treatment of the industrial problem under investigation, an interesting

development on the optimal control of the free boundary could entail the actual minimization of the

duration of the transient preceding the attainment of the equilibrium. A promising perspective in this

regard could be the application of the approach of [39] to the following functional:

ζ = arg min
ζ∈Mad,T≥0

∫ T

0

(
k +

λ

2

∫
Σb

|ζ|2
)

+
ε

2

∫
ΩT

|u(·, T )|2,

subject to (1) in [0, T ],

(28)

where k, λ and ε are given constants, and the last term in the functional expresses the aim of attaining

equilibrium at the final time T . Future work will consider this aspect, as well as the comparison of the

resulting control and costs with those reported in the present paper. In this respect, it would also be

interesting to compare the IC with other model predictive control strategies, and with other shooting

techniques, like the parareal method [40] or other time-domain decomposition methods (e.g. [23]).
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