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An Immersed Boundary Method for Polymeric
Continuous Mixing

Giorgio Negrini, Nicola Parolini and Marco Verani

Abstract We introduce a new implementation of the Immersed Boundary method
in the finite-volume library OpenFOAM. The implementation is tailored to the
simulation of temperature-dependent non-Newtonian polymeric flows in complex
moving geometries, such as those characterizing the most popular polymeric mixing
technologies.

1 Introduction

Mixing is a fundamental task in many industrial processes and consists in manipulat-
ing a heterogeneous physical system, with the intent to make it more homogeneous.
In the polymer processing industry, mixing tasks can be performed with different
technologies, that can be classified as either continuous or batch mixers. The lat-
ter have to be cyclically emptied and reloaded, while continuous mixers, including
single-screw, twin-screw and planetary roller extruders, develop a steady and con-
stant flow of material pushed by one or more screw through a cylindrical barrel.
In the past decades, many efforts based both on experimental analysis and numeri-
cal simulations have been devoted to their optimization, in particular of continuous
mixing devices that proved to be the most effective technology.

Single-screw extruders (SSE) and twin-screw extruders (TSE) are widely used
in mixing processes and they have been extensively studied in the literature [1].
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More recently, a new class of extruders, the so-called planetary roller extruders
(PRE), characterized by more complex geometries and kinematics, has emerged has
a competitive alternative for specificmixing tasks. The PRE is amulti-screw extruder
composed by a central spindle (sun), a barrel (ring) and a variable number of smaller
spindles (planets) between them. The rotation of the sun drives the one of the planets
thanks to their gear-like shapes. The flow in a PRE is driven by both drag forces
and pressure gradients because the spindles are characterized by a helical gearing
to allow the transport of the fluid along its axis. Moreover, the gearing increases
significantly the contact surface between the fluid and the spindles with respect to
single- and twin- screw extruders, which allows the drag to noticeably drive the flow.
A planetary roller extruder is the optimal choice in many demanding continuous
mixing tasks since it is able to efficiently masticate, mix, homogenize, disperse
and de-gas highly viscous substrates. Very few numerical explorations have been
done on this type of device. Up to the authors knowledge, the only work presenting
comprehensive numerical simulations of PRE is [2], where a sector of a PRE is
considered and all the wall boundaries (sun, ring and spindles) are approximated
using the mesh superposition technique [3] implemented in ANSYS Polyflow.

In this paper, we propose a new implementation of the Immersed Boundary (IB)
method in the open-source finite volume library OpenFOAM, developed with the
objective of simulating continuous mixing processes. The choice of resorting to
a non-conforming approach such as IB is driven by the impossibility of treating
the PRE configuration with body fitted approaches. Indeed, body-fitted methods that
have been successfully proposed to deal with both single-screw [4, 5] and twin-screw
[6, 7] cannot be adapted to the complex kinematics of PRE.

Different non-conforming discretization approaches have been proposed in the
literature in the past decades. With no claim of being exhaustive we mention the
Immersed Boundary method [8, 9, 10], the Fictitious Domain [11, 12] method, the
Diffuse Interface method [13, 14, 15], the eXtended Finite Element method [16], the
Mesh Superposition Technique [3], the Cut Finite Element method [17, 18] that have
been presented in different flavours and in multiple discretization frameworks (finite
differences, finite volumes, finite elements). Here, we revisit the IBM proposed
in [19] in order to improve its performance in terms of accuracy, in particular
when applied to peculiar geometries such as those characterizing continuous mixing
devices. Moreover, the scalability performances has been improved allowing the
solution of large cases of industrial interest.

The paper is organized as follows: in Section 2 the non-Newtonian flow problem
is presented; its finite-volume IBM approximation and the integration within the
PIMPLE pressure-velocity coupling algorithm is introduced in Section 3. Finally,
some relevant examples of the application of the proposed method to industrial
mixing processes are discussed in Section 4.
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2 Motion of a generalized Newtonian fluid

The aim of this section is to introduce the differential equation model that describes
the motion of a molten polymer when being processed. Molten polymers are often
modelled by generalized Newtonian fluid that are special fluids whose viscosity is
characterised by a nonlinear dependence on the shear rate and (possibly) temperature.
The differential model consists in the Navier-Stokes equations for non-isothermal
incompressible fluids with shear and temperature dependent viscosity. In particular,
we consider the mass, momentum and temperature conservation equations where
the latter one is derived by the energy conservation principle under the hypothesis
that the fluid is incompressible [20].

Let now u be the velocity, ? be the pressure and) be the temperature fields. Then,
the resulting system of equations that describes the motion of an incompressible
generalized Newtonian fluid, reads:

d
mu
mC
+ d(u · ∇)u − ∇ · (`( ¤W, )) (∇u + ∇ᵀu)) = −∇? + f,

∇ · u = 0,

d
m2?)

mC
+ du · ∇(2?)) − ∇ · (:∇)) = `( ¤W, )) (∇u + ∇ᵀu) : ∇u + dA − du · f,

(1)

where ` and a are the dynamic and kinematic viscosity, respectively, 2? is the
specific heat capacity, : is the thermal conductivity. ¤W is the shear rate and f and A
are the momentum and energy source or sink terms, respectively.

Notice that, in the temperature equation, we consider also the contribution given
by the viscous dissipation, which significantly contributes to the heating of the fluid,
due to the high viscosity of polymers.

Equations (1) are not closed until we define the constitutive relation for viscosity
`( ¤W, )). Viscosity is defined as the proportionality factor between stress and shear
rate, hence the relation 3 = 2`D holds for an incompressible fluid. Many different
rheological laws can be considered to model the viscosity `. We consider the power
law model, namely:

`( ¤W, )) = � ()) ( ¤W)=−1 , (2)

where the parameters  [Pa·s] and = represent the consistency factor, i.e. the zero-
shear viscosity, and the power law exponent of the fluid, respectively. In this work,
we will consider polymeric fluids with shear-thinning behaviour, corresponding to
= < 1. The temperature shift factor � ()) accounts for the possible dependence of
viscosity on temperature, as it is typically the case for elastomers and thermoplastics.
Here, we will consider the Arrhenius models, that reads:

ln� ()) = U
(

1
)
−

1
)A

)
, (3)

where U is the activation temperature and )A [K] is the reference temperature.
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3 Non-conforming approximation of complex geometries

The aim of this section is to introduce the methods and algorithms that we used to
solve the problem described in Section 2 and, in particular, we will set the focus
on the review and formalization of the Immersed Boundary method (IBM), that has
been used to approximate complex geometries on non-conforming grids.

The primary method that is employed to equations (1) is the Finite Volume
Method (FVM), specifically the one implemented in the open-source C++ library
OpenFOAM (OpenFOAM.org version 10) [21, 22], a CFD library widely adopted
in industrial contexts. The FVM is a discretization technique which exploits the
conservation of physical quantities. It uses an Eulerian approach, dividing the domain
into control volumes and writing a local balance for each. By applying the Gauss-
Green theorem, this becomes a balance of fluxes over the boundaries of the control
volumes. These fluxes are then discretized using suitable numerical schemes. The
method is also known for its adaptability with general polyhedral meshes and the
ease with which it can be implemented in parallel to solve large-scale problems.

In addition to this, alongside to the FVM, the family of SIMPLE [23] methods
is employed to solve the Navier-Stokes equations in a segregated manner. This
technique, known as the projection method [24], allows for the separate resolution
of momentum, temperature, and pressure equations, iteratively converging to the
solution of the numerical problem.

On top of these methods, we introduce an IBM in order to deal with the complex
geometries involved in polymer mixing processes and to avoid the generation of con-
forming grids, which can frequently prove to be prohibitively expensive in terms of
computational resources. The IBM that we have implemented is a revised version of
the one proposed in [19] and implemented in foam-extend-4.0, a fork of OpenFOAM.
In particular, we will formalise the method and point out how we have improved
the original method in terms of accuracy, robustness and parallel performances. We
will also introduce a novel approach to integrate the non-conforming approach into
segregated solution algorithms, like the SIMPLE, PISO and PIMPLE ones. This in-
tegration is crucial for enhancing the robustness of the Immersed Boundary Method
(IBM) when applied to general polyhedral grids.

3.1 The Immersed Boundary Method (IBM)

We first define the FV mesh as a generic polyhedral tessellation of the physical
domain. Let Ω ⊂ R3 , where 3 = 3, be a Lipschitz bounded domain. Let Tℎ be
a polyhedral tessellation of Ω. Polyhedral cells of Tℎ are non-overlapping. ℎ =

max 8 ∈Tℎ ℎ8 , where ℎ8 = diam( 8) is the diameter of  8 . k8 and | 8 | denote the
barycentre and the volume of cell  8 , respectively.

Let now Ω̃ be a hold-all domain such thatΩ ⊂ Ω̃. LetΣ be the surface triangulation
of a closed manifold, representing the immersed boundary. Denote with 48 a triangle
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of Σ and with |48 |, t8 the area and the barycentre of the 8-th triangle, respectively.
We denote with Σ the volume enclosed by the surface Σ.

Without loss of generality, suppose the flow to be external to the immersed surface.
A generic Immersed Boundary method requires to ho through the following steps:

1. generate the triangulated surface Σ representing the immersed object;
2. use the surface to divide the mesh in three regions: the solid set Γ( , containing

the cells with barycentre inside the surface, representing the immersed object; the
IB set ΓIB, containing the cells just outside the solid set, that is the non-solid cells
which have at least one solid cell as a neighbour; the fluid set Γ� , containing the
remaining cells, representing the fluid domain;

3. generate the IB cell stencil S8 , for each IB cell  8 , that is a set of mesh cells which
are selected within certain criteria;

4. generate the IB approximator on each stencil (i.e. interpolation matrices);
5. at each time step and for each field, using the values of the actual solution

evaluated on the stencil of an IB cell, evaluate the approximator function in the
IB cell barycentre and impose the value on the solution.

For each IB cell  8 ∈ ΓIB we define the projections on Σ of its cell center and
we denote it as the IB points pIB,8 . Moreover, we denote with nIB the normal unit
vectors in the IB points directed inwards the solid set, as shown in Figure 1 (right).
The extended stencil S8 of the IB cell  8 ∈ ΓIB is constructed by collecting some
neighbouring cells among IB and fluid sets. In particular, we choose cells whose
barycentres simultaneously satisfy the following three criteria:

• spatial distance: if centre-to-centre distance with respect to the IB cell is within
a certain bound;

• connectivity distance: if the cell belongs to the stencil K2
8
of level 2 (see Figure

1, left) defined through the following recursive expression :

K0
8 = { 8}, . . . , K28 = { 9 ∈ Tℎ :  9 ∩ K2−1

8 ≠ ∅} ∪
2−1⋃
==0
K=8 . (4)

Fig. 1: Representation of point-to-cell stencil of level 2 (left) and schematics of IBM
mesh elements (right).
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Fig. 2: Extended stencil of an IB cell (left), points cap criterion on anisotropicmeshes
(right): the closest 8 cells are hatched using standard Euclidean distance (top) and
anisotropic distance (bottom).

• field of view: if cell centre is within a certain angle with respect the the IB normal
unit vector.

The combination of the first three criteria leads to the following definition of the
extended stencil S8 of the IB cell  8 ∈ ΓIB (represented in Figure 2, left):

S8 =
{
 9 ∉ Γ( : 9 ≠ 8,  9 ∈ K 2̄8 ,

k8 − k 9


2 ≤ Ā ,−n8 ·
(k8 − k 9 )
‖k8 − p8 ‖2

≤ cos(\̄),
}
,

where 2̄ is the maximum connectivity level, Ā is the limit distance and \̄ is the field
of view angle.

However, the application of these criteria frequently results in exceedingly large
stencils. To address this, we introduced a new criterion that restricts the quantity
of stencil points to a user-defined number, the points number cap. In particular, we
selects the = cells in the stencil closest to the IB point according to an anisotropic
distance metric weighted by the principal directions of the IB cell, namely:

dist(%IB, %8) =
Λ−1TPD (pIB − p8)

 , (5)

where TPD is the principal direction tensor and Λ is the diagonal matrix of its
eigenvalues (see Figure 2, right).

Now we have to build a function approximator to impose the IB condition. First
we define the IB value gIB = [68] as the vector of values of the immersed boundary
condition evaluated at the IB points associated to IB cell 8 ∈ ΓIB.We define theWLS
approximant as a polynomial of degree ?. Given x = [G, H, I]ᵀ, the polynomial basis
Px = [1, G, H, I, GH, . . . , H?−1I, G? , H? , I?]ᵀ and a vector of unknown coefficients
# = [V0, . . . , V#2>4 5 5 B ]ᵀ, we define the approximation function as 5IB (x) = Pᵀx #.

The WLS approximation is performed determining a set of observations of the
solution, given by cell values of the extended stencil and the IB condition evaluated
on the correspondent IB point, and computing the corresponding weights.

Let D 9 denote the FVM solution on the 9-th cell of stencilS8 . For each observation
define also the weights | 9 ∈ [0, 1], 9 = 0, . . . , = associated to the observations
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points, where 0 is the IB point as a convention. We want to determine #∗ such that:

#∗ = argmin
#

W 1
2 (UIB − A#)

2

where W is a square diagonal matrix with W 9 9 = | 9 , UIB is the vector collecting
all the of observations, and � is the matrix that has on the 9-th row the basis Px
evaluated in the 9-th observation point, [A]8 9 =

[
Px8

]
9
. The weights have been

defined as in [19]. For the sake of simplicity we consider only Dirichlet condition
on the immersed boundary (see [25] for details on Neumann conditions).

Finally, let (IB be the interpolation operator that corrects the solution field on ΓIB:

Ucorr = (IB (g,U) = BIB6IB,8 +
∑
 9 ∈S8

B 9U 9 , (6)

where Ucorr is the corrected solution vector, U is the current solution vector, s8 =
[B8,: ], : = 1, . . . , card(S8) are the linear combination coefficients computed by
s8 = Pᵀk8 #

∗. For what concerns the other regions, (IB extends the IB condition inside
the immersed body on Γ( and is an identity on Γ� . Also, it is worth noticing that,
being (IB al linear combination, it can be represented by two matrices S6 and S, such
that:

Ucorr = S6g + SU. (7)

Remark 1 (Parallelization of IBM for large scale problems) In large-scale problems
employing domain decomposition, IB cell stencils may cross processor boundaries.
Without proper handling, this could lead to ill-posed WLS approximators due to
insufficient interpolation points. To mitigate this, we use a communication map
strategy, ensuring each processor exchanges only relevant data, thereby minimizing
communication overhead. For each IB cell in current processor, we check which
processors need to be queried to retrieve data related to its cell stencil. We gather
all the ranks of these processors in a map that indicates where data should be sent
and received. This optimizes the data communication and reduces the loss in com-
putational performance with respect to the original implementation, as represented
in Figure 3.

Remark 2 (Enriched stencils) While our discussion on stencil point selection has
focused only on neighbouring cell centres, we have included also the possibil-
ity to consider boundary points from both conforming and immersed boundaries.
This enhancement increases robustness in handling narrow boundary gaps, but also
effectively manages multiple interacting immersed boundaries within the same sim-
ulation, such as screw-barrel and screw-screw gaps, and twin-screw extruder (refer
to Section 4).

Remark 3 (Diffuse Interface Method) The approximator 5IB is built such that any
polynomial function can be used to correct the IB condition. In particular, setting
? = 0 we obtain the so called Diffuse Interface Method [15, 13, 14].
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Fig. 3: Strong scalability test on a SSE test case, with around 4 million cells (cf.
Section 4.1).

3.2 Integration of IBM in the PIMPLE method

As aforementioned, we use the SIMPLE family of projection methods to solve the
Navier-Stokes equations. In general, projection methods require not only a decou-
pling of momentum and mass equations but also a splitting of velocity and pressure
boundary conditions, hence a special treatment is needed for an immersed condition.

Herewe consider the PIMPLE algorithm.We consider the time dependent isother-
mal incompressible Navier-Stokes equations for a Newtonian fluid complemented
with suitable initial and boundary conditions. Given a time discretization scheme, the
PIMPLE algorithm consists in three steps. For each time instant C=+1, we first com-
pute a velocity prediction, solving the momentum equation using pressure at time C=.
Then, we solve a Poisson equation for pressure, derived from the incompressibility
constraint. Finally, we correct the velocity projecting it on divergence-free functions
space, applying a pressure-dependent correction.

The procedure to integrate IBM and PIMPLE algorithm is based on imposing a
consistent condition on pressure [26]. First, consider the algebraic counterpart (left)
of Navier-Stokes system (right):

AU=+1 + BᵀP=+1 = b,
mu
mC
+ (u · ∇)u − ∇ · 3 + ∇? = 0,

BU=+1 − CP=+1 = 0, ∇ · u = 0
(8)

where C is the matrix that represents the Rhie-Chow stabilization term [27] and b is
a source term used to impose the non-conforming boundary condition setting the IB
and solid values in the region ΓIB ∪ Γ( .

As we showed above, when dealing with non-conforming methods the velocity
imposed in the IB region also depends on neighbouring values of the solution.
Consider the IBM interpolation operator (6): U∗ = (IB (g,U∗), where ∗ represents
the algorithm step and g is the immersed boundary and solid region datum.

We now split the matrix A in its diagonal part D and its off-diagonal part -H, such
that A=D-H. We also define matrix C as follows
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C = −BD−1Bᵀ + R(D−1) (9)

where R(D−1) is the stiffness matrix with diffusivity coefficient D−1 (see [27]).
We divide the algorithm in five steps:

1. Momentum predictor: we make a prediction of the velocity field solving the
first equation using pressure at step =, obtaining U=+ 1

3 :

AU=+
1
3 + BᵀP= = f + b =⇒ U=+

1
3 = A−1 [−BᵀP= + f + b] (10)

2. Velocity correction: we compute a new velocity field as

U=+
2
3 = D−1 (HU=+

1
3 + f).

that should satisfy the IB condition U=+ 2
3 = (IB (g,U=+

2
3 ) in ΓIB ∪ Γ( . Then,

velocity field at step = + 1 would read:

U=+1 = U=+
2
3 − D−1BᵀP=+1. (11)

However, P=+1 is unknown at this step.
3. Pressure equation: by multiplying equation (11) by divergence matrix B, by

definition we obtain BU=+ 2
3 − CP=+1 = 0, hence the pressure equation reads:

BU=+
2
3 = BD−1BᵀP=+1 + CP=+1 = R(D−1)P=+1. (12)

IB interpolation: in general, when applying the IB interpolator (IB we are per-
forming a matrix-vector multiplication (see equation (7)). If we are in the DIM
case (cf. Remark 3), the PIMPLE algorithm is not modified because (IB is an iden-
tity. In general, when the IB values are corrected, the pressure equation requires
a modification.
Requiring that U=+1, satisfying equation (11), is consistent with the non-
conforming condition, we can derive a correction for the pressure field P=+ 2

3 .
The constraint reads: let S6, S be the matrices that represent the IB interpolator
(IB,

U=+1 = (IB (g,U=+1) = S6g + SU=+
2
3 − SD−1BᵀP=+1

By applying the latter correction, by linearity of the operators and by choosing
opportunely the Rhie-Chow stabilization matrix, the pressure equation will read:

BU=+1 = BSD−1BᵀP=+1 + CP=+1 = R(SD−1)P=+1. (13)

4. Final correction: compute U=+1 using equation (11).

This approach embodies a consistency property in our IBM when using a projec-
tion algorithm.Moreover, in our experience, this approach also boosts the robustness
of the IBM in many scenarios with respect to the original implementation, where a
homogeneous Neumann condition was imposed on pressure. In particular, we men-
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Fig. 4: Representation of the meshes employed to perform simulations. Left: uniform
non-conforming mesh. Right: conforming mesh.

tion the case of anisotropicmeshes, such aswall boundary layers, which are needed in
order to simulate realistic mixing devices geometries avoiding an excessive number
of degrees of freedom and to properly capture the flow field inside the gap between
internal rotors and the external barrel.

4 Numerical results on industrial continuous mixing devices

In this section, we present a set of numerical results obtained with the finite-volume
Immersed Boundary scheme introduced above applied to a family of continuous
mixing devices of industrial interest including a Single-Screw Extruder (SSE), Twin-
Screw Extruder (TSE) and a Planetary Rolling Extruder (PRE). The different devices
are characterized by different levels of geometrical complexity, as well as specific
configuration features that require ad-hoc simulation settings, as it will be detailed
in the following sections. The objective of this section is to show the wide spectrum
of applicability of the proposed methodology in the context of continuous mixing,
considering real industrial geometries.

4.1 Single-Screw Extruder

This first case has been carried out to validate the accuracy of the IBM on a case of
interest: the non-isothermal flow of a non-Newtonian fluid in a single-screw extruder,
where the problem setup is the one that was proposed in [28]. The geometry is
represented in Figure 4 and is built by twisting, i.e. extruding and rotating, the section
along the axial direction. The barrel is represented by a cylinder. The conforming
mesh has been generated by deforming an hollow cylinder, moving the inner cylinder
points to conform the screw surface and the internal points accordingly. For the
boundary conditions, a rotational velocity of 90 RPM is imposed on the screw and
a no-slip condition on the barrel. Pressure conditions are set accordingly. We then
imposed a temperature of 473K on the barrel while the inflow temperature is set
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to a uniform distribution at 463K. For the screw we considered an homogeneous
Neumann condition.

We consider threemethods to approximate the geometry: the geometry-conforming
method, the DIM and the IBM, where we take the conforming solution as reference.
In particular, we compare some quantities evaluated on the screw surface using an
extrapolation based on the IB approximator (see Section 4.1). The results are re-
ported in Figure 5. For each quantity, the IBM profile is smoother than DIM profiles
and it is much closer to the conforming one.

Fig. 5: Evaluation of various quantities on the screw surface for different discretiza-
tion methods.

4.2 Twin-Screw Extruder

The second mixing device that we consider is a twin-screw extruder (TSE), a well
established technology extensively used for mixing, compounding, or reacting poly-
mericmaterials. Larger heat transfer area and bettermixing ability allow good control
of stock temperatures, residence times and positive conveying, that are key elements
in the extrusion of thermally sensitive materials. On the other hand, its geometry
complexity makes the TSEmore difficult to be simulated when compared to the SSE.
These devices are typically designed with removable elements, in order to allow ar-
bitrary sequences of elements along the shaft. This modular design is highly flexible
and allows process optimization. In this respect, numerical modelling may play a
fundamental role in designing custom elements patterns for specific applications.
We consider in this analysis a self-wiping intermeshing co-rotating TSE [29]. The
section of a TSE is sketched in Figure 6, left. The device is composed by three parts:
the barrel, represented by two adjacent cylinders of total width 2!� , of the order of
dozens of centimetres, and length 30!� and the two screws positioned in the two
channels. The gap between screws and barrel is of the order of tens of millimetres.
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Fig. 6: Sketch of the TSE section [29] (left) and modular axial assembly (right).

As mentioned before, the screws are composed by different elements. In our case we
consider two transport modules with different pitches, five kneading modules and
another transport module (see Figure 6, right). The transport modules are devoted
to conveying the fluid towards the die with different velocities depending on the
flight angle, however, their mixing action is limited. The mixing action is prevalently
performed by kneading modules, that are basically screw elements with a 90 degrees
flight angle. They can be also of different lengths: long modules for distributive
mixing, while short ones for dispersive mixing.

We present a time dependent simulation of the revolution of a TSE filled with a
polymer with a high-viscosity power law rheology. The working conditions are the
following. The flow is driven by the screw rotation, set at 100RPM, and atmospheric
pressure boundary conditions on both inflow and outflow. On barrel and screws, we
set no slip condition for velocity. The barrel and screws temperatures are set to 323K
as the inflow temperature. Three complete screw revolutions have been simulated
and the transient behaviour of the flow and the temperature field has been analyse.
As shown in Figure 7, where the time evolution of the axial distribution of section
averaged quantities is displayed, flow rate, pressure and viscous heating reach their
asymptotic solution quite fast, while the temperature keeps increasing in time and
would require a longer simulation time to reach convergence.

Temperature distribution inside the TSE at different time instants is displayed in
Figure 8. The small gap sizes, in combination with high rotational velocities of the

Fig. 7: Time evolution of axial distribution of section averaged quantities: tempera-
ture average (left), pressure average (middle), and viscous heating average (right.
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screws, heat the fluid through high values of viscous heating. Indeed the highest
temperature levels are reached in the gaps between the two screws, in particular
between kneading modules.

Fig. 8: Temperature distribution in the twin-screw extruder at different time instants.

4.3 Planetary Roller Extruder

In this last section, we present the results obtained using the Immersed Boundary
method to simulate the flow of a polymeric material in a PRE device with 3 spindles
(see Figure 9, left). Given the radii of sun ('B), ring ('A ) and planets ('?) and
considering a fixed ring, the kinematics is completely defined by the sun shaft rotation
velocity (lA ), see Figure 9, right. In particular, the barycentres of the planets rotate
around the origin with velocity l2 = lB'B/(2('B + '?)) while the planets rotates
around their own barycentre with velocity l? = −l2 ('B + '?)/'? .

s

c

p

p

p

Fig. 9: PRE configuration (left) and 2D kinematic sketch (right).

To simplify the implementation of this kinematics, the problem is solved on a
non-inertial reference frame moving with the planet barycentres. In this reference
frame each component rotates around its own axis with angular velocities:
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Fig. 10: Sub-domains separated by the sliding mesh interface (left) and non-
conformal mesh motion (right).

l̃B = lB − l2 , l̃A = −l2 , l̃? = l? − l2 . (14)

In order to minimize the accuracy limitations associated to non-conforming ge-
ometries, differently to what done in [2] where the mesh superposition technique was
adopted for all boundaries, here only the spindles are treated as immersed boundaries,
while the grid is conforming to sun and ring geometries.

Achieving this result is not trivial since sun and ring have different angular velocity
and a conforming grid treatment of sun and ring can only be obtained including a
sliding mesh interface (in red in Figure 10, left) that is dealt in OpenFOAM through
the non-conformal coupling (NCC) conditions. During the motion the inner and
outer portion of the mesh rotate in opposite direction and the continuity of fluxes is
imposed on the non-conformal sliding interface (see 10, right).

The flow rate and the mean temperature are imposed at the inflow while zero-
mean pressure and homogeneous Neumann conditions on temperature are imposed
at the outflow. No-slip condition and fixed temperatures are imposed on sun and ring.
On the non-conforming planet surface IB no-slip conditions are imposed together
with an interface condition prescribing the continuity of heat flux between the fluid
and the solid. For additional details on the case setup and a comprehensive set of
numerical results, we refer to [25].

As an example illustrating the capability of the proposed method to tackle this
complex configuration, in Figure 11 the temperature distribution inside the PRE at
different time instants is shown.

5 Conclusions

In this work, a new implementation of the finite-volume Immersed Boundarymethod
in the OpenFOAM library has been introduced. The main goal of this numerical tool
is the simulation of a range of polymeric mixing devices characterized by complex
geometries and kinematics that cannot be faced by body conforming approaches.
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Fig. 11: Temperature distribution evaluated for different time instants on relative
velocity magnitude iso-surfaces.

The accuracy and efficiency of the method has been investigated through a large
set of simulations attesting that the presented method represents a valuable tool for
mixing task analyses.
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