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Abstract

Neurocognitive disorders, such as Alzheimer’s and Parkinson’s, have a wide social impact. These
proteinopathies involve misfolded proteins accumulating into neurotoxic aggregates. Mathematical and
computational models describing the prion-like dynamics offer an analytical basis to study the diseases’
evolution and a computational framework for exploring potential therapies. This work focuses on the
heterodimer model in a three-dimensional setting, a reactive-diffusive system of nonlinear partial differ-
ential equations describing the evolution of both healthy and misfolded proteins. We investigate traveling
wave solutions and diffusion-driven instabilities as a mechanism of neurotoxic pattern formation. For the
considered mathematical model, we propose a space discretization, relying on the Discontinuous Galerkin
method on polytopal/polyhedral grids, allowing high-order accuracy and flexible handling of the com-
plicated brain’s geometry. Further, we present a priori error estimates for the semi-discrete formulation
and we perform convergence tests to verify the theoretical results. Finally, we conduct simulations using
realistic data on a three-dimensional brain mesh reconstructed from medical images.

1 Introduction

Neurodegenerative disorders involve inevitable cognitive decline, often diagnosed late after substantial brain
deterioration [47]. Many of these conditions, classified as proteinopathies, share a common neurodegenerative
mechanism [25]. Despite varied symptoms, they exhibit similar molecular behaviors: misfolded proteins act
as templates, causing further protein misfolding, neurotoxic aggregation, and cell loss [45, 38]. Diseases such
as Alzheimer’s, Parkinson’s, and Amyotrophic Lateral Sclerosis follow this pattern, with specific proteins
showing stereotypical progression [24]. In Parkinson’s disease, a-synuclein lesions first appear in the dorsal
motor and anterior olfactory nuclei before spreading [8]. This resembles prion diseases, suggesting a shared
molecular mechanism [23], with axonal transport potentially aiding this spread [23].

In Parkinson’s, a-synuclein monomers form insoluble Lewy bodies [44]. Targeting misfolding and ag-
gregation could offer therapeutic avenues [24, 17]. However, detecting a-synuclein remains a challenge as
current methods are post-mortem and PET imaging ligands are lacking [26, 43]. Advances in detecting a-
synucleinopathies, including Parkinson’s disease, are limited [43]. Consequently, mathematical and numerical
modeling is essential for understanding prion-like disease mechanisms [10].

Physics-based models have recently begun shedding light on neurodegenerative processes [48, 10], corre-
lating molecular scales with symptoms [49]. The heterogeneity of spatial and temporal scales involved poses
a challenge for clinical observations, but mathematical and computational models offer analytical tools for
tailoring personalized therapies. Aggregate models often lack accuracy in depicting prion concentration evo-
lution, as spatial domain description is critical for estimating disease progression [32]. The prion paradigm
is essential for designing physics-based models that consistently describe neurodegenerative disorder traits
[48]. Several models have been proposed to understand prion kinetics, including monomeric [11] and poly-
meric [22] seeding models. This work focuses on a simpler kinetic model describing the conversion from
native to misfolded proteins at a fixed rate [48]. Despite the difficulty in quantifying diffusion and transport
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mechanisms in vivo [41], the heterodimer model offers a quantitative framework for prion-like propagation
[48, 5]. Frequently used models in the literature include the Smoluchowski and Fisher-Kolmogorov models
[15]. The Smoluchowski model, while well-suited to describe polymeric fragmentation and aggregation, is
complex, prompting the use of simpler models with high spatial detail for intricate domains like the brain.
The Fisher-Kolmogorov model, a well-known non-linear reaction-diffusion equation, effectively describes pop-
ulation dynamics as an extension of the logistic equation with a diffusive term. Numerous analytical [33, 34]
and numerical [48, 13, 12] studies are available. A historical overview of mathematical models for prion-like
dynamics is provided in [10], with a comprehensive survey in [15].

This work focuses on the heterodimer model [38], aiming to model molecular interactions and describe
macroscopic prion-like propagation across complex spatial domains such as the human brain. In particular,
we extend and validate the work of [5] in a three-dimensional, patient-specific setting, demonstrating that
our model not only replicates but also refines these findings. Indeed, our approach considers both native and
misfolded protein fields, simplifying the Smoluchowski approach while enhancing the infection mechanism
description compared to the Fisher-Kolmogorov model. The heterodimer model explicitly includes physical
coefficients representing molecular kinetic processes (production, destruction, and conversion) [15], crucial
for developing effective therapeutic interventions. The bistability of the dynamical system justifies seeking
traveling wave-like solutions, for which a closed expression in linear approximation can be obtained, and a
velocity estimate derived, generalizing considerations in [34]. Moreover, we validate our results thanks to
Braak staging theory and we delve further into the sensitivity analysis results found in the literature.

For the numerical approximation of the heterodimer model, finite element methods are commonly used
[15, 32], alongside reduced-order network diffusion models [46, 32]. Recently, discontinuous Galerkin (DG)
formulations of the heterodimer model have been proposed on polytopal/polyhedral grids [5]. These partial
differential equations typically admit wavefront propagating solutions [33], necessitating high-order approxi-
mating schemes capable of handling complex geometries with locally varying discretization parameters. This
justifies the use of a polytopal discontinuous (PolyDG) approach [3], employing arbitrarily shaped elements
and enabling mesh construction from clinical images through agglomeration techniques [4]. For time integra-
tion, the #-method scheme is adopted, with the nonlinear term treated semi-implicitly. Stability results and
a priori convergence error estimates are extensively studied by [5].

This work is organized as follows. In Section 2, we present the heterodimer model and we discuss
some theoretical results. In Section 3, we derive the polytopal discontinuous Galerkin formulation and we
present theoretical results concerning stability and a priori error estimates. Also, we discuss the fully discrete
formulation. In Section 4, we present numerical results verifying the theoretical convergence rates, and in
Section 5 we deal with a realistic simulation of a-synuclein spreading in a three-dimensional domain obtained
from magnetic resonance imaging and tractography data. In Section 6, we conclude and discuss future
developments.

2 Mathematical modelling of protein spreading

The mathematical modeling of the prion-like pathogenesis kinetics establishes a coherent connection between
different spatial and temporal scales, including microscopic biochemical reactions and the accumulation of
misfolded proteins across extensive brain regions, causing neuronal demise followed by the disease’s symp-
tomatic expressions. Whilst the prion conversion mechanism remains poorly understood, a straightforward
approach to unravel the interactions between native and prionic proteins is the heterodimer model, initially
proposed by Prusiner [37, 36]. According to this model, a prion molecule interacts with a healthy prion pro-
tein, forming a heterodimer. Subsequently, the prion protein undergoes conversion into its misfolded variant,
and the resultant polymer fragments into two singular misfolded prions that perpetuate as infectious seeds,
propagating the infection [29]. The heterodimer model offers one of the simplest descriptions of the proteins’
kinetic in their native state ¢ and misfolded one g. As suggested in [15], the conversion rate between them is
globally described by a coefficient k12, representing the single-step reaction

k
c+q—>q+q,

in which the rate kj2 is proportional both to the concentrations of native and misfolded proteins [48].



2.1 Strong formulation

The dynamics of the aggregate concentration of healthy and misfolded proteins within a bounded, open
domain Q@ C RY, N = 2,3, with Lipschitz boundary, over a time span (0,7], T € R* is described by a
system of non-linear partial differential equations (1) denoted by heterodimer model [15]. It reads:

% =V . (DVe¢) — kic — kizeq + ko, in Q x (0,77,
(1)
% =V - (DVq) — k1q + kiacq, in Q x (0,77.

The aggregate concentration of native proteins and those that are misfolded are represented here by the
functions ¢, ¢ : Q x (0,T] — R*, respectively. A comprehensive mathematical model is obtained by imposing
the set of natural border and initial conditions. Coefficients kg, kl,%l, k12 and data are all non-negative and
sufficiently regular. In particular, the diffusion tensor D is chosen uniformly elliptic.

In specific brain regions, the modeled protein is highly expressed at a rate of kg > 0. Clearance can
occur through various biological pathways. This elimination mechanism is described by the clearance rate
coefficient k; > 0. The overall conversion from healthy to misfolded proteins happens at a rate of k1o > 0,
as previously described. A similar clearance process also interests the misfolded proteins. Notice that, being
stereoisomers of the healthy ones, their three-dimensional conformation is different, and so is their chemical
functionality. In particular, their solubility is strongly affected. The clearance coefficient k; > 0 is thus in
general different from k. The diffusion term in (1) describes the nature of the spreading for both healthy and
misfolded proteins from the macroscopic perspective. We take into account two contributions, unlike in [32]:
extracellular and axonal diffusion. The first one is concentration gradient-driven and it is supposed isotropic,
typically, it is associated with neuronal proximity [16]. The second mechanism of spread is anisotropic,
occurring along anatomically defined paths called axons [42]. Let @ : Q C RN — RN : |a(z)| =1 Vz € Q
be the local axonal direction at  in 2, with | - | being the Euclidean norm in RY. The diffusion tensor is
then defined as

D(x) = dextI + daxna(x) @ a(x), =€ Q,

with dext > 0, and with I being the identity. Notice that being the axonal diffusion faster than the extracellular
one, typically daxn > dext > 0 is assumed [48].
The bistability of the system suggests the following assumption.

Assumption 1 (Data assumptions). To have physically relevant solutions with equilibria lying in the first
quadrant of the phase space (c,q), the inequality kokia > ki1k1 > 0 must be satisfied.

Remark 1. Under Assumption 1, no bifurcations can be observed in system (1). Namely, no qualitative
changes in the system’s dynamics emerge as its parameters are varied.

We observe that, under Assumption 1, the equilibrium point (El /k12, ko /751 — ki1/k12) is always stable.
Under the same condition, (ko/k1,0) is instead always unstable and, in particular, it is a saddle point. This
is coherent with the disease’s phenomenological point of view, since from the time of the onset, the disease
always evolves inevitably toward a pathological condition. This motivates the search for a solution in the
form of a traveling wave. Also, we obtain an explicit expression for the minimum velocity of the traveling

wave solution that reads:
~ (kok
Vimin = 24 | dext k1 ( 0%z _ 1). (2)
k1ky

According to [33], it can be derived the traveling wavefront’s velocity as a function of the initial solution.
In particular, if the wave profile has compact support, the solution will travel with minimum speed v,
defined as in (2). Further, it can be shown that the microstructure of the domain, and so the diffusion tensor,
together with the front shape influence the propagation velocity.

3 Polytopal discontinuous Galerkin semi-discrete formulation

In this section, we present the polytopal discontinuous Galerkin semi-discrete formulation of model (1), along
with the stability and a priori error analysis [5]. We then derive the fully discrete formulation based on the
Discontinuous Galerkin method.



3.1 PolyDG semi-discrete formulation

Discontinuous Galerkin methods on polytopal grids are a family of finite element methods for the approxima-
tion of partial differential equations that can support arbitrarily shaped mesh elements [40, 18, 2] and extend
the classical paradigm of Discontinuous Galerkin methods [6, 19, 20]. The idea is to look for the numerical
solution in a discrete space of polynomials, possibly discontinuous across mesh elements. We introduce some
preliminary results and definitions to derive the PolyDG formulation. Let 7, be a partition of Q. Its elements
K € 7, are a finite number of non-empty and disjoint polyhedral. In what follows, for each of them, |K| is
the element’s measure, namely the N-dimensional Lebesgue measure of K, hx = diam(K) is the element’s
diameter, h = max{hgx : K € 9,} is the global mesh size parameter.

We will refer to mesh interfaces as the intersection of the (N — 1)-dimensional facets of two neighboring
elements K, K’ € ;. In dimension N = 3, each interface consists of a general polygon. By assumption,
we suppose that each polygon may be decomposed into a set of co-planar triangles. We will refer to %},
as the collection of all the triangles of all the sub-triangulations of each interface. We will use the term
face to refer to one of the elements in %), [3]. Internal faces are denoted as F] = {F € %), : F C Q} and
the boundary ones as .#P = %, \ Z[. The latter can be further subdivided into Dirichlet boundary faces
FP ={F e %, : FCcoQp} and Neumann boundary faces ZN = {F € Z, : F C 0Qy}. Here it is assumed
that each face F' belongs entirely either to 9}? or ﬁ}{v . We also require 7}, to satisfy some regularity
conditions, following the work of [9, 5]. This allows for exploiting the trace, the inverse, and the discrete
Gagliardo-Nirenberg inequalities, and eventually deriving the upcoming estimates.

Assumption 2. We assume that the family of meshes { T}, is uniformly polytopic-regular.

The following assumption will allow us to state the inverse trace estimate [9]. For more details, we refer
to [3]. Also, we require the next assumption that will be instead useful [9] for the approximation results
presented in the next sections.

Definition 1. A covering Ty = {Tx} related to the polytopic mesh J, is a set of shape-reqular N -
dimensional simplices T, such that for each K € F},, there exists a T € Ty such that K C Tk.

From now on, the binary operator < from now on denotes the following relation: o < f if and only in
there exists C = C(m,p) > 0: a < Cf, where p is the degree of the polynomial approximation and m are
the model parameters. Notice that C' is independent of the mesh size h.

Assumption 3. There exists a covering Ty of T, such that

nax card{K' € 7, : K' NTk # 8, Tk € Ty st. K C T} <1,
(S8

and hr, S hg for each pair K € 9, and Tk € Ty with K C Tk.

~

For the subsequent analysis, we require some more definitions and results. We define the broken Sobolev

space as follows:
W =HQ,%)={wecL*Q):wkecH () VKcT},

and the DG-broken version:
WPC = {we L*(Q) : w|x €P,(K) VK € F},

where P,(K) be the space of polynomials of total degree p > 1 on K. We will also make use of two
standard trace-related operators: the jump and average operators, applicable to both scalar and vector-
valued functions. These will be referred to as [-] and {-}, respectively. For further details, refer to [7].

3.1.1 PolyDG semi-discrete approximation of the heterodimer model

Here we present the semi-discrete formulation of model (1). Let c9,¢% € WP be the L%(Q)-projection of
the initial conditions ¢ and ¢° onto W}PG, respectively. The semi-discrete problem reads as follows.
Given the initial conditions (¢}, q), for each ¢ € (0,7] find (c(t), gn(t)) € WPE x WP so that:

oc
a—thwh + o (cnywn) + 71(chywn) + v (chy gnywn) = Fe(wy),  Ywy, € WP,
Q
(3)
15] ~
%Uh + 7 (gn,vn) + Tr(qn, vn) — *5 (qn, ch, U) = Fg(vn), Yoy, € WPC.
Q



The bilinear and trilinear forms are defined, for a fixed triangulation .7, for any up, pn, ¢n € W,?G in the
following way:

A (un, ¢n) z/Q(Dvhuh).th— /[[Uh {DV5,on}
FeFluFp
+ Z /’YF[[Uh [en] — [en] - {DVrun},
FeFluFp

TL(um%):/kluWh, ?L(um%):/kwmph, TN(uh780h,¢h):/kl2uh<Ph¢h7
Q Q Q

Fu(on) = /Q feon.  Falon) = /Q fuon

where V}, is the element-wise gradient, and g is the discontinuity penalization function defined as

max {{d" by, {k" }u on F € F|
YF =70

max{dK,k‘K}ﬁ, onFeﬁ}?

o {h}

The coefficient v is a constant parameter that should be chosen sufficiently large to ensure the stability
of the discrete formulation, d¥ = ||\/D|k||?, and k% = || (1 + ki2|x)(k1|x + k1|x)|. Finally, {-}x is the
harmonic average operator defined as {v}yg = (2vTv™) /(v +v7).

3.2 Semi-discrete PolyDG formulation’s analysis

We recall some useful definitions to prove the problem’s well-posedness, the error estimates, and the scheme
stability. For sufficiently regular functions, we can define:

lwlibe = |[VBVaw| + [ 2[w1] (4)

Flugp’
~1/2
o = o + [ (DVah |

where Vv is the element-wise gradient, namely V,v|x = Vv|g. These two norms are well defined and also
equivalent in the space of discontinuous functions W}LDG, provided the regularity Assumptions 2 and 3 on the
mesh [5]. Two more norms will be useful in our analysis:

leo(@)l.2 = flwt) / leo(s)llpads,

llw(®l.* = flew(?) /Illw e ds,

for t > 0. Under the same regularity Assumptions 2 and 3, the bilinear form & is coercive [9] with respect
to DG-norm (4) and continuous with respect to (3.2), provided that the penalty parameter is large enough.

The stability estimate for the DG-discrete solution is proven in [5]. Here we omit the proof and just recall
that the solution in the energy norm ||-||, is bounded by data, provided that 7 is large enough, and under
the regularity Assumptions 2 and 3 on the mesh. The detailed analysis of the error estimates can be found
in [5]. For our purpose, the following result is sufficient.

Theorem 1 (Error bounds [5]). Let .9}, be the partition of ), so that it induces a quasi-uniform grid. If the
exact solution c(t), q(t) € HPT1(Q) Vt € (0,T], with p polynomial degree of approximation, then

2 2
lle(t) = en@®lll”™ + la(t) — an (@™ < P,
provided that the penalty parameter vy is large enough.

In this section, we present the algebraic formulation of model (1), and the fully discrete formulation.



3.2.1 Algebraic form

Let N}, = dim WPC be the dimension of the DG space. Fix a basis {; ;V:’H. Let C,Q : %, x (0,T] — RN»
be the vectors of all the coefficients of the solution expansion in W}f’ &. More precisely, the solution expansion
with respect to the chosen basis reads as

Np, Np,
cn( ) =Y Cilt)ei(@),  an(.t) =) Qi(t)p;(x).
Jj=1 j=1

The algebraic form of problem (3) follows.

MaC;it) +AC(t) + R.C(t) + Ry (C(1)Q(t) = F.(t), te(0,T],
Macgit) +AQH) +RLQ(t) —Rn(Q))C(t) =Fu(t), te(0,T], (5)

C(0)=C" Q) =Qq°,
where C° and QO are the expansion coefficients in the chosen basis of the projected initial data. In system
(5), M, A, R, Ry, Ry € RV»*Nu whereas F., F, € RM . The component-wise definitions are given by:
Mi; = (@i, ¢5), Aij = A (i ;) Riij = (e, »j), Riij =7L(pi, 05),

RN(Y(t))ij = rn(¥(t), pis 05), Fei = Fe(pi), Foi = Fy(pi),
with 4, j ranging in {1,..., Nj}.

3.2.2 Time discretization

Let {t;}]'" be the partition of the time interval [0,77], so that 0 = tg < t; < --- < ty, = T and At =
tigr —ty, Yk € {0,...,Np — 1}. Denote with (C",Q°) = (C(0),Q(0)) the initial datum and define
(C*, Q") ~ (C(tx),Q(t1)), Vke{l,...,Ny}. Now we discretize the time derivative with a classic forward
scheme and introduce the theta-method scheme [39] to integrate in t.

Given the initial datum (C°, Q°), find (c*, Qk)7 Vk =1,2,..., Nt solving system (6):

<x +0A + HRL> C"+R! Q" = F?,

M D k [% k 0
<At +OA + eRL> Q" ~ R’ yC* = F!,

where the forcing term is defined and the non-linear term is linearized according to the chosen method.
e Implicit Euler method 6 = 1:
RZ):]Vl — RN(Ck—l) — Ck_l, RG’:]\% — RN(Qk—l) _ Qk—l7

q

_ M _ M
c c(tk)+AtC ) q q(tk)+AtQ
e Crank-Nicolson method 0 = 1/2:
- 3 1 3cht —CF?
R/ = SRy(CH) - SRy (CF ) =
’ 4 4 4
_ 3 B 1 B 3Qk71 o Qk72
RIV? = “Ry(Q"Y) - RN(Q" ) =
4 4 4
F9=1/2 _ Fc(tk) + FC(tkfl) . 3Ck_1 _ Ck—2Qk_1 + M B A_ + RL Ck_l
¢ 2 4 At 2 ’
Fo=1/2 _ F,(ty) + Fy(te—1) 3Q" ' —QF? CcF1 M A+R; k—1
a 2 B 4 a2 Q-

Notice that the Crank-Nicolson scheme is defined for k£ > 2. Thus, the first iteration should be performed
with the Euler Implicit method nonetheless.



4 Three-dimensional numerical results: verification

This section focuses on validating the numerical results against theoretical predictions. Firstly, we have
reproduced the results of [5] in two dimensions. Here we just discuss the three-dimensional generalization.

4.1 Convergence rates verification

For the first test case, we set Q = (0,1)Y, N = 2,3. Diffusion is set isotropic and the final time is set
sufficiently small. Since the nuanced interplay between the diverse contributions of the reaction term and
the diffusion term may introduce heightened numerical challenges, here we discuss a realistic test case. The
detailed setting of the simulations follows in Table 1. From the numerical viewpoint refer to Table 2. For

Coefficient Value Dimension Coefficient Value Dimension
daxn 0.0 [mmZyears 1] ko 0.6 [nglyears~Imm=3]
doxt 8.0 [mm?Zyears—!] ky 0.5 [years~!]

k1o 1.0 [pg 'mm3years—?] k1 0.3 [years™!]

Table 1: Test case of Section 4.1.1: physical parameters, taken from [5].

Temporal discretization Time step At=5-10"°
Final time T=5-10"°
Theta method 0=1/2

DG parameters Interior Penalty Parameter n =1
Penalty Parameter Yo = 10

Table 2: Test case of Section 4.1.1: numerical parameters.

these test cases, we used uniform cubical cell grids. We chose the exact solution as

N N
c(x,t) = cos(t) Zcos(%rxi), q(z,t) = <H cos(6mx;) + 2) e ! in Q c RY x (0,7,

=1 =1

and set the right-hand side and the boundary data accordingly.

4.1.1 Realistic coefficients, idealized domain

Figures 1a and 1b show the computed errors in |||, [| - [[22(q) and || - [[pg norms as a function of h, for p =
1,2,3,4, whereas Figure 1c shows the computed errors in ||-||, as a function of p, for h = 1/4, At =5-107°.
Notably, Figure la shows that the theoretical convergence rate is consistently attained, in some cases even
outperformed. Both Figures 1a, and 1b depict errors that have been normalized to highlight the convergence
rate. Also, from Figure 1c¢ we observe an exponential convergence for the error. Notice that this case is not
covered by the theoretical bounds of Section 3.2. The error for the component ¢(x,t) is always greater than
that of ¢(x, t) because its exact representation has a much higher frequency of oscillation, and thus it is more
challenging to be accurately reproduced numerically.

4.1.2 Realistic coefficients, realistic domain

We perform a convergence test on a realistic domain, based on data taken from Magnetic Resonance Imaging
(MRI) within the OASIS-3 database [27]. The mesh of the brain has been reconstructed as explained in
[12, 5]. Since the mesh is fixed, we only check that the error gets lower for a higher degree of polynomial
approximation. Figure 3 shows the computed errors in |-, as a function of p, for At =5-107° fixed. An
exponential convergence rate is clearly observable. Moreover, one can notice that the value of the error norm
|l is similar for the two solution components c(x,t) and g(x,t) since they both have the same frequency
of oscillation.



Error convergence rate - space N =3 Error convergence rate - space N =3 Error convergence rate - p N =3
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Figure 1: Test case of Section 4.1.1. (a) Computed errors in the [[-[|, norm versus the mesh size h (loglog
scale) for different polynomial approximation degrees p = 1,2,3,4. (b) Computed errors in the || - ||12(q)
and || - ||[pg norms, versus the mesh size h (loglog scale) for different polynomial approximation degrees
p=1,2,3,4. (c) Computed errors in the |||, norm versus the polynomial degree of approximation (semilog

scale) for h = 1/4,At =5-107C.
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Figure 2: 3D domain partition.

Figure 3: Test case of Section 4.1.2: computed er-
rors in the ||-[|, norm versus the polynomial degree
of approximation (semilog scale) for At =5-1076.

5 Numerical simulation of a-synuclein spreading

In this section, we analyze the numerical results obtained from the simulation of the diffusion of the a-
synuclein protein [44] within the above-mentioned three-dimensional brain mesh. For the details refer to
[13, 30]. Thanks to the high-order DG method used, the triangulation obtained is coarsened, following the
work of [4]. This way, the computational load is kept low. Diffusion-weighted imaging is used to obtain the
connectome wiring, as explained in [13], following the work of [30].

As for the initial condition of the simulation, the seeding region is inferred from post-mortem histological
analysis of infected brains [14], and it is located in the dorsal motor nucleus. Since the patient under analysis
is healthy, the initial concentration co() is set equal to the healthy component of the unstable equilibrium
es. Thus, co(x) = ko/k1 = 1.2. As for the boundary conditions, it is assumed that no flux is allowed
across the brain boundary. This translates into null Neumann boundary conditions for both healthy and



misfolded proteins, namely 9 coincides with I'y. The specific choice of the parameters of model (1) is
reported in Table 1. Some studies have tried to measure each parameter of Prusiner’s model [21, 28, 31, 35],
and others have investigated the contribution of each component through sensitivity analyses [41, 48]. All
these considerations lead to the choices shown in Table 1. In particular, the ratio daxn/dext = 10 is assumed
as a modelling choice, following [41]. As [15] shows in Section 2.2, the heterodimer model can be reduced
to the Fisher-Kolmogorov model, with a single partial differential equation. This can be done assuming the
healthy protein concentration constant, and thus focusing solely on the description of the misfolded protein
field evolution. The resulting model comprises a diffusive and a reaction term, multiplied by a constant, say
a, which can be expressed in terms of the coefficients of the heterodimer model:
o = k12% — k'l.

Through a sensitivity analysis, [41, 48] argue that a high value of « effectively describes the underlying
phenomenon, and thus set o = 0.9/years. The reactive coefficients are thus not independent. The work of
[5, 13] independently confirms the appropriateness of this choice.

From the numerical perspective, we employ the MUItifrontal Massively Parallel sparse direct Solver [1]
(MUMPS). This solver is specifically tailored for addressing large sparse systems to solve algebraic equations
on distributed memory parallel computers. The time step is fixed at At = 1/120 years, while we set the
final simulation time at 7' = 30 years. We employ a Crank-Nicolson time integration scheme and we fix the
polynomial order of approximation to p = 2.

As discussed in Section 2, the system is expected to evolve from the unstable initial equilibrium point
to the stable pathological equilibrium e; = (0.3,1.5). Figure 4 shows the temporal evolution of healthy and
misfolded proteins across the domain, with a temporal resolution of 5 years, accurately reaching the expected
equilibrium. Figure 5 depicts instead the numerical solution obtained over the medial sagittal section of the
brain mesh. The results are in alignment with the ones presented in [13], which were obtained starting from

0 0.2
I |

Figure 4: Test case from Section 5: snapshot of the computed solution cp(x, ) (blue) and g (x,t) (red), for
t € {0,5,10,15, 20,25} years.

the same data but exploiting the Fisher-Kolmogorov model. Instead, a major discrepancy can be noticed
with the spreading pattern of two-dimensional models. For example, consider [5]: not simply connected
brain sections strongly affect protein diffusion (see Figure 5). Lateral ventricles would represent an obstacle
to protein propagation in two dimensions. However, not simply connected points in 2D can be reached with
continuity in the 3D brain mesh. Obviously, this affects the overall spreading of the wave solution. Also, the
evolution time is of the order of 25-30 years, which is comparable to the medical references [8], and similar to
other simulation results [13, 5, 15]. Furthermore, diffusion directions are globally coherent with the medical
literature since they reproduce the stereotypical pattern described in [8]. For instance, there is no cerebral
cortex involvement in the absence of lesions in the brain stem, and early disease stages affect only the medulla
oblongata and the pontine tegmentum.

From the phenomenological point of view, nigral and extranigral induction sites vary in their susceptibility
to disease-related changes and follow a well-described temporal sequence of degeneration [8]. Starting from
the motor nucleus, the misfolded protein concentration locally increases in the seeding area. Subsequently, it
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Figure 5: Test case from Section 5: snapshot of the computed solution cp(x,t) (blue) and g (x,t) (red), for
t € {0,5,10,15,20,25} years in a sagittal medial section.

invades the lower brain stem along the axonal network, then spreads firstly into the mesocortex and eventually
into the neocortex, coherently with Braak’s staging theory [8]. The concentration of healthy proteins evolves
almost symmetrically, giving insight into cell loss.

5.1 Validation versus Braak’s stages

Refer to Figures 6, 8, 9, 10, and to Figure 11: the former depicts biomarker abnormality curves B&(t) from

the prion-like spreading of a-synuclein across different brain regions R; C Q) of clinical interest [8], where we
define B (t) as:

— fRi q(x,t)dx
S ol t) + g, H)dz

All of them are smooth sigmoidal curves, in agreement with clinical biomarkers of neurodegenerative disease

B (1)
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Figure 6: Temporal evolution of biomarker curves for different brain regions of clinical interest [8].

progression. It is also possible to identify the six different Braak’s stages [8]. During stage one, the lower
brainstem is affected: firstly the dorsal motor nucleus of the vagus nerve in the medulla oblongata, and then
the pons reach a critical concentration value. After, during stage 2, the Raphe nuclei are also affected and
the misfolded proteins travel up the brainstem into the pontine tegmentum. During stage 3, the substantia
nigra is reached: the parse compacta, together with the basal nucleus of Meynert starts showing misfolding.
Stage 4 coincides with the mesocortex invasion, while the neocortex is still healthy. However, the amygdala
is now compromised, as the anterior olfactory nucleus is. These two stages represent the start of sleep and
motor disturbances. Stage 5 also involves the neocortex, thus the temporal, parietal, and frontal lobes.
The substantia nigra is almost completely compromised. In stage 6, misfolded proteins have fully invaded
the neocortex, affecting also, for example, the primary motor cortex, and other sensory areas. Cognitive
impairment is now severe. The olfactory cortex appears to be years late if compared to clinical observations.
This discrepancy arises because, in our simulation, we consider only the medulla oblongata as the seeding
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region. Consequently, the infection of the olfactory cortex occurs significantly later than the average observed
in patients, where misfolded proteins are detected early in the olfactory cortex due to its proximity to the
olfactory lobe.

The substantia nigra impairment is a crucial point in the disease progression. Indeed, at this stage, symp-
toms become evident [8]. Consequently, this region is particularly significant in the study of Parkinson’s
disease evolution. By establishing a critical concentration threshold of g..i; = 0.2, at which point a brain
region is deemed compromised, we can determine the temporal duration of each Braak stage in our simula-
tion. Consistently with [8], we align the onset of stage 3 and stage 5, with substantia nigra and neocortex
compromise, respectively. Additionally, by considering the data in Table 2 of [8], we can validate the temporal
evolution of the biomarker in the substantia nigra, Bgy(t). Figure 7 illustrates the curve BSy(t) obtained
from the numerical simulation of this Section alongside the averaged values of 110 Parkinson’s disease patients
at each Braak stage. The result is promising, yet it is heavily constrained by the semi-quantitative nature of
the literature-acquired data.

Biomarker abnormality - validation
Temporal evolution - substantia nigra

T

—_
[N}

T
Stages 5-6

B

T T
Stages 1-2 Stages 3-4

4

o
oo
T

Symptomatic phase
Numerical result
+  Clinical data

Biomarker abnormality [%]
5

0.4} | ]
0.2 / 1 Symptomatic phase -
O # I + 1 1 1 1
0 5 10 15 20 25 30
time [years]

Figure 7: Test case of Section 5.1. Validation for the biomarker abnormality for the substantia nigra brain
region. The green line represents the biomarker abnormality curve computed from the numerical results
obtained from the simulation of Section 5. Clinical data are taken from [8], Table 2. The severity of the
disease is mapped on the range [0, 0.8], and for each stage, we take the average value and show the symmetric
interval with amplitude twice the standard deviation.

5.2 Sensitivity analysis

This section briefly discusses the results of a sensitivity analysis study that explores two parameter variations
not covered in the literature.

Time step length First, we address the time step length. Even though a longer At does not cause spurious
oscillations in the numerical solution representation, it induces a much lower spreading over the domain. A
proper choice of At is in the order of 10~2 years.

Diffusion coefficients Second, we study the relative contribution of extracellular diffusion of healthy and
misfolded proteins: indeed, the different steric hindrances might induce different gradient-driven velocities.
Increasing the extracellular diffusion of the healthy component induces a faster spreading of the healthy
proteins among the domain. Thus, it takes a longer time to locally accumulate misfolded proteins and
cause the disease. As an instance, the choice d$,, = 2d%, = 16mm?years—! induces a temporal delay for
the biomarker curve of over 10 years. Figure 12 depicts the temporal evolution of the global biomarker
abnormality curve versus the period of 30 years for the two choices dS, = df,, and d¢,, = 2dZ,,. In the latter
case, the saturation time is reached much later than expected by medical literature. Therefore, deviating
from clinical observations over several years, it does not appear to be a good modeling choice.
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Figure 8: Test case from Section 5. Evaluation of healthy protein loss at 10 and 20 years, observed across
six transversal sections within the three-dimensional domain shown on the left.
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Figure 9: Test case from Section 5. Evaluation of misfolded protein diffusion at 10 and 20 years, observed
across six transversal sections within the three-dimensional domain shown on the left.
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Figure 10: Test case from Section 5. Evaluation of healthy protein loss at 10 and 20 years, observed across
six coronal sections within the three dimensional domain shown on the left.
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Figure 11: Test case from Section 5. Evaluation of misfolded protein diffusion at 10 and 20 years, observed
across six coronal sections within the three-dimensional domain shown on the left.
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Figure 12: Test case of Section 5.2. Sensitivity analysis for two different mechanisms of extracellular diffusion.

6 Conclusions

In this study, we applied the heterodimer model to the study of the diffusion of the a-synuclein protein
throughout the brain in Parkinson’s disease. We discussed some theoretical results concerning the het-
erodimer model and we derived its polytopal discontinuous Galerkin formulation. Convergence tests in two
and three dimensions confirm the theoretical results for implicit and semi-implicit treatments of the nonlinear
term in trivial domains. Furthermore, we conducted a convergence analysis with respect to the mesh size h
and the order of approximation p. Lastly, we performed a realistic simulation of a-synuclein protein prop-
agation across a three-dimensional brain mesh obtained from structural Magnetic Resonance Imaging. Our
results have been validated by comparison with clinical data from the literature, showing good agreement.
Additionally, biomarker curves correspond well to available clinical data. The choice of using the polytopal
discontinuous Galerkin method has been justified by both the high rate of convergence achieved in numerical
tests and the effective description of propagating fronts in the three-dimensional domain. Indeed, our results
align well with the postmortem histological analyses and Braak’s staging theory. The simulation also under-
scored the importance of detailed spatial simulations and the limitations of two-dimensional ones on brain
sections. Moreover, it represents a step forward compared to the Fisher-Kolmogorov model, offering insights
into the concentration of healthy proteins within the brain during the pathology.

The computational framework enables the study of potential biomarkers for neurodegeneration not in vivo.
This approach could lead to benefits in terms of early intervention in therapy. The mechanistic description
of the phenomenon enables examination of the individual contributions’ relative significance, facilitating the
customization of therapy approaches. Furthermore, the complete spatial description also allows studying a
priori the timing and the location of interventions. In the future, it is reasonable to envision patient-specific
therapy based on quantitative models for prion-like diseases.
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