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Abstract

When addressing multi-domain/multi-physics problems, the correct ex-
change of mathematical information at subdomain interfaces is crucial. In
this paper, such transfer is analyzed in the particular framework of a fluid-
structure interaction (FSI) problem. A genuine FEM-FEM formulation is
considered firstly, followed by a mixed FVM-FEM formulation. In both
cases, we focus on two critical issues: how to interpolate numerical quan-
tities at the interface, and how to achieve the property of conservation of
energy transfer. In the second part of this work, we analyze the use of
Radial Basis Functions (RBF) to handle both mesh motion and interpo-
lation of numerical variables over non-matching interface grids. Different
kinds of radial basis functions are considered and numerical tests compar-
ing their performances in terms of accuracy and stability are presented and
discussed.

1 Introduction

The simulation of multi-physics/multi-domains problems has become common
practice in many different fields. These problems feature a strong interaction
between one domain/physics and the others, thus it becomes fundamental to
exchange information consistently and accurately. Such coupling is achieved
by ensuring that suitable physical variables are continuous across the interface



separating the sub-domains. In this paper we will focus on fluid-structure inter-
action (FSI) problems even if our approach can be extended to the more general
framework of multi-physics/multi-domains problems.

In the FSI framework, a classical way to couple the fluid and structure do-
mains consists in imposing the continuity of stress and displacement (or, equiv-
alently, velocity) at the interface. Furthermore, it has been shown in literature
that in order to ensure stability of the coupling algorithm, it is important to
ensure the correct energy transfer at the interface. We first consider the case
where both fluid and structure problems are solved via the same discretization
technique, the finite element method (FEM). The analysis is performed for both
the simple case where the spatial discretization is conforming, i.e. the interface
nodes are coincident, and in the more general case when non-conforming meshes
are used. Afterwards, the same analysis is extended to a different framework
where a mixed finite volume-finite element (FVM-FEM) spatial discretization is
considered.

The second part of this paper focuses more specifically on the use of the
Radial Basis Functions (RBF) technique as interpolatory procedure. Different
basis functions are considered and the trade-off between accuracy and stability
is investigated. A battery of numerical tests on different geometries and data are
carried out to analyze the convergence properties of the different kind of radial
bases proposed in the literature and the influence of the radial basis shape factor.

In FSI problems based on the Arbitrary Lagrangian-Eulerian approach [11,
14, 24], a critical step is represented by the successful mesh motion due to the
FSI interface deformation. In this paper, the same RBF tool adopted for the
interface data interpolation is used also to deform the volume mesh, as done for
example in [9]. In this work, this approach is considered in order to analyze, on
realistic deformation fields, the behavior of the different radial basis functions
in terms of mesh quality. We also discuss some specific issues related to the
implementation of the RBF method on parallel architectures.

The numerical models presented in this paper have been recently used for
wind-sail FSI simulations [20]; however, the same approach can be applied in
the context of other FSI problems as well.

The paper is organized as follows: after recalling the formulation for a general
fluid-structure interaction problem and the conditions imposed at the interface
(section 2), in section 3 we analyze the case of FEM-FEM discretization frame-
work, on both conforming and non-conforming grids. In section 4 the particular
case of FVM-FEM discretization is discussed and the considerations presented in
the previous section are modified according to this new framework. The atten-
tion is then focused on the RBF interpolation technique, presented in section 5.
Numerical results assessing the performance of the method in the context of FSI
problems in terms of accuracy and conservation properties are given in section 6,
as well as its application when used also for moving the computational domain.
Finally, in section 7 some implementation issues on parallel architectures are
discussed, followed by a section on conclusions.



2 Fluid-Structure interaction framework

A fluid-structure interaction (FSI) problem is defined by the coupled dynamics
of a moving or deformable structure interacting with a surrounding fluid. In this
work, we will assume that the flow field is governed by the time-dependent in-
compressible Navier-Stokes equations, whose governing variables are the velocity
and pressure pair (up, pr), and the structure is modelled by any elasto-dynamic
equation whose unknown is the structural displacement dg.

In the classical formulation of fluid-structure interaction problems, the fluid
and structure equations are coupled by a kinematic condition

up =ug onl, (1)

which states that the fluid velocity up and the structure velocity ug = dg are
continuous at the interface I', plus a dynamic condition

ornp = ogng on [, (2)

which ensures the balance of fluid and structure normal stresses at the interface,
with opg and npg denoting the stress tensors and the outward normal unit
vector, respectively.

After space and time discretizations, although monolithic FSI approaches
[17, 13, 8, 7] can be adopted, with the fluid and structure equations solved
simultaneously (together with the coupling conditions), in many engineering
applications partitioned FSI schemes are most often preferred [22, 12, 21, 6].
The latter are based on suitable domain decomposition paradigms according
to which the solution of fluid and structure problems are decoupled from one
another thanks to suitable splitting of the interface conditions (1) and (2). In
this way, existing codes previously developed (and optimized) for the solution of
each separate field only need to be coupled through suitable interface conditions:
informations between codes are exchanged only at the interface. In the classical
Dirichlet-Neumann domain decomposition coupling, which is considered in this
work, the displacement field at the interface is transferred from the structure to
the fluid while the stress field from the fluid to the structure through condition
(2), see [23].

Furthermore, it has been shown [22] that the stability of the FSI coupling
depends on whether or not the global conservation of energy is fulfilled across the
interface, more precisely, the work Wr done by the fluid forces on the interface
equals the work Wg done by the structural forces.

We consider the general case where the fluid and structural grids are non-
matching at the interface, so that suitable inter-grid interpolation (or projection)
is required when transferring data between the two domains. Not only the inter-
face can be non-matching (Figure 1(left)) but also the fluid and structure solvers
may be derived from different spatial discretization techniques with different ar-
rangements of the degrees-of-freedom over the grids (Figure 1(right)).



Figure 1: (Left) Non-matching grids. (Right) Different spatial discretizations: P1 finite
elements on the left, cell centered finite volumes on the right. Symbol explanation is as follows:
e FE nodes, x FV cell centers and m F'V face centers on the interface.

Finally, the flow problem is defined on a domain which deforms accord-
ing to the structure motion. The problem is here formulated in an Arbitrary
Lagrangian-Eulerian framework, which implies that a correction term related
to the rate of mesh deformation should be added to the convective term of the
momentum equation. The deformation of the fluid mesh is obtained imposing
the structural displacement at the interface. The grid displacement inside the
fluid domain can be obtained in many different ways, such as, for example, the
harmonic extension or the spring-analogy method. In this work, the application
of the RBF technique for the deformation of the volume mesh will be considered.

3 General formulation for Dirichlet-Neumann inter-
face coupling

The FSI problem just introduced can be recast in a more general abstract frame-
work which can be shared by different classes of multi-physics (or multi-domain)
problems. We will follow the general abstract approach of [23].

Given two disjoints domains € and €2y with a common interface I' = Q1 Ny,
we consider two differential problems defined, in strong form, by

L1u1 = fl, in Ql, (3)
Loug = fa, in Q. (4)
For simplicity of exposition we are assuming that L; and Lo are two linear second

order operators and that (3) and (4) are two scalar equations. At the interface
I', the two problems (3) and (4) are coupled by the two following conditions:

u] = ug, onl, (5)
¥1(ur,n) = Yo(ug,n), onT, (6)



where the former is a Dirichlet-type interface condition and the latter a Neumann-
type interface condition, with n denoting the unit normal on I' pointing from €
to 2a. In the FSI problem, the Dirichlet condition corresponds to the kinematic
condition (1) and the Neumann condition to the continuity of the normal stress
(2). For the sake of simplicity, on the other boundaries of domains ; and €,
(0 \T" and 0Q9\T", respectively), we consider homogeneous Dirichlet boundary
conditions.
The weak formulation of problems (3) and (4) reads

Problem 1: Find u; € V(1) such that:

al(ulavl)ﬂl = (f17v1)ﬂ17 V'Ul S Vl(Ql) (7)
Problem 2: Find uy € V2(Q2) such that:
as(ug,v2)0, = (f2,v2)0,, Yva € Va(22), (8)

where V7 and V5 are suitable functional spaces defined on the two domains {2
and g, respectively, and (,-)g, denotes the standard L?(€;) (i = 1,2) scalar
product.

We assume that the Neumann condition (6) is the natural condition associ-
ated to the weak form of the two problems, namely

(Liui,v1), =ai(ui,v) + [ 1(ur,n)vy, Yo eVi(y), 9)
o0

(Laug, v2)q, =az(ug, v2) — . o (ug, n)va, Vv € Vo (). (10)
2

Within this framework, the Neumann interface condition (6) is naturally
imposed in a weak sense. Indeed, if we take as test function in equations (7) and
(8), an interface function A\ defined over a functional space A(I") with a suitable
regularity, we have, VA € A(T"),:

ar(ur, RiA) + az(ug, RoA) = (f1, Rid)o, + (f2, R2A)ay, (11)
with R;A denoting a prolongation (or lifting) of A into V;(€2;), ¢ = 1,2. This
implies, using (9) and (10), that

(Llul,R1)\)gl — wl(ul, n)/\—i-
o

+ (Lougz, RoN)q, + o (ug, m)A =
1595

= (f1, RiN)a, + (f2, ReNa,, VA€ A(D).
Using the strong form (3) and (4), we get

/F [ (1, m) — (uz, M) A= 0, WA € A(T), (12)

which corresponds to the weak form of (6).



3.1 FEM-FEM formulation

If we consider a finite element discretization of both problems defined in €2; and
s, the formulation of the interface condition is easily derived by the continuous
weak formulation. Indeed, given two triangulations of €2, and 25, we can consider
two finite dimensional subspaces V}, 1 and Vj, o of V1(€21) and V2(22), respectively.
The discrete counterparts of problems (7) and (8) read

Problem 1 (FEM): Find up; € Vj,1 such that:

ai(up1,vn1) = (f1,0n1)0,, Yop1 € Via. (13)

Problem 2 (FEM): Find up2 € Vj o such that:

az(up2,vh2) = (f2,0h2)0., YUp2 € V. (14)

For interface conforming finite element grids, we denote with I', the common
restriction of the two triangulations at the interface I'. In this case, the Dirichlet
interface condition (5) simply implies that

Up1 = Upz2, on Ly,

while the Neumann interface condition (6) can be written, as in the continuous
problem, in weak form:

Yi(up 1, np1) A\ = — [ Ya(up2,np2) A0, YA, € Ap(Th),
Iy 'y

where Ap(I'y) is the finite dimensional subspace of A(I'), while ny 1 = —ny, 5 are
the two unit outward normal directions across I'j,.

In the more general case where the triangulations are non-conforming at the
interface, let us denote with I'y, 1 and I'j, o the restrictions of the triangulations
over €} and (), respectively, and with Aj; and Aj 9 the corresponding finite
dimensional subspaces of A(I'). In this case, to impose the Dirichlet interface
condition (5) a suitable interpolating operator Z;, from Ap 5 to A is required,
resulting in

up,1 = Tn(unp).

Introducing the bases {{1:}, 4 =1,...,dim Ay ; and {25}, i =1,...,dim Ay o
of the discrete spaces Aj, 1 and Ay, 2, respectively, up 1 and up, 2 can be developed
in terms of the respective basis functions:

upi(x) =Y Urjéi(x), x€Tlh,
J

up2(X) = Z Uzj&j(x), x€Tlpo
J



where Uy = {U; ;} and Uy = {Us;} are the nodal value vectors of up 1 on I'j, 3
and up 2 on I'y 2, respectively.
Denoting with H the matrix representing the linear interpolating operator
Th, we get
U; = HU,.
In the non-conforming case, the weak form of condition (6) is more involved.
The discrete equivalent of (11) can be written, for Ay ; € Api(I'ni),7i=1,2, as

a1 (un,1,Rp 1 n,1) + a2(un 2, Rh2An2) (15)
= (f1, Rnirn1)a, + (f2, Rn2An2)as,,

with Ry ;An; denoting a prolongation of \p; into V4 ;(€2;), ¢ = 1,2. Proceeding
similarly to what done at continuous level, we can retrieve the discrete equivalent
of condition (12), for i =1,...,dim Ay, 9, as:

W1 (up1,mp) o = a(up2,0p2) £ (16)
Ty Cp2

where éz_z- is the interpolation of {3; on I', 1 and can be rewritten in terms of
the basis of Ay, 1, as follows

2= Hiilin
k

Note that to obtain the i — th basis function &, the coefficients of the linear
combination are the ¢ — th column of H.

Furthermore, if 11 and o are developed in terms of the corresponding basis
functions

V1 (un,1, np,1) 2‘1’1,3 §1,5(x

o (up2,0p2) Z‘I’Q,J &5(x

the algebraic counterpart of the right-hand-side of (16) then reads, for i =
., dim Ay o:

Ya(un2,np2) E2,i = / D Wyl =

Fh2 i

= Z%,j/ §2,j €20 = (M2 ¥2);, (17)
j 1_‘h,2

Th2

where My is the mass matrix relative to I'y 2.



Similarly the left-hand-side of (16) can be rewritten in algebraic form, as

wl(uhl,nh,l)gz,z’%/ PR ZRISRIZY
Thia Cpia j
~ / D Wiy Hyilow = (H M), (18)
Pray A

where we recognize the mass matrix M relative to I', ;.
By combining equations (17) and (18), for every value of i, we end up with
the following vector condition

MoWy = HT M Wy, (19)

relating the energy balance at the interface. The same condition will be found in
the following section for a mixed-discretization case via a more involved algebraic
reasoning.

It is important to notice that, in the case of FSI problems, the weak imposi-
tion of the continuity of the normal stress corresponds to imposing the principle
of virtual works at the interface, for any given displacement, and thus the balance
of energy transfer at the interface.

4 FVM-FEM formulation

Most available commercial fluid flow solvers, as well as many open source codes,
are based on finite-volume discretization, mainly because of the high efficiency
of such methods for the numerical solution of turbulent flows on large compu-
tational grids. On the other hand, the finite elements method has become the
standard tool for the numerical simulations of structural problems. It is thus
common and quite efficient in fluid-structure interaction problems to couple a
finite-volume fluid solver to a finite-element structural solver. In this section
we will generalize and adapt the results obtained in the previous section to this
particular class of problems, still in the case of non-conforming grids at the
interface.

In particular, we will consider the case in which the structural solver is
based on a Lagrangian piecewise-linear finite element discretization, where the
degrees-of-freedom are the displacement values at the grid nodes. The fluid solver
considered is based instead on a finite volume discretization, with a colocated
arrangement for the velocity and pressure variables at the center of the grid
cells and the conditions at the interface are imposed on the face centers. Both
pressure and velocity are considered constant over each control volume. Many
different interpolation schemes to transfer data from cell center to face center
(and wvice versa) exist [15], however the specific algorithm used is not relevant in
this context.



In this framework, the kinematic condition (1) requires the transfer of the
displacement of the interface structural nodes to the fluid nodes. This can be
achieved via an interpolatory operator that usually acts from the nodal value of
the structural displacement to the fluid interface grid nodes.

The interpolation of the structure displacement Dg, to the fluid interface
nodes can thus be expressed as a vector relation

Dp, = Hp,s,Ds (20)

where the index S, and F,, denotes the structure and fluid nodes respectively
and Hp g, is a general interpolatory operator (a rectangular matrix) from the
value on the structural nodes to the fluid nodes.

It should be noted that such operation already implies a first approximation:
condition (1) states that fluid and structure velocities (and displacements) should
coincide at the interface; however, in case of non matching interfaces, this is
usually not feasible. In fact, let us assume that the displacement is transferred
from the structure to the fluid nodes in order to deform the grid through any
interpolation technique. The same interpolation could in principle be used to
transfer the velocity from the structure to the fluid face centers (where it will be
used as velocity boundary condition). Unfortunately, in so doing, the geometric
conservation law (GCL) will not be respected. The GCL states that the mesh
velocity must be equal to volume swept by the cell faces divided by the time
interval [18]. If such condition is not respected, incorrect artificial mass sources
are introduced in the Navier-Stokes equations. The opposite approach could be
based on transfering, at first, the velocity from the structure to the face centers
and then recovering the actual grid points motion via geometric considerations.
Unfortunately, this problem may not be easy to solve, and in some cases its
solution may not even exist, since we are considering the general case where the
mesh is composed by polyhedral cells and the number of points is arbitrarily
large, as well as the number of the faces connected to a given face.

Furthermore, it is interesting to notice that although the cell faces are usu-
ally planar at the beginning of a simulation, when the mesh is deformed, and
if the mesh is composed of arbitrary polyhedra, such motion usually will not
preserve this property. In this sense, the mesh velocity, but even more basic
geometrical quantities such as the face normal or area, are usually retrieved by
ad-hoc averaging/interpolation techniques yielding a first approximation.

To give an example, in the code used in this work, the face normal and area
magnitude of each face are reconstructed by evaluating the face barycentre and
then subdividing each face in the triangles obtained joining the face vertices and
the barycentre (see Figure 2), and then evaluating for each of those sub-triangles
the quantity needed. The total face value is finally obtained as the area-weighted

average of the values ¢; on each sub-triangle, i.e. ¢y =", %‘X

Let us now focus on condition (2) and the transfer of informations in the
opposite direction, from FV to FE discretization. When using a finite volume



Figure 2: Subdivision of a generic polyhedron face in triangles. Face values are obtained as
area-weighted average of the values ¢; on each sub-triangle. A; is the area of each sub-triangle.

discretization, the normal stress at the interface is naturally defined on the face
centers.

On the other hand, in the finite element structural solver, the Neumann
condition on the normal stress usually appears in the weak formulation as a
right-hand-side term of the form

/(Usns) &, (21)
1N

(with & denoting a test function) and thus the proper choice of interpolation
points would be the location of the quadrature nodes of each element. Other
less accurate choices would be to interpolate the required field on the nodal
points location and then use the finite-element basis to obtain the value on
the quadrature nodes or, even more bluntly, to assume the normal stress to be
constant over the whole structural face (in a similar way to what is imposed on
the fluid side) and compute the interpolation only at the center of the structural
faces.

To keep the notation simple, hereafter we will consider the case where the
interpolation is required on the nodes of the structural grid. The interpolation
of the normal stress from the fluid face centers to the structure is thus given by

3, = Hg,r; XFy, (22)

where ¥g, and X, represents the structural normal stress at the grid nodes and
the fluid normal stress at the face centers respectively, and Hg, r, is a general
interpolatory operator (again, a rectangular matrix) acting from the fluid face
centers to the structural nodes.

To better clarify our procedure, in Figure 3 a schematic description of the
non-matching finite element/finite volume discretization is reported. The dis-
placement is transferred from the structure interface nodes (o) to the nodes of

10
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Figure 3: On the left, P1 finite elements. On the right, cell/face centered finite volume
elements.Symbol explanation is as follows: e FE grid nodes, o FV grid nodes, X FV cell
centers and m F'V face centers on the interface.

the interface of the fluid grid (o). The normal stress instead is transferred from
the fluid interface face centers (m), properly obtained by the neighbor cell center
(x) values, to the structure interface nodes.

4.1 Energy conservation at the interface

In this section, we will analyze the problem of conserving the energy transfer at
the interface in the framework of a FVM-FEM discretization on non-conforming
interfaces.

In the case of a common interface I', the energy is conserved if the work Wy
done by the structural forces on the interface equals the work Wr done by the
fluid forces, namely

We(d) = /F(agng)-d _ /F(apnp)-d — We(d), Vd,

with d = dg = dy being the displacement of the interface.

At discrete level, since the fluid solver is based on finite volume approxima-
tion and values are constant over a whole face, the work Wy done by the discrete
fluid forces at the fluid interface can be computed as follows

Nr, N
Wr = / D Srixi Y, Drpxg =
Pr =1 j=1
Nr,
Z YFiAr iDry i = (MFDFf)TEFf,
i—1

where x; is the characteristic function on the i-th fluid interface face, 3 Fyi and
Dp, i are the face center values of normal stress and displacement, respectively,

11



> Fy and D Fy denote the vectors containing all X Fyi and DFf»i values, respec-
tively. Note that, in finite-volume discretization, the fluid interface mass matrix
M is simply a diagonal matrix whose entries are the areas of the corresponding
faces Apy ;.

Analogously, the approximation Wy of the work acting on the structure at
the discrete level can be obtained as follows

Ns,, Ns,

W”Sz/ § ESW-Q Ds, ;& = (MgDg,)" s, ,
T -
j=1

S =1

where Xg, ; is the discrete value of the normal stress at the i-th structure inter-
face node , My is the finite-element interface mass matrix for the structure and
Dg, is the displacement evaluated at the nodes of the structural mesh.

We can thus conclude that, at discrete level, energy is globally conserved if
the following algebraic identity is satisfied:

(MsDg,)" £, = (MpDr,) Sry,

therefore

where we have used the fact that the mass matrices are obviously symmetric.

Substituting (20) into (23), and neglecting the mismatch between the fluid
node and fluid face location of the displacement (which will be further discussed
in section 5.2), we obtain

D}, MsXs, = D§ His MpXp,. (24)

Therefore, if we require that
MsZs, = Hf, 5, MrSr,, (25)

then equation (24) is automatically satisfied for any displacement field Dg, . This
condition is, not surprisingly, equivalent to equation (19) found in the previous
section.
Using equation (25) we finally find the following relation between fluid and
structural stresses:
S5, = Mg'Hf g MpEp,. (26)

n

In conclusion, in order to conserve energy at the interface it is sufficient to
use as interpolatory operator to transfer the normal stress from fluid to structure
the transposed of the operator Hp,s, used to transfer the information from the
structure to the fluid weighted by the inverse of the structural interface mass
matrix and the fluid interface mass matrix, i.e.

Hs,p, = Mg'Hf g Mp. (27)

12



Finally, since in the finite element structural solver the normal stress appears
in the weak formulation as an integral term (equation (21)) which, in algebraic
form corresponds to the left side of equation (25), there is no need to actually
evaluate the inverse of the structural interface mass matrix. Indeed, the fluid
normal stress can be directly transferred to the structural solver as an already
integrated quantity, namely Hgf 5, MpX¥p,.

It is interesting to notice that actually no information about the finite element
discretization is used to transfer the stress from fluid to solid since the right hand
side of equation (25) is independent of the structural discretization schemes.

Remark 1 The previous analysis has concerned a steady fluid-structure cou-
pling. To extend it to time-dependent problems, the possibly different time-step
and time discretization schemes used in the fluid and structural solvers should
be taken into account. This, however, in general is not a critical issue.

5 RBF interpolation in FSI problems

In this section, we will analyze the role of the RBF method as interpolatory tool
in the framework of FSI problems.

5.1 Introduction to Radial Basis Functions interpolation

In recent years, the Radial Basis Function method has become a well-established
tool for the multivariate interpolation of scattered data, thanks to its peculiar
approximation properties [3, 4]. This technique has been successfully adopted in
different areas such as, e.g., computer graphics [25], three-dimensional surface
reconstruction [5], fluid-structure interaction problems [1, 10] and mesh motion
[9, 2].

Here we consider the adoption of the RBF technique for the interpolation of
data on non-matching grids, in order to transfer those data from the structure to
the fluid and wvice versa. Given the known values fo of a function in a set of N¢
control points {xcj }j=1,...No, the Radial Basis Function interpolation defines a
global interpolation function f(x) in the whole domain. No restriction on the
admissible location of the control points applies.

The value of f at a generic location x is obtained as a weighted sum of radial
basis functions ¢(|x —xc;|) based on the Euclidean distance between the control
points position x¢; and x:

N¢

F(x) =Y v50(x —xc,]) + a(x),

j=1

where ; is the weight associated to the j-th basis function and ¢(x) is a polyno-
mial term. In order to obtain the weights v; and the coefficients of the polynomial

13



q, we impose the interpolation conditions at the control points
f(XCj) = ij for j=1,...,Nc¢c. (28)

where fco; denotes the j-th element of vector fo. Moreover, it has been demon-
strated (see [4]) that in order to guarantee the positive definiteness of the RBF
problem, the following condition

N¢
> yp(xc;) =0 (29)
=1

should hold for any polynomial p with degree less or equal than the degree of ¢;
the choice of the degree of the polynomial ¢ depends on the basis functions used
[10]. We assume in the following that ¢ is linear: in such case, constant fields
are exactly interpolated.

Denoting with 3 the vector containing the coefficients of ¢, i.e. ¢(x) =
Bo + Pi1x + Pay + P32z, equations (28) and (29) result in the linear system

Bee Po|| v | _ | fo
[ PL 0 8|1 | O (30)
where Boc is a No x No matrix whose entries are Boc, ; = ¢(|xc, — X¢;|) and
Pc is a No x 4 matrix with the j-th row given by [1 z¢; yc, 2c;]-
The interpolation on a set of Ny interpolation points {xr, }x—1,.. n, can be
computed by

B v ] Boe Po]7'[ fo
f[—[B[CPI]|:B:|—[BICPI]|:Pg 0:| |:0:|
Ric —

Roo
and, denoting with R(i‘é the first N¢ columns of Réé, we obtain

f; = Ric R fo = Hio fo (31)
H

where Hjo represents the interpolation matrix from the control points to the
interpolation points.

Remark 2 In practice, unless No and N; are very small, the matrix Hyc is
never assembled because of its high computational cost. In fact, the cost of
computing eq. (31) assembling matriz Hic is of the order (N; x NZ) operations,
while if we first multiply Ralc by fo and then multiply the resulting vector by
Ric the total cost is only of the order of (2N x N¢) operations. In principle, the
matriz Hrc could be evaluated once for all at the beginning and stored, so that at
run-time the first method would cost only (N; x N¢) operations, thus about twice
as fast as the second approach. However, in practice, if the number of control
points is large (order of thousands), assembling the matriz Hic is usually too
expensive.

14



Many different radial basis functions have been proposed and analyzed in
the literature [4]; among the most common options, we mention:

e the Inverted Multi-Quadric biharmonic splines (IMQ):
1

ox|) = ==
() = s
e the Gaussian splines:

() = e
e the Thin Plate splines (TP):
(|x]) = |x/r*Infx/r|;
e the Beckert and Wendland [1] C? splines:
Bxl) = (1= Pxl/r)y)" (@l fr+ 1)

where r is a scaling factor that controls the shape of the basis and the subscript
+ indicates that only positive values are taken into consideration.

The first three bases have global support, while the last one has compact
support. The advantage of using basis with compact support is that the matrices
R are sparse and, therefore, considerable speed-up may be obtained in both the
matrix-vector multiplication and the solution of the linear system (30), when
adopting an iterative method. The drawback is that, in theory, the interpolation
is less accurate [4]. The scaling factor r has a significant impact on the accuracy
and stability of the interpolation. The larger it is, the wider the radius of
influence of each control point. Optimal value of this parameter can be computed
analytically only in very simple cases [4]. However, it is common practice to
consider a value of r large enough such that the support of each radial basis
function includes at least all nearest neighbor control and interpolation points.
The choice of the scaling factor r is limited from above by the fact that the
condition number of the Rcc matrix increases exponentially with r [4]: if the
basis are very wide and flat, it will be hard to distinguish the contribution of
every single control point on a nearby interpolation point and the matrix will be
almost singular. The best solution would be to use a different radius r for each
radial basis function; however, the well-posedness of problem (30) is guaranteed
only for constant r [1].

In section 6, the influence of the shape factor r on the accuracy and condition
number of the RBF methods for the different bases will be analyzed on different
numerical test cases.

Remark 3 Usually, in the literature the TPS basis does not include a shape
factor r, since it has no effect when the polynomial term is used (which is required
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to guarantee that the RBF matrix is positive definite). Indeed, if we include the
factor r in the TPS basis, we can show that

1
S(1x]) = be/r* I fx/r] = =5 (|x[*In|x| = [x|*In7),

therefore, the scaling factor is equivalent to an additional second order polyno-
mial term scaled by a factor In(r): this term is negligible compared to the linear
polynomial, unless we consider very large values of r and |x|. In this work, we
have decided to include the factor r in the TPS basis and analyze whether such
independence is indeed verified in practice (see section 6).

5.2 RBF in FSI problems

Let us now focus on the use of the RBF interpolation in the case of the FSI
problem introduced in section 2. As mentioned before, the displacement values
should be transferred from the grid nodes on the structural interface to the grid
nodes on the fluid interface.

Using the RBF interpolation notation introduced in the previous section (see
equation (31)), the interpolation of the structure displacement vector Dg, to the
fluid one Dp, via equation (20) can thus be expressed as

where the structural nodes .S,, are used as control points and the fluid interface
nodes F), are the interpolation points.
Similarly, equation (22) becomes

ESn :HSan EFf :RSan R;‘lef 23Ffa (33)

where, in this case, the fluid interface face centers F; are used as control points
and the structural nodes S, are now the interpolation points.

We have seen in section 4.1 that, in order to conserve the energy at the
interface, equation (27) should be used instead of (22). Moreover, to obtain
equation (24) the mismatch between face and nodal fluid displacements has been
neglected: formally only the operator Hr, g, relating solid node displacements to
fluid node displacements has been defined and not the operator Hp,g, relating
solid node displacements to fluid face displacements.

One possible solution would be to obtain the fluid displacement Dp, at
the face centers from the node center values through a further node-to-face
interpolation, namely

Dp, = Kp;r,Dr, ,

with Kp,p, being the matrix that performs such node-to-face interpolation. In
this case, using (32) and (31), the nodal displacement D, would be given by

Dy, = Kp,5,Dp, = Kp, 5, Hp,5,Ds, = Kp,p, Rr,s,R5' Ds,. (34)
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We prefer, instead, computing the fluid displacement D, at the face centers
directly from the structural nodal displacement Dg, , where equation (32) is
now written using the face centers as interpolation points, namely:

DFf = HFfsann = RFfSnRE:SnDSn' (35)

Comparing (34) and (35), we note that the core factor of the RBF interpolation,
ie. ]:Zgjsn, is the same and only the projections (i.e. Kp,r,Rr,s, and Rp,s, )
are different. Moreover, using (35) the potentially critical node-to-face interpo-
lation K FyF, is avoided. Notice that the matrix H FySy requires the calculation
of the new matrix Rp,s, .

Remark 4 Using equation (26), we guarantee the conservation of the total en-
ergy at the expenses, however, of the consistency of the interpolation. Nothing
in fact ensures that the row-sum of Ms_lﬁgfsnMF is still equal to one (and in-
deed usually this would not be the case). This means that with this approach if a
constant normal stress is acting on the fluid interface, the stress imposed on the
structure side of the interface is not exactly constant. If the standard approach
is used, i.e. equation (22), consistency would have been ensured, but at the cost
of a worse energy balance.

5.3 RBF for mesh motion

One advantage of using the RBF technique for the interpolation of data between
non-matching interfaces in FSI problems is that it allows using the same map
to extend the interface deformation inside the three-dimensional fluid domain.
Indeed, it is sufficient to enlarge the set of interpolation points so to include
all the interior fluid mesh nodes. In this way, the correct mesh motion on the
fluid-structure interface is naturally achieved, while to control the deformation
far from the interface special adjustment should be made depending on the case
at hand.

In particular, we first consider the case where the moving interface is located
at the center of the domain and the other fluid domain boundaries are far away
from it, see Figure 4. To move the volume mesh is thus sufficient to use as control
points only the structural points located on the interface and then multiply the
predicted deformation by a smooth cut-off function [2], given for example by:

1 if t <0,
b(x) =< 1—-t3(3-2t) ifo<t<l,
0 ift>1,

with ¢ = | [[(x — x)|| = Biminl/(Rmaz — Rmin)-

As shown in Figure 5, this correction imposes a cubic decay for all points
whose distance from a predefined “central” point x. lies between distance Rn
and the maximum distance R,,... For all points farther than R,,,, the defor-
mation is set to zero. It is thus sufficient to ensure that the external boundaries
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Figure 4: Example case where the moving object is located at the middle of the domain and
far away from every other boundary. The local support of the RBF map due to the introduction
of the cut-off function has also been highlighted.

are farther away than R,,., from the interface to be sure that the they will not
be deformed. If such cut-off function is used, it is worth noting that the points
outside R,,q: are not moved and thus there is no need to insert them in the
matrix Rjc: considerable speed-up can be achieved.

However, this approach cannot be used when the moving boundary is close
to other fluid domain boundaries since the cut-off radius to be chosen would
be too small. In this case, a possible solution is to use as control points also
all the nodes of the boundaries close to the moving one and impose on those a
displacement equal to zero.

Cut-off function

Distance

Figure 5: Smooth cut-off function applied to the RBF map.
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6 Numerical results

In this section, we present the numerical simulations carried out to assess the
behavior of the RBF technique described in the previous sections. In particular,
we will first consider the interpolations based on different families of RBF bases
and we will compare their behavior on different geometries and with different
values of the shape factor . The interpolation will be tested on simple geometries
as well as on a realistic configuration, the latter being referred to a wind/sail
fluid-structure interaction problem.

6.1 Numerical assessment of RBF interpolation

As a first test case, the properties of the RBF interpolation are analyzed by
computing the interpolation of a constant function defined over a planar unit
square domain. Let us assume that the solution (on the structure) is given
over a 25 x 25 quadrilateral uniform grid and it is interpolated over a 40 x 40
uniform and structured quadrilateral (fluid) grid, thus non-conforming w.r.t the
structural one. Since the fluid mesh is finer, we can consider that the upper
limit of the distance between one control point and its neighbor points (with
respect to both the other control points and the points where the interpolation
is requested) is of the order \/5/25 ~ 0.0565

In Figure 6, the L?-norm and the maximum-norm of the interpolation error
for a constant field (f(x,y) = 1) is reported for different RBF bases, without the
polynomial term. For the IMQ and C? bases, results are in agreement with the
theory: the error decreases as the support radius increases. For the Gaussian

1e+10 ;
IMQ - L2 norm  ———
IMQ - max norm  ---X---
1e+08 |- Gauss-L2norm ------ o |
Gauss - max norm £ - ”
C2 -2 norm -.-m -
C2 - max norm ---@---
1e+06 [ “Tps. (2 norm - -e-- .
TPS - max norm =-&-.— ¥

10000

100 |- .

Interpolation error

0.01 |

0.0001 |

1e-06 L !

shape factor ?

Figure 6: Interpolation error of a constant field on unit square domain for different RBF
bases, without using the polynomial term.
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Figure 7: Condition number of the interpolation matrix Rcc on a unit square domain for
different RBF bases and shape factors r.

basis functions, the error decreases only for small values of r, while for larger
values, the problem becomes unstable. This is due to the fact that the condition
number of the RBF matrix grows exponentially when r increases, see Figure 7.
In the case of the Gaussian basis, when r is large, the condition number is so
high that the round-off errors become dominant.

The TPS basis is the one that performs the best and has a very small depen-
dence on the choice of the radius r. It is worth noting that the optimal choice
of the shape factor is usually much bigger than the distance between one con-
trol point and its neighbor point (r ~ 0.056), as usually suggested in literature.
In Figure 6 such value is the smallest radius evaluated and it is clear that the
optimum is achieved for larger values of r.

In Figure 8 the interpolation of the unit constant field with the IMQ basis
for two different radii is shown. For large shape factor, the relative L? error is
equal to 0.0265% , and indeed the field is well interpolated all over the domain
unless near the edges and corners where the deviation gets a bit larger but
always acceptable. For small radius instead, the error rises up to 7.8% and we
can clearly see many small peaks all over the domain due to the fact that the
support radius of the basis is too small.

A second test has been performed using the same grids, but interpolating
the non-constant function f(z,y) = sin(27x) cos(3ry) + €Y, see Figure 9. The
trend is very similar to the one obtained when interpolating a constant field. As
shown in Figure 10, when the support radius is not large enough, the method may
produce spurious oscillations in the interpolated field which may be detrimental
for the FSI problem to converge.
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Figure 8: Interpolation of a constant field equal to 1 with the RBF technique using the IMQ
basis for two different shape factors r.

The results reported above have been computed without the use of the poly-
nomial term in the RBF interpolation due to the fact that all control points are
coplanar, and thus the corresponding matrix Roc would have become singular
(if a three-dimensional RBF library is used). The theory of RBF interpolation
guarantees that, with the adoption of the polynomial term, the interpolation is

1e+08 T T

IMQ - L2 norm —+—
IMQ - max norm ---X---
1e+06 | Gauss - L2 norm ---%---
Gauss - max NOrm g

C2- L2 norm - —m—

C2 - max horm ---G---
10000 | TPS - L2 norm -- -@-- -
TPS - max norm -=-&.=

Interpolation error

0.0001 |-

1e-06 . -

shape factor 2

Figure 9: Interpolation error for the function f(z,y) = sin(27z) cos(37y) + €*¥ on a unit
square domain for different RBF bases, without the polynomial term.
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Figure 10: Interpolation of the field f(x,y) = sin(27z) cos(37y) + ¥ on uniform cartesian
grids with the RBF technique using IMQ basis for two different shape factors r.

consistent (i.e. constant functions are interpolated exactly). This property has
been assessed on another test case where a cylindrical domain has been used.
The control points grid is structured and uniform all over the domain, while the
interpolation points are clustered near the inlet and outlet of the cylinder. On
the non-matching interface, quadrilateral elements have been used for both fluid
and structural grid.

In Figure 11 the condition number of the RBF matrix for the IMQ and TPS
bases with and without polynomial term is plotted: in both cases, the introduc-
tion of the polynomial term produces a rise in the condition number. For the
IMQ basis, once again the condition number gets larger when the support radius
increases, while for the TPS basis, it is almost constant when no polynomials
are used, otherwise it gets smaller for larger radius.

le+16 T T
IMQ without polynomes —+—

IMQ with polynomes ---x---
B... TPS without polynomes ---%:---
le+14 TPS with polynomes &

ter12 I 5. i

le+10

1e+08

Condition number

le+06

10000

100

shape factor 2

Figure 11: Condition number of the interpolation matrix Rep,cp for the cylindrical test case
for different RBF bases, shape factors r and with or without the polynomial term.
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Figure 12: Interpolation error for the function f(z,y) = sin(27z)cos(27y) + €Y on the
cylindrical test case for different RBF bases, without the polynomial term.

If the polynomial term is used, constant functions are interpolated exactly.

Interpolating the non-constant function f(x,y) = sin(27x) cos(3my) + ™Y
on the same meshes, the polynomial term greatly improves the accuracy of the
interpolation for the IMQ basis while it has no effect on the TPS basis, see
Figure 12. The IMQ basis function interpolation becomes more accurate as the
radius gets larger until the condition number gets too large and the interpolation
blows-up. The TPS basis function interpolation has no dependence on the shape
factor r.

To better assess the interpolation properties of the different radial bases, we
have performed a spatial convergence numerical test, computing the interpola-
tion error with three different grid resolutions. The coarse grid is composed by
12 x 12 elements on the structure side and 20 x 20 elements on the fluid side,
the medium grid by 24 x 24 elements on the structure side and 40 x 40 elements
on the fluid side and, finally, the fine grid by 48 x 48 elements on the structure
side and 80 x 80 elements on the fluid side. The values of the shape factor for
the different radial bases (which are kept constant for all meshes so to test also
the “flexibility” of each basis to perform on meshes with different sizes) are:
r2 = 0.005 for IMQ, 72 = 0.01 for Gaussian and r? = 0.2 for C2. For the TPS
basis, the shape factor has no major influence and has thus been set equal to 1.

Furthermore, we have decided to compare the RBF interpolation accuracy
with a geometric-projection based interpolation. In this simple interpolation,
which is often still adopted in practice, each control point is projected to the
closest face on the surface where the interpolation is required. Then, for every
face of the target surface, a weighted average (based on the distance from the
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face center) of the value of all points projected to the surface is computed.

In Figure 13, the interpolation errors for the different RBF bases and for
the geometrical interpolations are shown. As can be observed, all the RBF
interpolations converge faster than the geometrical interpolation that is only
linear both in L? and maximum norms. In particular, we can remark that the
IMQ basis displays a fourth order convergence in L?-norm and third order in
maximum-norm, while the TPS basis is third order in L?-norm and second order
in maximum-norm.

A similar analysis on the interpolation properties of different RBF bases has
been performed on a more realistic case related to a wind/sail fluid-structure
interaction problem. We consider the RBF interpolation over a sail geometry.
The structural mesh is made of 2694 unstructured quadrilateral elements, with
finer elements near the sail edges, while the volume fluid mesh is composed of
383879 tetrahedra refined near the sails, and 13029 triangles on the sail patch
(refined near the sail edges as well).

To test the RBF interpolation, we have considered a pseudo-realistic ana-
lytic deformation distribution of a flapping sail, defined by the function d =
(0,0,0.02sin(mwz/5) cos(my/10)xy) (see Figure 14), which has been interpolated
from the structure to the fluid surface grids.

Table 1 summarizes the results on the RBF interpolation on the sail geometry
with the IMQ and TPS bases which were the ones performing better in the
previous test cases. Once again we observe a strong dependence of the quality of
the IMQ interpolation with respect to the shape factor, with very good results
for » = 1, while lower accuracy for smaller r and instability for larger r are
observed. When using the polynomial, the accuracy is improved. For the TPS
basis instead, the level of accuracy is always very high for a large range of shape
factor r: when using polynomial, there seems to be no effect when varying the
shape factor r, while some small dependence is observed when no polynomials
are used. The best and safest option, in terms of accuracy of the interpolation,
is thus the use of the TPS with the polynomial term since this choice is always
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Figure 13: Interpolation error in L?-norm (left) and maximum-norm (right) for different grid
sizes.
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Figure 14: Deformation of sail geometry: deformation field d =
(0,0,0.02sin(7z/5) cos(ry/10)zy).

very accurate without the need of tuning the shape factor parameter.

6.2 RBF-based mesh motion in FSI problems

As mentioned before, the RBF technique in FSI problems can be used to accom-
plish both the surface interpolation over the interface and the mesh motion. For

Type | 72 | Poly | cond(Rcc) | L? error | L™ error

IMQ | 0.05 | no 5.010 0.0186 0.0824
IMQ | 0.5 no 609.1 0.0038 0.0064
IMQ 1 no 2665 0.0034 0.0054
IMQ | 10 no 6.0el0 lel2 lel3

IMQ | 0.05 | yes 539.53 0.0182 0.0821
IMQ | 0.5 | yes 2.69e4 0.00384 | 0.00633
IMQ 1 yes 1.36e5 0.00335 | 0.00547
IMQ | 10 | yes 7.8el12 NaN NaN
TPS | 0.01 | no 2.53ed 0.003624 | 0.00565
TPS 1 no 1.23e5 0.00366 | 0.00568
TPS | 100 | no 3.23e4 0.003545 | 0.00556
TPS | 0.01 | yes 8.7el4 0.00355 | 0.00556
TPS 1 yes 6.11ed 0.00355 | 0.00556
TPS | 100 | yes 9.19e4 0.00355 | 0.00556

Table 1: RBF interpolation on a sail geometry. NaN means that no data are available because
the error was so large that lead to a floating exception error during the execution of the code.
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the sail test case, we have deformed the grid accordingly to the imposed displace-
ment d using the different RBF bases. In Table 2, we report some statistics on
the mesh quality of the fluid volume mesh after such deformation. In particular,
for each case we report the number of cells that have become invalid (because of
negative volume, wrong faces orientation, flipped cells) after the mesh motion,
as well as the number of low quality cells. The mesh quality is measured in
terms of orthogonality factor, that is the maximum angle between the vector
connecting the centers of two contiguous cells and the normal of the face shared
by the two cells. The low quality cells are those with an orthogonality factor
larger than 75.

The original mesh has no degenerated cells and the highest orthogonality
factor is 62.8.

Deforming the mesh with RBF for this kind of problems is quite challenging
since all control points are located on a two-dimensional surface at the middle of
the domain and such motion should be absorbed by a portion of the domain as
large as possible. When using the IMQ basis, the grid quality is improved when
the radius is increased. Indeed, if the basis functions have a too small support,
the deformations is localized in a very small volume around the structure so
that grid inversion may happen (Figure 15(a)). When the radius is increased,
the area of influence of every RBF basis function becomes larger and the mesh
motion becomes smoother and more robust (Figure 15(b)). The polynomial term
has a beneficial effect since it accounts for the averaged rigid body translation
motion which therefore does not need to be resolved by the radial basis term of
the transformation (Figure 15(c-d)).

Type | 72 | Poly | # Inverted | # Low quality
IMQ | 0.05 | no 9904 4921
IMQ | 0.5 | no 262 764
IMQ 1 no 0 168

IMQ | 10 no 79235 727435
IMQ | 0.05 | yes 2024 1680
IMQ | 0.5 | yes 0 26

IMQ 1 yes 0 0

IMQ 10 yes NaN NaN

TPS | 0.01 | no
TPS 1 no
TPS | 100 no
TPS | 0.01 | yes
TPS 1 yes
TPS | 100 | yes

O O OO OO
O O OO OO

Table 2: RBF-based mesh motion on a sail geometry. NaN means that no data are available
because the error was so large that lead to a floating exception error during the execution of
the code.
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Figure 15: A detail of an horizontal section (height=20[m]) of the deformed volume mesh
near the sail for different RBF bases.

The volume mesh deformation obtained with the TPS basis produce very
good quality meshes for almost any value of r (Figure 15(e-f)). When polyno-
mials are used, the shape factor r seems to have no effect. On the other hand,
without the linear polynomial term, the effect of r is observed mainly on the
far field (where 22 is large) and for small values of 7 and results become slightly
better with higher values of r.

It is worth to notice that, for the volume mesh deformation far away from
the control points, the actual type of RBF basis used has an important impact
on the spatial distribution of the deformation. The IMQ basis has a bell-like
shapes and decays to zero far from the control points (Figure 16(a-c)). The
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TPS basis instead goes to infinity when the distance increases. In theory, the
IMQ basis is thus preferable because a mesh motion that increases the farther a
point is from the moving surface is clearly not optimal. In practice, as discussed
in section 5.3 it is often enough to multiply the computed deformation by a
suitable cut-off function. In Figure 16(b-d-e-f) it is clearly visible how the mesh
deformation becomes actually important when moving away from the sail, before
getting smoothed out by the cut-off function. In Figure 16(d-f), we can once
again observe that the variation of the parameter r has no noticeable effect
when using the TPS basis with polynomial term. Finally, when adding the
polynomials to the IMQ basis, Figure 16(e), the deformation increases far away
from the sail as well. This is due to the fact that the average motion recognized
is proportional to the longitudinal direction, and thus when going farther away
from the sail in such direction, the linear term becomes large. Once again this
is not a problem if the cut-off function is chosen appropriately.

Remark 5 In this paper, we have considered an absolute approach for the RBF
interpolation/mesh motion: the deformation is always referred to the initial con-
figuration. This choice allows us to evaluate/factorize the RBF matrices only
once at the beginning of the simulations and thus save much computational ef-
fort. Furthermore, this approach ensures that the mesh motion is reversible, in
the sense that if a cyclic motion is imposed, the mesh always goes through the
same configurations. The alternative strategy would have been to use an incre-
mental approach and thus after every motion consider as control points position
the new position of the structural points. This method has better stability prop-
erties and produce valid mesh motion even for global large mesh deformations
(since they would be subdivided in many small steps). The drawback is that the
computational cost is much high since, at every time step, the RBF matrices
have to be re-evaluated and a linear problem has to be solved.

6.3 Energy conservation

As shown in section 5.2, the interpolation scheme has been designed to conserve
energy at the interface. In case of finite-element discretization for both fluid
and structure, or whatever other discretization approach where the variables
are located at the mesh nodes, the proposed scheme guarantees exactly the
energy balance at the interface. In case of finite-volume/finite-element coupling,
the energy is not exactly conserved due to the possible face/point mismatch in
equation (35). However, we can show that the proposed method features better
conservation properties when compared to standard interpolation approaches.
A simple test on the unit square has been designed to quantify the energy
balance at the interface obtained with the proposed method and compare it
with a standard interpolation, based on equation (22), where the interpolation
matrix used to transfer the fluid stress from the fluid face centers to the structural
faces, has been computed using the geometrical interpolation. The displacement
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Figure 16: A global vision of an horizontal section (height=20 [m]) of the deformed volume
mesh for different RBF bases.

d(z,y) = (0,0, le — 4sin(27zx) cos(3my) + €*¥) is interpolated from the structure
mesh to the fluid mesh using the TPS basis and the pressure field p(z,y) =
xy? 4y cos(5mx) is transferred back from the fluid to the structure using relation
(25). The difference between the work done by the structure and the one done
by the fluid for the three mesh resolutions considered in the previous section is
displayed in Figure 17. We can see that, by adopting the projection (25) for
the stress transfer, an order of magnitude in the energy conservation is gained.
Moreover, a second order convergence rate is obtained for both projections.
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Figure 17: Relative error on energy balance at the interface.

7 Implementation issues and parallel scalability

The RBF interpolation technique, as it has been conceived in this work, can be
easily adapted to parallel simulations. In particular, it has been implemented
in the open-source library OpenFOAM: here, the structure grid is read by the
master node which builds and factorizes the RBF matrix Roe (via LU decompo-
sition) once for all at the beginning of the simulation. This procedure could be
further improved and made parallel itself, however it is not too much penalizing
in terms of computational efficiency as long as the number of control points is
not too large. In Table 3 we report the CPU time required to factorize and in-
vert the RBF matrix for two different meshes, with a number of control points of
1925 and 2850, respectively. The computations were performed on a Intel Xeon
E5506 (2.13 GHz) processor. We compared the performance obtained with the
LU factorization supplied in the OpenFOAM release, with two new implemen-
tations based on the Boost library [16] and the optimized ATLAS library [26].
The Boost solution outperforms the standard OpenFOAM algorithm by a factor
close to 2 for the smaller matrix and 1.22 for the bigger matrix. The ATLAS
implementation is even faster, with a speed-up factor of about 11 in the first
case and about 8 in the second one.

At run time, only two matrix-vector multiplications are required to interpo-
late the data from the structure to the fluid. To transfer the displacement of
the FSI interface predicted by the structural solver to the fluid interface points
every partition k should create its own Ry, ¢ matrix. This process is easily par-
allelizable since every partition will move just its own points. At the partition
interfaces, the nodes are duplicated and, whatever mesh motion technique is
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used, special care has to be adopted to ensure that the corresponding points in
two different partitions are moved exactly in the same way. In our case, how-
ever, this condition is automatically satisfied, since the RBF map and control
points displacements are the same on every processor and so will be the resulting
mapping. If the domain has been partitioned in a way such that the fluid FSI in-
terface has been split evenly over the whole sub-domains, the scalability factor is
optimal (less the duplicated sub-domain-interface points). If the RBF mapping
is used also to accomplish the mesh motion of the fluid mesh, the same principle
described before is applied: every processor will move only its own points and
conformity of mesh motion at processor-interface is guaranteed. Furthermore,
usually the domain decomposition is done in such a way that every partition
has the same number of cells/points, thus very good scalability can be achieved.
If the RBF map is used also to transfer the fluid stress to the structural solver
in a conservative way through equation (25), this process has well can be easily
parallelized. As described in the previous section, the fluid stress are defined on
every face of the FSI interface. When the domain is partitioned, every proces-
sor will have just a part of the whole interface, but no duplication of faces will
happen (only shared points are duplicated, not faces). In order to obtain the
total stress to be transferred to the structure, it will be sufficient to evaluate
the contribution of the local faces on the structures and then sum them up over
every processor:

F#procs

MsX¥s, = Hf 5, MpSp, = Y Hf, 5,Mp,ZFy, . (36)
k=1

To assess the parallel performances of the RBF implementation, a scalabil-
ity test has been carried out evaluating equation (36) on different numbers of
processors. In this test case, we have used 2846 control points and the the fluid
mesh consisted of 79850 nodes. The results are reported in Table 4.

The scalability is almost perfect. The small degradation for 4-8 cores is due
to the small size of the matrices involved, With these implementation tricks,
the cost of the RBF mapping has been considerably reduced allowing it to be
successfully adopted in many applications. In particular, some recent results of
large scale wind/sail FSI simulations have been presented in [19]. For example in
a transient FSI simulation of a sail, with a number of control points of the order
of 3-5 thousands and a volume mesh of about 200k-300k elements per partitions,
the RBF mesh motion has been used very successfully, resulting usually faster

Method | OpenFOAM | Boost | ATLAS
N=1925 34.54 19.20 3.08
N=2850 73.72 60.11 9.29

Table 3: Time, expressed in seconds, required to LU factorize and compute the inverse of a
matrix with three different libraries.
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# proc. 1 2 4 8
Time (s.) | 0.88 | 0.44 | 0.24 | 0.13

Table 4: Time, expressed in seconds, required to perform the evaluation of equation (36), i.e.
two matrix-vector multiplication, for different number of partitions.

than a classical harmonic-extension mesh motion solver and preserving more
efficiently the quality of the mesh. If the size of the problem is further increased,
mesh motion can be improved in terms of computational efficiency by resorting
to interpolation techniques, such as the Inverse Distance Weighting [27], which
do not require the solution of any linear system (see also [19]).

8 Conclusions

In this work, the problem of information transfer between different domains has
been object of investigation, in particular in the framework of fluid-structure
interaction problems. In the first section, a formal analysis of the coupling
between FEM-FEM discretizations has been carried out, focusing both on the
interpolation of data and the energy conservation property at the interface when
non-conforming grids are used.

Then, we have considered the common scenario in which a finite-volume fluid
solver is coupled with a finite-element structural solver, so that the interpola-
tion at the interface should account also for different spatial discretizations and
different arrangements of the degrees-of-freedom over the grids. The same con-
clusion on the way how to achieve conservation of energy at the interface found
on the FEM-FEM case is obtained via an algebraic argument.

In the second part of the work, we have investigated different aspects regard-
ing the adoption of the RBF technique in fluid-structure interaction problems.
In particular, we have analyzed the interpolation properties of different RBF
bases, verifying their behavior in terms of interpolation error and sensitivity on
the shape factor r through different test cases.

In this framework, we have analyzed the energy conservation of RBF-based
interpolation methods presented and assessed numerically the error. A compar-
ison with a more classical geometrical interpolation scheme has shown that the
proposed method greatly improves the energy conservation error.

The adoption of the RBF technique for the mesh motion required in the
ALE approach has also been explored and, again, the behavior of different RBF
bases was compared. An adequate implementation of the technique in a parallel
environment showed that this technique can be successfully used for FSI simu-
lation even when the dimension of the problem is relatively large. The results
of our investigation show that the RBF technique can be successfully adopted
in fluid-structure interaction problems.
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