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Abstract

This chapter presents an overview of anisotropic mesh adaptation techniques
driven by recovery-based a posteriori error estimators. The first part outlines
the theoretical foundation for anisotropic error estimation and the construction of
metric-based adapted meshes in a steady context. The methodology is then ex-
tended to time-dependent problems by coupling mesh adaptation with adaptive
time stepping, in a unified space-time framework. The approach is tested on three
representative engineering applications, namely structural topology optimization,
microstructured material design, and unsteady fluid dynamics, demonstrating the
effectiveness in capturing directional features in space and heterogeneities in time.
The proposed strategy offers practical advantages in terms of computational effi-
ciency, broad applicability, and ease of integration into existing numerical solvers.
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1 Introduction

In real-world engineering simulations, achieving high accuracy without incurring pro-
hibitive computational costs remains a fundamental challenge. Mesh adaptation ad-
dresses this by dynamically refining or coarsening the computational grid in response
to the specific features of the solution. Unlike uniform meshes, adaptive discretizations
concentrate computational effort where it is most needed, offering a more efficient bal-
ance between accuracy and cost [1, 2, 3, 4, 5].

Mesh adaptation is essential across a wide range of fields, including aerodynamics,



structural mechanics, biomedical engineering, and multiphysics problems (see, for in-
stance, [6, 7] for an up-to-date overview on mesh adaptation applications). Adaptation
strategies enable accurate and efficient resolution of complex features like shock waves,
boundary layers, crack propagation, and multiscale interactions, where static, uniformly
fine meshes are typically inadequate or computationally wasteful.

The integration of mesh adaptation into both open-source and commercial platforms
highlights its central role in bridging advanced numerical methods and engineering ap-
plications. Libraries such as deal.Il, FEniCS, and OpenFOAM offer adaptive capabilities
within flexible finite element or finite volume frameworks [8, 9, 10]. High-performance
tools like pdest support scalable mesh management for parallel computing, while com-
mercial software such as ANSYS, COMSOL, and Abaqus provide adaptive meshing
strategies widely used in industry [11, 12, 13, 14].

Mesh adaptation strategies are typically guided by error estimators, which provide
a quantitative information about where and how the mesh has to be modified. Error
estimators can be distinguished between a priori and a posteriori. A priori estimators
are derived from theoretical analysis and offer general insights into solution behavior,
being generally impractical for effectively driving adaptive procedures in real simula-
tions [5]. In contrast, a posteriori estimators are explicitly computable since depending
on the discrete solution, thus leading to a impactful mesh adaptation process. In the
a posteriori setting, a further distinction is made between heuristic indicators (i.e., ad
hoc criteria without rigorous justification) and mathematically sound estimators, which
provide reliable and sharp error bounds [1, 2, 3, 4].

Among the several a posteriori error estimators available in the literature, recovery-based
estimators have emerged as a popular and effective tool [15, 16, 17]. These techniques
reconstruct a higher-order approximation, in general, of the solution gradient, and com-
pare it with the discrete solution to surrogate the discretization error. Their main
advantages lie in generality, low computational overhead, and ease of implementation.
Notably, recovery-based estimators are largely independent of the governing partial dif-
ferential equations, boundary conditions, or discretization schemes, making them highly
versatile for a wide range of problems (for examples in different disciplines, see, for in-
stance, [18, 19, 20, 21, 22]). While recovery-based estimators are applicable in various
numerical frameworks, this chapter focuses on the implementation within the finite ele-
ment method, which is widely used in engineering due to the high flexibility in handling
complex geometries and boundary conditions, as well as the strong theoretical founda-
tions.

Another crucial aspect of mesh adaptation is the distinction between isotropic and
anisotropic grids. Isotropic adaptation adjusts the mesh uniformly in all directions,
which is simple but often inefficient for problems with directional features. Anisotropic
adaptation, by contrast, allows for element resizing, reshaping, and reorientation to align
the grid with the solution behavior. This leads to a more efficient allocation of degrees
of freedom, particularly in problems exhibiting intrinsic directionally dominant physics.
Although more complex to implement, anisotropic adaptation offers significant benefits
in terms of both computational cost and accuracy (see, e.g., 23, 24, 25, 26, 27, 28, 29,



30, 31, 32, 33]).

This chapter addresses anisotropic mesh adaptation guided by recovery-based a pos-

teriori error estimators, aiming to leverage the respective strengths of both approaches.
Sections 2 and 3 provide a detailed explanation of the methodology, initially in a time-
independent context that offers a simplified yet representative setting for development
and validation. The proposed approach is then validated in Sects. 4 and 5 through
two practical use cases related to structural optimization and cellular material design,
respectively.
As a further improvement, with a view to a faithful representation of real-world engineer-
ing phenomena, it is necessary to move to a time-dependent setting, where the adapta-
tion of the time discretization is advisable. Indeed, time adaptivity becomes particularly
valuable in simulations featuring localized temporal events, such as fast transients, mov-
ing fronts, combustion, cardiac electrophysiology, fracture propagation, or phase-field
dynamics, where uniform time stepping would either miss critical dynamics or lead to
excessive computational effort. In the second part of this chapter (Sect. 6), we explore
the extension of the proposed recovery-based framework to time-dependent problems,
incorporating adaptive time stepping and space-time mesh adaptation, thus responding
efficiently to the demands of real-life applications. Section 7 illustrates the methodology
through a fluid dynamics case study as an example of the challenges commonly faced in
real-world engineering simulations.

2 An anisotropic recovery-based a posteriori error analysis

This section outlines the mathematical framework supporting the error control adopted
in this chapter to carry out an anisotropic mesh adaptation process. We first introduce
the reference geometric setting, then present the selected error estimator, initially in its
original isotropic formulation and subsequently extended to the anisotropic context of
interest. Here, we focus on the 3-dimensional (3D) context.

2.1 The anisotropic setting

We adopt as reference framework the one proposed in [34], which generalizes the seminal
contributions in [35, 36] to the 3D case. We denote by Q c R? the selected computational
domain and we assume to deal with a polyhedral volume in order to discard the geometric
error associated with the rectification of curved boundaries. We partition Q into a family
7n = {K} of conformal tetrahedral elements, such that Ugcq K = Q (see, e.g., [37]).
According to [35, 36], we extract the anisotropic features of elements K from the standard
affine transformation, Tk, between the reference tetrahedron K and K, such that

TK:IQ—)K, XZTK()A()ZJK)A(+tK,

with Jx € R3*3 the Jacobian matrix of Tk, tx € R? a translation vector, x = (x,y,2)
and %X = (&, 9, 2) the generic point in K and K, respectively. The choice of the reference
tetrahedron is not unique. In particular, we identify K with the equilateral tetrahedron



Figure 1: Affine transformation between the reference and the generic tetrahedron and
main anisotropic quantities.

centered at the origin and inscribed into the unit sphere S. We observe that map Tk
changes S into an ellipsoid, Ek, circumscribed to K (see Fig. 1). The geometry of Ex
can be used to determine the anisotropic properties of element K. To this aim, we apply
a polar decomposition combined with a standard spectral factorization to matrix Jg, so
that

Jk = Bk Zk = (RE Ak Rk ) Zk, (1)

where Bx and Zg are a symmetric positive definite and an orthogonal matrix, respec-
tively, while matrices Rg = [rl,K,rg,K,rg,K]T and Ag = diag(d1.k, 2.k, A3.x) collect the
eigenvectors and the eigenvalues of Bx. From a geometric viewpoint, matrix Bk is re-
sponsible for the deformation of K with respect to K, while Zg prescribes a rotation to
K. Concerning the eigenvectors and the eigenvalues of Bk, quantities {1; x} and {r; x}
provide the measure and the direction of the semi-axes of the ellipsoid Ex. In addition,
matrix Zg identifies element K among all the possible tetrahedra inscribed into k.
Without loss of generality, we assume the ordering A1 x > A2k > A3.x > 0. Moreover,
we quantify the element deformation through the stretching factors

win

3 -
Si, K = (]_[ /lj,K) /112,1( = ]_,2, 3, (2)
J=1

so that H?zl si.k = 1 (notice that the standard isotropic setting is a particular case of
the anisotropic framework for A; x = A2 xk = A3k, so that s; x =1 for i = 1,2, 3).
2.2 Recovery-based a posteriori error estimators

In this section, we present the foundational ideas for a recovery-based error analysis,
distinguishing between the pioneering isotropic setting and the most recent extension to



an anisotropic context. To this aim, we consider a general physical problem governed by
a partial differential equation (PDE), whose solution is denoted by z = z(x) € Z, with Z
a proper function space [37] and x € Q. The discrete counterpart of the PDE model can
be obtained by resorting to different approximation schemes. Throughout this chapter,
we refer to the finite element method [37], indicating by z; = z5(x) € Z; C Z the finite
element discretization of the weak solution to the PDE problem!, where

Zp =XP ={vi, € CUQ) : il € Pp(K), YK € T} (3)

is the space of the continuous finite element functions of degree p, with dim(Z) < +co.
With a view to the formalization of mesh adaptation, function z; will play the role of
the procedure driver.

2.2.1 The isotropic case

Recovery-based error estimators were proposed for the first time in the seminal works
by O.C. Zienkiewicz and J.Z. Zhu [15, 16, 17]. The authors establish a heuristic recipe
to estimate the H'(Q)-seminorm

|ez|§,1(9) :/Q|®z—®zh|2 aQ (4)

of the discretization error e, = z—zy, associated with the finite element approximation zj
of z, with ® a generic first-order differential operator, here coinciding with the gradient.
The interest in controlling the H'(Q)-seminorm of e, is justified by practical reasons
since the gradient of the reference quantity often plays a key role in many applications
(e.g, stress in elasticity, current in semiconductors, electric fields in electrostatics).

The idea pursued to estimate the seminorm in (4) simply consists in replacing ®z = Vz —
in principle not explicitly computable — with a quantity depending on the discretization
Zn, known as the recovered gradient Ry (zp). This approach leads to define a so-called
recovery-based error estimator n = n(z;), with

n’= > nk= ), [ IEx(z)|dK, (5)

KeT, Ke7;, VK

with Eg(zp) = Rv(zn) — Vzp, the recovered error and ng the (local) error estimator
associated with tetrahedron K.

Despite the simple structure of estimator n in (5), recovery-based error estimators
are widely employed in diverse engineering applications due the ease of implementation
(compared, for instance, to residual- and/or adjoint-based approaches [1]); computa-
tional cheapeness (the estimator generally depending only on z;); reliability (providing
robust error estimates for general-purpose applications); and versatility (being easily
applicable to a wide range of numerical schemes alternative to finite elements).

Hn accordance with the classical literature, we adopt the same symbol, z, to denote the solution to
both the strong and the weak form of the PDE problem.



Concerning the choice of the recovered gradient Ry (zp), several recipes have been

experimented in the last decades, with a particular attention to the specific application
and to the balance between accuracy and computational efficiency. It is common to
distinguish between local and global approaches.
The local techniques compute the upgraded discrete gradient, Ry (zx), by using informa-
tion from a small neighborhood of elements. These methods are designed to be computa-
tionally efficient and handle irregular meshes effectively, and are commonly used in finite
volume and finite element methods. Among the most commonly used local approaches,
we mention:

i) the Green-Gauss methods (which approximate the gradient as a flux across element
boundaries using Green’s theorem, providing a simple and efficient, but sensitive
to mesh quality, procedure — see, e.g., [38]);

ii) the least-squares methods (which recover gradients by minimizing residuals in a
least-squares sense, being robust on unstructured meshes but computationally de-
manding — see, e.g., [39]);

iii) the polynomial fitting (which resorts to a local polynomial over a suitable patch
of elements to reconstruct the gradients, thus offering flexible accuracy although
affected by oscillations on irregular meshes — see, e.g., [40]);

iv) the recovery-based methods (which post-process the discrete gradient with high-
order fitting to obtain superconvergent approximations, proving to be highly ac-
curate although, in some cases, computationally demanding — see, e.g., [16]).

The global approaches use information from the entire domain to reconstruct Ry (z;).
They involve more computational overhead compared to local recipes, but ensure higher
accuracy. These methods are particularly suited to guarantee a smooth and accurate
gradient across the entire Q, or when employing high-order discretizations (e.g., spectral
or hp-finite element schemes) [41]. Some of the most widely adopted global approaches
include:

v) the spline-based reconstructions (which achieve smooth gradients via global poly-
nomial or spline interpolation, resulting in accurate but costly procedures on un-
structured meshes — see, e.g., [42]);

vi) the projection methods (which construct Rv(z;) by projecting Vzj; onto a higher-
order basis, ensuring compatibility with the adopted discretization, although at a
high computational cost for complex geometries — see, e.g., [43]);

vii) the harmonic smoothing (which solves a global harmonic problem to produce
smooth gradient fields, effectively reducing noise — see, e.g., [44]);

viii) the radial basis function interpolation (which provides smooth gradients from scat-
tered data, although being sensitive to point distribution — see, e.g., [45]).



Throughout this chapter, we choose Ry(z;) as the area-weighted average of the
discrete gradient across the patch, Ax = {T € 7, : TN K # 0}, of the elements sharing at
least one vertex with K, namely

1
Ry (zn)(x) = M Z |T|Vzu|lr for x € K, (6)
TeAx

with |@| the measure of the generic set @ c R3. Although basic in its formulation, the
recovery-based error estimator (5) identified by the choice in (6) demonstrates a high
degree of reliability [31, 46, 47, 48, 49, 50]. Moreover, this simplicity has been crucial
for extending recovery-based estimators to an anisotropic setting, which is intrinsically
challenging.

2.2.2 The anisotropic case

In 2010, an anisotropic counterpart of the recovery-based error estimator in (5) was pro-
posed in [51]. To this aim, the authors take inspiration from the local quasi-interpolation
anisotropic error estimate

3
12 = k@22 k) < Co( D A2k (T Gy (V2) i) | (7)
i=1

proved in [35], where C; > 0 is a constant depending on the regularity of the patch Ag,
IL : HY(Q) — R is a quasi-interpolant operator [37], and Ga, denotes the symmetric
K K

semi-definite positive matrix with entries

[GAK(W)]ij = / W,'Wj dAK for i,j = 1,2,3, (8)
Ak

with w = [w1, wo, w3]T € [L2(Q)]? a generic vector-valued function. The idea behind the

anisotropic estimator is based on a direct comparison between (7) and the corresponding

isotropic error estimate

e Tk @I, < Coli [ 19aPd ). )

Ak
with Co > 0 constant. This suggests that the term on the right-hand side of (7) provides,
up to a constant, the anisotropic counterpart of the quantity in brackets in (9). This
leads to define the anisotropic recovery-based error estimator na = na(zn), with

3
= k= (Sk ) A2k (Fk Gar(Br (@) mik)), (10)
i=1

KeT, KeT,

with Sk = [12, /li_j(/g (for more details, we refer to [51]). We observe that the anisotropic
and the recovery-based features of estimator n4 are justified by quantities {4; k., ;. K}§:1
and Eg (z), respectively while the scaling factor Sx guarantees the consistency of the
anisotropic estimator with the isotropic counterpart n in (5).

As detailed in the next section, estimator 74 will be instrumental to settle the mesh

adaptation procedure used in the real-life applications in Sects. 4-5 and 7.



3 From the estimator to the adapted mesh

In this section we provide a practical procedure to commute estimator 4 computed on
mesh 7, into a new adapted mesh, 7%, matching prescribed optimality criteria. To this
aim, we resort to the concept of metric [5], namely a symmetric, positive definite tensor
field M : Q — R3*3 defining the distribution of the mesh elements in Q. Although M is
defined for each point x € Q, it is standard practice to approximate the metric through a
piecewise constant information. In particular, there exists a bijection, M < 75, between
metric and mesh, so that we can associate:

«— a piecewise-constant metric M(7;,) = {Mk }keq;, With a given mesh 7, with Mg =
REAZ?Rk, matrices Rk and Ak being defined as in (1);

— a mesh 7" with a given piecewise-constant metric M* = M(7.*) = {My} KeTh
when an auxiliary background mesh 7;lb is available. Metric M} is assigned
through the quantities {/l:f’K,r;f"K}?:l, which have the same geometric meaning
as in Fig. 1 and are organized in the matrices Ry and A}, such that My =
(Ri) T (Ay) 2R,

According to a metric-based framework, it is well-established that an adapted mesh has
the property that each edge has a unit length when measured through the associated
metric [5].

To generate the adapted mesh 7,*, we resort to an iterative process that, at the generic
iteration j, computes the estimator 4 on the current mesh 7;1(]‘ ) and derives the metric
MU = M(?;l(jﬂ)) to be used for generating the new mesh 7;l(j+1). The computation
of n4 is carried out through the expression in (10), after setting 7, = 7;lb = 7;1(j ), Instead,
the derivation of MU*1) deserves more comments. As a first task, we select the criteria
driving the metric prediction that we identify with the minimization of the number of
the mesh elements (i.e., of the mesh cardinality, #7;!(] +1)), the imposition of a desired
accuracy, TOL, on the error (i.e., on the estimator), being

na = TOL,

and the equidistribution of the error (i.e., of the estimator) throughout the mesh elements

so that )
TOL
2
nA,K = ()" (11)
#7,
To match these requirements, we start by rewriting the local estimator by highlighting
a volume information, namely

UE\,K =Vg j({Si,K,ri,K}?:l)’

with
3

3
Vic = Akl = ([ k) Bl T Esiorin ) = 3 sik (07 Gag(Bic(zn) vik),
i=1 i=1

8



the patch volume and the size-independent local error estimator, respectlvely where
AK Tx L(Ak) is the pullback of the patch Ag through map Tk, while G Ax denotes matrix
G in (8) scaled with respect to the patch volume. Now, the error equidistribution
imposes that

773,1( =Vk I {si.k, ri,K}?:l) = constant. (12)

In addition, we observe that the minimization of the mesh cardinality is equivalent to
the maximization of the element volume. Thus, to ensure relation (12) under the volume
maximization requirement, we are led to solve the constrained minimization problem

' X riK "Tjk =0
min I ({sik,Tik}i=) St (13)

{si,k.ri,k}_q H?:l sik =1,

for any K € 7;1(j ). Problem (13) has to be solved on each element. However, it admits
an explicit solution given by

, 3 \1/3
Sik = (ngi) 8ii» T =81 =123, (14)
i=1

where {gl,g,}i3 , denote the eigenpairs of matrix éAK (Ek (zn)) ordered such that g; >
g2 > g3. To extract the optimal lengths A7 from the stretching factors in (14), we
explicitly impose the equidistribution relatlon in (11), to obtain

* TOL2 Yo - 1/18 -1/2 .
X g = (T) ([Ter) " e i=1.2.3 (15)
3#7," |Ak| i=1

Quantities /l:." K in (15) and r;f" x in (14) identify the metric MUY associated with the
new adapted mesh, being ' )
MU = (MDY o,

where M = (R (M) 2Ry, with Ry = [ .15 .15 17, Al = diag (A} g, A5 . 45 10).
For the proof of relations (14)-(15), we refer the interested reader to [34] where the au-
thors also tackle the degenerate case when matrix GAK (Ex(z)) is symmetric positive
semidefinite.

The construction of mesh 7;1( is handled by a metric-based mesh generator. Many
software tools associate the metric with the background mesh vertices. This requirement
calls for a vertex-wise definition of MU*1) that we define as MU+ = {Mi,ﬁl)}‘,e(,:j),

with 7;11’ = 7;l(j ), V the generic vertex of 7;l(j ) and

]T

J+1)

MY = Z K| MU, (16)

| KeA

with Ay = {T € 7;1(]) : T > V}. Metric MUY s now suited to be used as an input

for a metric-based mesh generator, which returns the adapted mesh 7,“1” 1) through the



implementation of local refinement and coarsening operations (e.g., edge/face splitting
and swapping, edge collapsing, point insertion) [52]. This concludes the j-th step of the
adaptive procedure.

To stop the iterative adaptation process, we impose a maximum number of iterations,
Npmax, combined with a control within a tolerance Ag on the mesh cardinality stagnation,
or, as an alternative, on the error estimator stagnation, defined by

s . o
[#TU — 37 ) N Y =
() ’ AT o)y

#7,

Ag, = , (17)

0
respectively, where we have denoted by ni‘s) the error estimator in (10) evaluated on the

mesh 7;1(” fors=j,j+1.

Remark 3.1 (The case of an isotropic metric). The geometric information provided by
an isotropic metric reduces to the size (i.e., the diameter hy) of the mesh tetrahedra in
contrast to an anisotropic metric which features the size (through lengths A; k ), the shape
(through ratios s; x ) and the orientation (through directions r; k) of each element. This
property leads to considerably simplify the definition of an isotropic metric, which can
be written as My = (R;)T(A*K)‘QR;(, with Ay = diag(hk, hk, hk)-

Concerning the optimal metric in (14)—(15), we can replicate the procedure above, leading

to preserve the optimal directions r; ., while replacing the optimal lengths with

. . . ToL? \'3 3 1/3
/11,1< = /12,1< = ’13,1< = ( = ) ( ) .
3#Tn |Ak| 81+82+83

Remark 3.2 (The 2D case). The definition of the anisotropic recovery-based error es-
timator in (10), as well as the derivation of the optimal metric in (14)—(15) can be
restricted to a 2-dimensional setting upon suitable dimension downscaling. In particu-
lar, in estimator na the index i takes the values 1 and 2 only, while the scaling factor
becomes Sk = [12, /ll_}<

The metric derived by the optimality procedure described above leads to identify riK =go,
r;K = g1, and to select the lengths

1/2 1/2
TOL2 )/ 12 N ( TOL2 )/ 12

A= (—A 2 5K = = 1 (18)
24#7 | Ak| 2#T | Ak|

with {g,-,g,-}?:1 the eigenpairs of matriz GAK (Ex (zn)) defined ezactly as in (8) fori,j =
1,2. In a similar way, we can derive the isotropic counterpart of lengths (18), being

TOL2 )1/2 (g1+g2)—1/2
2 #T5 |Ak| 2

’1?,1( = AE,K = (
Remark 3.3 (Computational considerations). When running the adaptive procedure, it

s advisable to introduce a control, hyin and hmax, both on the minimum and the maxi-
mum size allowed for the generic element. This caution prevents an over-refinement/coarsening

10



in the areas where the discrete solution zj exhibits, for instance, a singularity or is con-
stant, respectively (see [34, Remark 4.2]).

Concerning the vertez-wise metric in (16), it might be useful to properly scale such a
definition in order to preserve the unit-length property shared by the edges of the adapted
mesh.

Below, we provide a pseudo-code that implements the anisotropic mesh adaptation
process in detail. The routine space_estimator evaluates the quantity in (10), while
make_metrica computes the optimal metric defined in (14)—(16). The adapt_mesh rou-
tine generates the anisotropically adapted mesh, interfacing directly with the selected
metric-based mesh generator. The project routine transfers the numerical solution
from the old mesh to the new one. Finally, the update_Delta routine computes Apeita
based on the value of the flag Delta. This input can be set to either ‘cardinality’ or
‘estimator’ to monitor the stagnation of the mesh cardinality or of the error estimator
in (17), respectively.

Algorithm 1 : anisotropic mesh adaptation

function (7., n),] = space_adaptation(zp, ‘7;lb, TOL, Npax, As, Delta, Amin, Amax)
1: j =0;
2: Apeta = Ag + 1;
3: 14 = space_estimator(zp, ‘7;’);
4: while (Ape1ta = As & j < Npax) do
5: M = make_metrica(‘7;lb, na, TOL, hmin, Amax);
6: 7" = adapt_mesh(7,”, M);
7: zn = project(z, T,P, T,7);
8: n’, = space_estimator(zj, 7,7);
9: Ape1ta = update_Delta(‘];lb, T, smA )5
0 TP =T
1 na=ny;
12: j=3+y

13: end while

4 Engineering use case 1: design of structures

The design of structural components across diverse engineering fields is increasingly
supported by advanced numerical modeling techniques, which enable more accurate,
efficient, and high-performance solutions. While traditional strategies such as size and

11



shape optimization refine existing geometries and parametric or heuristic methods (e.g.,
genetic algorithms) explore variations within fixed design spaces, topology optimization
(TO) offers greater flexibility by determining the material distribution from scratch
during the design process. This unique capability allows for the emergence of innovative,
non-intuitive designs, unconstrained by predefined shapes.

The integration of TO with modern simulation tools and manufacturing technologies
(e.g., additive manufacturing and 3D printing) has further amplified its impact, enabling
the physical realization of complex structures directly from computational outputs. As
a result, TO has become a powerful enabler of next-generation design across disciplines:
from reducing material use in civil structures, to lightweighting components in aerospace
and automotive applications, to crafting custom biomedical implants with enhanced
biomechanical integration.

4.1 Technical background for use case 1

As a general standard, TO redistributes material and void within the design domain,
D c R?, aiming to meet performance targets under given design or physical constraints.
This allows structural boundaries to evolve freely and new features, such as holes or
complex substructures, to emerge. To this aim, TO requires the definition of a design
function, p, which represents the material/void alternation to be optimized across D.
In this context, various mathematical methods are available, such as density-based ap-
proaches [53, 54, 55|, level set methods [56, 57], topological derivatives [58], phase field
methods [59], evolutionary approaches [60]. Following [61], we adopt here a density-
based TO formulation which assumes density p to take values between 0 (void portions)
and 1 (full material portions). In particular, the general TO problem can be written as

aip(Wi(p),v) = fip(v) vveV, i=1,....N
lgleig J(wi(p),...,wn(p);p) i | ¢j <cj(wi(p),....,wn(p);p) <c; j=1....M
p<p=<l,
(19)
where: J(-,...,;p) denotes the objective functional that drives the optimization pro-
cess; a;jp(+,+) and f; ,(+), for i = 1,..., N, are the bilinear and linear forms identifying

the weak form of N state equations governing the physical behavior of the system, with
w;(p) the state variables and v the corresponding test function, both varying in a suit-
able function space V; functionals ¢;(-, ..., p), for j =1,..., M, model design and/or
physical quantities of interest, being lower- and/or upper-bounded through values c; and
¢j, respectively; p, with 0 < p <1, is a lower bound on the density p used to ensure the
well-posedness of (19); S coincides with the admissible design space.

In this section, we consider the benchmark problem of structural compliance mini-
mization (i.e., stiffness maximization) under a volume constraint in the physical setting
of linear elasticity. The design domain D is a bounded open set whose boundary dD is
decomposed into three disjoint parts, namely I'p (the Dirichlet boundary), I'y (the Neu-
mann boundary), and I'r (the traction-free boundary). The constraining state equations

12



in (19) reduce to the weak form of the single (i.e., N = 1) linear elasticity equation

-V.o(u)=0 inD

u=>0 onIp
(20)
oc(u)n=t on 'y
oc(wn=20 on I'p,
given by
a(u,v) = / o(u):e(v)dD = / t-vdl'y = f(v) Vvev, (21)
D I'n

where the state variable w; coincides with the displacement fielduinV = {v e [HY(D)]? :
v=0onIp}; o(u) = 2ue(u) + Atr(e(u))I is the Cauchy stress tensor, with e(u) =
%(Vu +Vu®) the linearized strain tensor, tr(-) the trace operator, I the identity tensor,
u and A the Lamé coefficients; t denotes the prescribed surface traction; n is the unit
outward normal vector to dD.

The design variable p, varying in the admissible design space S = H'(D;[p,1]), is
included in (21) through the Solid Isotropic Material with Penalization (SIMP) ap-
proach [61]. SIMP replaces the Lamé coefficients A and u with the quantities 4, = p” A
and p, = pP p including a power-law penalization of the material density, so that

a,(n,v) =ayp(u,v) = ‘/D op(n) 1 e(v)dD, = / t-vdly = fi (V) = fo(v), (22)

I'n

with o,(u) = 2u, e(u) + 1, tr(e(u)) I, and where we set p to 4 according to [61]. Con-
cerning the objective functional in (19), it is given by

J(u; p) = fp(u),

i.e., by the system compliance, measuring the work done by the external traction t when
the structure is subject to the displacement u, while a single (i.e., M = 1) box-constraint
is imposed to control the maximum allowed volume, being

0< |D|—1/ pdD < vy,
D

namely ¢; = 0, c1(u;p) = ci1(p) = [D|™* podD, and ¢ = vy, the maximum volume
fraction.

4.2 Integration of anisotropic mesh adaptation into use case 1

The SIMP method is known to suffer from important issues when moving to the dis-
crete counterpart. In our work, we adopt a finite element discretization, which, although
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well-established, requires specific strategies to be effective in practice. Among the main
challenges to be tackled, we cite the mesh dependency and the occurrence of checker-
board patterns. The former is associated with the dependence of the optimal layout on
the adopted computational mesh, due to the non-uniqueness of the optimal solution. The
latter is characterized by the presence of non-physical layouts, which alternate solid and
void elements, and can be ascribed to the employment of low-order finite element spaces.
Common remedies for both issues include density filtering (e.g., through Helmholtz- or
Heaviside-type filters [62]), penalization schemes, and the use of higher-order elements
for displacement, although the problem of non-uniqueness generally persists unless ad-
ditional constraints are imposed.

Regardless the specific adopted mitigation, the choice of the computational grid remains
a key point. Indeed, a too coarse mesh can yield vague, poorly defined designs that
require significant post-processing with a view to a manufacturing phase. Vice versa, an
extremely fine mesh increases the computational effort significantly while leading to ex-
cessively thin components to be manufactured. In such a context, SIMPATY algorithm
has been proposed as an improvement to standard fixed-mesh approaches [31]. The idea
behind is to enrich SIMP method with an anisotropic mesh adaptation, starting from the
theoretical setting presented in Sects. 2-3 and after identifying function z with the ma-
terial density p. In particular, estimator 4 through metric M generates a mesh whose
tetrahedra are sharply aligned with the material/void interface, where steep gradients
of p occur. As a consequence, the SIMPATY algorithm enables free-form, cost-effective
designs by automatically producing sharp and smooth density profiles. Final layouts
can be extracted through simple thresholding, significantly reducing the post-processing
effort required by standard methods. The good performance of SIMPATY algorithm has
been validated in several application contexts, such as biomedical, civil and aerospace
engineering [63, 48, 64, 65, 31].

As a final remark, we observe that the optimization process inherently involves an iter-
ative procedure, analogously to mesh adaptation. Therefore, it is important to carefully
coordinate the interplay between these two iterative algorithms. In principle, one can
adopt either a tightly coupled or a mildly coupled strategy. In the former, the mesh is
adapted at every optimization step, while in the latter, mesh adaptation is performed
only after the optimization loop reaches a certain degree of convergence. These two ap-
proaches differ significantly in terms of both accuracy and computational cost (we refer
the interested reader to [66] for a detailed discussion). In this work, we adopt the mildly
coupled strategy, building on its previously validated effectiveness in [65, 31].

4.3 Simulation outcomes for use case 1

In this section, we test the design capability of SIMPATY algorithm on the 3D rod test
case in [67] where the authors consider a cylindrical rod subject to pure torsion. The
design domain D is a solid cylinder with radius R = 0.5, and height L = 3, while the
material properties are assigned through the Young modulus Ey = 1 and the Poisson
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Figure 2: Use case 1: problem setting (left) and initial mesh (right)

ratio v = 0.3, so that

v EY EY

A= Tz =0T HE gy 0 )

The domain is clamped on one end and loaded on the opposite face through a rigid
annulus with an inner radius of 0.45 and thickness of 0.05, characterized by a higher
Young modulus equal to 103. In particular, we apply the torsional load at four distinct
points through a unitary tangential force (see Fig. 2 for a sketch). The remaining part
of the rod boundary is traction-free. This setup induces a shear-dominated stress con-
figuration.

Concerning the optimization setting in Sect. 4.1, we identify t in (22) with the tor-
sional load, we choose the volume fraction as vy = 0.136, and we keep the annular region
fixed. This optimization context turns out to be particularly challenging since it involves
multiple geometric and numerical issues, namely the curved surface structure has to be
preserved, while the rigid annulus and the force application points are expected to remain
sharply resolved throughout the optimization in order to correctly transmit the applied
loads. To take into account these requirements in the mesh adaptation procedure, in
accordance with Remark 3.3, we opt for the assignment of a minimum/maximum ele-
ment size, here assumed to range between 0.001 and 0.250. In addition, to guarantee an
unbiased mechanical analysis of the optimized structure, we modify the metric in (16) by
resorting to the hybrid approach proposed in [65], which adopts stretched elements along
the material/void interface, and isotropic tetrahedra with prescribed uniform element
size higo (here set to 0.050) in solid regions. As demonstrated, this hybrid approach pro-
vides a more accurate estimation of structural compliance compared to a fully anisotropic
strategy, which tends to underestimate this mechanical quantity. Moreover, such an ap-
proach guarantees a reduction in terms of degrees of freedom relative to an isotropic
adaptation with comparable element sizes [65].

SIMPATY algorithm is run starting from a uniform mesh 7;1(0) consisting of 1.082.880
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elements (see Fig. 2, right), a initial uniform density field p = v, a mesh adaptation
tolerance TOL = 20, while constraining the adaptation loop with a maximum number of
iterations Ny ax equal to 10 and a control on the relative variation of the mesh cardinality
Aq;, set to Ag = 0.1. At this stage, the values adopted for the mesh adaptation parame-
ters are selected to balance resolution, geometric fidelity, and computational cost.
Given the central role of filtering schemes in TO [62], we consider two scenarios, one
without any minimum size control, and the other where such a control is enforced using
the well-established Helmholtz filter?.

The TO in absence of the minimum size control yields, after 3 mesh updates, the hollow
cylindrical tube in Fig. 3, consistently with the shell-like configurations provided in the
literature, characterized by a compliance equal to 0.031 and a relative volume equal to
0.136. The final mesh features 7.957.378 elements. In particular, highly stretched (with
a maximum aspect ratio on the order of 10*) tetrahedra are concentrated along the thin
material /void interface, which is mainly oriented in the axial direction (see the clipped
and enlarged views in Fig. 3).

,/ ; T —= —
S N e

Figure 3: Use case 1 (without minimum size control): final material density distribution
(top-left), clipped views of the internal and external rod parts (top-right, bottom-left)
and of the material /void interface in correspondence of the red box (bottom-right).

2The simulations are carried out on a high-performance computing node equipped with two AMD
EPYC 7413 24-core processors (96 threads total) and 512GB of RAM. The computational framework
leverages the open-source software mmg3d for fully anisotropic 3D mesh adaptation, while the numerical
solution of the governing equations is performed using FEniCSx, coupled with PETSc’s Flexible Gen-
eralized Minimal RESidual (FGMRES) Krylov solver and a Geometric-Algebraic MultiGrid (GAMG)
preconditioner. The workflow is parallelized by task: the optimization stage runs on 48 processors, the
metric construction on 12 processors, whereas mesh adaptation is performed serially.
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When a minimum size control is enforced via a Helmholtz filter of radius 0.1, the opti-
mized design exhibits a completely different topology, characterized by holes along the
shell surface while maintaining a hollow cylindrical shape, featuring a compliance equal
to 0.097 with an associated relative volume equal to 0.136 (see Fig. 4, top-left). The
top-right and bottom-left panels in the figure provide a clipped view of internal and ex-
ternal portions of the final adapted mesh provided by SIMPATY algorithm after 4 mesh
updates. The grid is constituted by 8.428.143 elements, with a maximum aspect ratio
on the order of 103, mainly concentrated at the material /void interface along the axial
direction. On the contrary, isotropic elements are placed in the bulk regions of the struc-
ture, according to the hybrid requirement. We emphasize the capability of SIMPATY
algorithm to produce shell-like designs, even though the optimization is performed over
a volume.

To sum up, the use of an anisotropic mesh adaptation tool enables efficient manage-
ment of large-scale, high-resolution 3D simulations, with mesh adaptation accounting
for only a small portion of the total computational cost (between 5% and 15% for the
cases without and with minimum size control, respectively).

Figure 4: Use case 1 (with minimum size control): final material density distribution
(top-left), clipped views of the internal and external rod parts (top-right, bottom-left)
and of the material /void interface in correspondence of the red box (bottom-right).
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5 Engineering use case 2: design of cellular materials

Cellular materials, or metamaterials, are engineered structures featuring periodic voids
within a solid matrix. When these voids follow a regular, repeating pattern, the mate-
rial is typically referred to as a lattice structure. The geometry of the unit cell governs
the material’s effective macroscopic behavior through homogenization theory, allowing
designers to fine-tune the material properties by manipulating microscale topology.
The rise of additive manufacturing technologies, such as 3D printing, has made it fea-
sible to fabricate such complex structures, encouraging a shift from empirical design
toward optimization-based strategies. For this reason, cellular materials have become
particularly relevant across various engineering fields, including aerospace, biomedical,
and automotive sectors, where their lightweight, tailorable nature enables the creation
of high-performance, functionally efficient components.

Metamaterials naturally complement structural optimization (e.g., through TO tech-
niques), where they serve both as design elements at the macro-scale and as infill strate-
gies at the micro-scale. As a result, these materials support multiscale and multimaterial
strategies where not only the shape, but also the internal infill evolves across the domain
— either by grading the size of a single lattice or by varying the topology itself to adapt
to local performance.

5.1 Technical background for use case 2

In this section, we focus on asymptotic homogenization theory, which provides the nec-
essary framework to extend the prototyping activity introduced in the previous use case
to the microscale, with the goal of designing periodic cellular materials.

5.1.1 Direct homogenization

The homogenization method is a rigorous asymptotic technique aimed at deriving the
effective macroscopic properties of a body, @ < R?, composed through the periodic
repetition of a microscopic structure, w ¢ R3 with |w| < |Q|. Homogenization is a
reference technique in multiscale modeling, as it systematically upscales the influence of
microscale features to the macroscale. This approach enables the replacement of complex
heterogeneous media with simpler, equivalent homogeneous models, preserving essential
physical behavior at a reduced computational cost.

In the following, we exemplify the homogenization procedure when applied to the linear
elasticity equation as in the first use case. To this aim, it is common practice to express
the stress, the strain and the stiffness tensors related by the linear constitutive law

o(u) = Ee(u), (24)
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according to Voigt notation, being

o(u) = [o11, 022, 033, 023, 013, 012] 7,

e(u) = [£11, €22, £33, 2893, 2€13, 2812] T

E = [Eijkl]ij,klef € R6X6,

with 7 = {11, 22, 33, 23, 13, 12}. The stiffness tensor E, characterizing both isotropic and
anisotropic materials, plays a central role in the homogenization theory [68, 69, 70, 71].
In particular, in (24), tensor E is replaced by the homogenized counterpart, Ef,| whose
components are computed, for ij, kl € I, as

Egkl = |U1|/ [o’(uo’ iy - O'(u*’ij)] : [e(uo’ Kty _ 8(u*’kl)] dw. (25)

Vectors u%#/ are the prescribed test fields, with u®!' = [x,0,0]7, u%?? = [0,y,0]7,
u®33 =10,0,z]"7, u>? = [0,z,0]7, u% 13 = [£,0,0]7, u®% 2 = [y, 0,0]7, while u™/ are the
microscopic corrector fields satisfying the cell problems

/ o) eg(v)dw = / o) e(v)dw Vve Va, (26)
w w
with Vy = [H;éé (w)]8 the space of vector-valued periodic functions on w.

5.1.2 Inverse homogenization topology optimization

In the inverse homogenization setting, the relation between the body Q and the mi-
crostructure w is reversed with respect to direct homogenization of Sect. 5.1.1. Instead
of computing the macroscopic properties from a given microstructure, we start from
the desired behavior of Q and determine a microstructure w that, when periodically re-
peated, reproduces the target effective behavior. We observe that the components of the
homogenized stiffness tensor can be used to model the required macroscopic properties.
Moreover, the design of the microstructure can be carried out in different ways. Here,
we adopt a topology optimization strategy, in continuity with use case 1.

With a view to the design setting in Sect. 5.3, we are interested in engineering
lightweight metamaterials exhibiting prescribed stiffness properties or auxetic perfor-
mance. This goal leads us to particularize problem (19) to the unit cell w, by choosing:
the objective functional as

1=l [ po (27)

with p varying in § = H%L(w; [p,1]), the periodic counterpart of the space S in (19); the
state equations as the SIMP variant of the cell problems in (26), being

aij,p(u*’ij,v) = / pPo(ut) : g(v)dw fij.p(v) = / pPo®) : g(v) dw,
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with u* and v in V = Vi, for ij € I (i.e., N = 6), and p = 4; the quantities of interest
involved in the box constraints as M selected components, Egkl e of the homogenized
stiffness tensor, requiring that

H H =H

Eiivi < Eijip < Eiju (28)
for specific choices of indices ij, kI € I, where E{;kl,p is the SIMP variant of E{;kl in (25),
being

1 ] #,1] *
Efip = @l /wp” [c(” ") =@ )] : [e(u®*) - e(u>")] dw.

5.2 Integration of anisotropic mesh adaptation into use case 2

Inverse homogenization topology optimization and anisotropic mesh adaptation are com-
bined in the microSIMPATY algorithm [72], building upon the implementation strategies
originally developed for the macroscale SIMPATY framework. In this setting, transition-
ing from the macro- to the microscale is relatively straightforward for 2D metamaterial
design. In contrast, the extension to 3D introduces significant challenges, primarily due
to the imposition of periodic boundary conditions, which must now be enforced not only
along edges, as in 2D, but also across faces and corners of the computational domain.
This added complexity is reflected in the scarcity of mesh generation tools capable of
handling periodicity alongside anisotropic adaptation in three dimensions.

To address this gap, a dedicated 3D tool for generating adapted periodic meshes has
been developed in [73]. Here, the authors adjust the adaptive strategy described in
Sect. 3 to account for mesh periodicity, specifically by ensuring that vertices and el-
ements match across opposite faces of the cell w. The proposed approach consists
of the following steps: starting from the unconstrained anisotropic mesh adaptation
in Sect. 3, the anisotropically adapted mesh 7,* is partitioned into a boundary shell,
7;1*’5}1611 ={K €7, : KNdw # 0}, and an interior region 7;1*’mt =75\ 7;l*’5hen. Period-
icity is then enforced along the boundary dw by matching the vertices and triangles on
each pair of opposite faces through targeted local remeshing operations. This identifies

the periodic boundary mesh 7;1*;;}1611. Finally, the global adapted periodic mesh is ob-
tained by consistently merging 7;*’int and ﬁ*;;heu. The effectiveness of microSIMPATY

algorithm has been verified in several applica,ution contexts (see, e.g., [63, 48, 74, 47]).

5.3 Simulation outcomes for use case 2

The design setting addressed in this section exactly coincides with the one of Sect. 5.1.2,
for two different choices of the constraints in (28). In particular, we identify the lower
and upper bounds with quantities

—H
Efﬂ-u = Ei]G'kl(l =0), Ejju= Ei]G'kz(l +6), (29)

imposing the matching between Egkl and the goal value Egkl,

set to 5%.

up to a tolerance ¢, here
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We choose the unitary cube w = (0,1)® and we select the material properties through
Ey = 350 and v = 0.281. As initial density, we set p = 1 — |(sin(nx) sin(xry) sin(nz)|,
while we start the adaptive procedure picking an initial isotropic structured mesh, 7, 0 ,
consisting of 750.000 tetrahedra. The mesh adaptation parameters are selected to ensure
a minimum element size of 0.005 and a maximum size of 1. A uniform element size of
hiso = 0.15 is used for the initial hybrid mesh generation. The adaptation procedure
is further constrained by a tolerance of TOL = 17.5, a maximum number of iterations
Nmax = 5, and a relative mesh cardinality variation threshold set to Ag = 0.05°.

As a first assessment, we focus on designing an isotropic microstructure, which re-
quires controlling the diagonal components EX . EH__ and E:%S:s of the homogenized

11110 2222
stiffness tensor. The corresponding target values in (29) are

G _ G G _
ET 11 = Eg)eg = E3j33 = 64.899.

The microSIMPATY algorithm stops after 4 mesh updates. Consistently with the lit-
erature [75], the design procedure provides as an output a closed shell-like cell with a
volume of 0.251. Figure 5 shows the associated anisotropically adapted mesh consisting
of 318.223 elements. In particular, the two close-up views confirm the effectiveness of
anisotropic mesh adaptation, which generates highly stretched tetrahedra (the maximum
aspect ratio being equal to 583.992) aligned with the wall directions, thus allowing for
a very sharp resolution of the thin shell. From a computational perspective, we observe
that the time required for the mesh adaptation module is not prohibitive, accounting
for approximately 20% of the total CPU time.

The second verification focuses on the design of a microstructure with auxetic be-
havior. To this end, the optimization procedure includes constraints on some of the
off-diagonal components of the homogenized stiffness tensor, in addition to the diagonal
ones considered in the previous case. In particular, the goal values in (29) are identified
with

Ei1y = Egypy = Egigy = 14.800, Y}y = Efjg3 = Eghyg = —1.202.

The optimized microstructure is designed by microSIMPATY algorithm in 4 mesh
updates (see Fig. 6) and is characterized by a relative volume equal to 0.336. The in-
troduction of a control on the off-diagonal entries of E¥ is responsible for an extremely
complex topology in w. In particular, the shape of the cavity opening onto the top
and bottom faces can be associated with the auxetic behavior enforced during the de-
sign process. The adapted mesh supporting the structure in Fig. 6 consists of 1.234.829
tetrahedra, predominantly concentrated along the material /void interface. The irregu-
lar geometry of this boundary justifies both the increased number of elements and the
reduced maximum aspect ratio (equal to 338.599) compared to the previous design con-
figuration. Nevertheless, this increase in mesh cardinality does not affect the relative
computational cost of mesh adaptation, which remains approximately 20% of the total
simulation time.

3The results in the following are carried out on the same high performance computing node and by
using the same solver and mesh generator tools as in use case 1.
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Figure 5: Use case 2 (isotropic design): clipped views of the density (top-left) overlapped
to the anisotropic adapted mesh (top-right); close-up view of the anisotropic adapted
mesh (bottom-left) together with a detail of the material/void interface in correspon-
dence of the red box (bottom-right).

We exploit this second design to visualize the lattice structure resulting from the
periodic repetition of the optimized cell. In Fig. 6, bottom-left, bottom-center panels, a
2 X 2 x 2-cell lattice is shown, where different colors represent a potential multimaterial
configuration. The close-up view in the bottom-right panel confirms the effectiveness
of the 3D algorithm developed to handle the periodicity of the adapted mesh when
transitioning from one cell to its neighbors, guaranteeing full geometric consistency and
compatibility across interfaces.

6 Generalization to a time-dependent setting

Many physical, biological, and engineering phenomena are governed by time-dependent
PDEs, where the evolution of the system depends not only on spatial variables but
also on time. In such contexts, the efficient and accurate resolution of transient fea-
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Figure 6: Use case 2 (auxetic design): density (top-left) overlapped to a clipped view of
the anisotropic adapted mesh (top-right); 2x2x2-cell lattice (bottom-left), corresponding
clipped view (bottom-center) and detail of the periodic interface (bottom-right).

tures is crucial. Classical discretization approaches often employ uniform time-stepping
schemes. This strategy may result in either an under-resolution of rapid dynamics or
an unnecessary computational burden during slow temporal evolution. To address these
challenges, the development of numerical methods that adapt the computational mesh
both in space and in time has gained increasing attention, see for instance [76, 77, 78].
However, while spatial adaptivity is well-established, also in many commercial tools,
temporal adaptivity is less widespread, despite its potential in handling problems with
strong time variability.

6.1 Time-step adaptive procedure: theoretical background

This section introduces the mathematical foundation we adopt to set a temporal adaptive
strategy in the context of time-dependent PDEs. We preserve the notation z and zj as in
Sect. 2 to denote the solution to a general unsteady PDE model and the corresponding
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finite element approximation. Thus, for any time ¢ varying in a certain temporal window
I =10,T], we have z = z(x,1) € Z and z;, = z5(x, 1) € Zj,, with Z and Z;, the same (spatial)
function spaces in Sect. 2.2 and with x € Q.

The temporal adaptive strategy we propose aims to construct a partition of the

time domain I based solely on the prescribed final time T, as the number and size of
time steps are not known in advance. In particular, starting from a given time ", we
determine the next time step At"™*! = ("1 — ¢ thereby defining the upcoming time
interval I,.1 = [t",t"*]. As a consequence, the total number of the time steps will only
be known at the end of the adaptive procedure. Accordingly, we must ensure that the
final time step does not exceed the endpoint T.
As for the spatial case, the adaptive selection of the time step relies on a dedicated
mathematical tool, namely, an a posteriori error estimator. Of course, since time is
a one-dimensional quantity, the adaptive strategy is, by definition, carried out in an
isotropic context. Following [26], we adopt a recovery-based a posteriori error estimator
to dynamically adjust the time step length at each instant. With reference to the generic
scheme in (4), we identify the differential operator ® with the first order temporal partial
derivative, d/0t, and the spatial domain Q with the time interval I,,. Thus, at each vertex
V of the spatial mesh 7," associated with time #,, we generalize the estimator in (5) to
estimate the seminorm

eVl = [
I

(1 (V)]? = /I

with zj! the finite element approximation z;, at time 7,, where Ry (z};) is the recovered
time derivative at time ", and 6-(z}) = (2}, — zz_l)/ At" is the backward finite difference
approximation of dz, /0t at t". Specifically, following [26], we compute quantity Rg (z}))
as the derivative of the quadratic polynomial interpolating the pairs of data (#"~2, 12_2),
("1, zZ‘l), and (", z}}). Finally, we remove the spatial dependence in (30) by averaging
the vertex contributions across the elements of the grid 7,". This leads to introduce the
global error estimator over I,,, given by

Br=g >, O WP (31)

Ke‘7;1” VeK

0z Ozn ?
E(V, ) — E(V, t)| dt

through the quantity
2

Rar(z,) (V) = 6-(z,)(V)| dt, (30)

To predict the next time step A#"*!, inspired by the strategy adopted for the spatial
adaptive procedure, we first scale and adimensionalize (31), thereby defining the new
estimator

ﬁi,r = T[At"pn,T]2, (32)
with .
prr = Tae 2 2 ()1 (33)
Ke7," VeK
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and T a problem-dependent characteristic temporal scale. Then, we prescribe a desired
local accuracy, t¢, for the estimator 7, 7, since assigning a global tolerance is not feasible
a priori, as the total number of time intervals is only determined at the end of the
adaptive process. This leads to the condition

T[A" pnr]? = 77, (34)

which enforces the equidistribution of the error in time over the entire simulation time
window. Finally, relation (34) is inverted to predict the next time-step length as

1 7

n+l _
At = T p2_
n,T

(35)

The implementation of time adaptation is simpler than its spatial counterpart, due
to the one-dimensional nature of the problem. Algorithm 2 outlines a pseudo-code that
sketches the required steps, which essentially reduce to the sequential combination of
the routine time_estimator, used to compute the quantities defined in (31)-(33), and
the routine adapt_timestep, which implements the update formula in (35). Notice
that notation {z,} refers to the three consecutive values of zj required to compute the
recovered time derivative Ry;(z,). Moreover, as for the mesh adaptation in space, we
constrain the selection of the time step through a minimum (Afyi,) and a maximum
(Atmax) value for Atr.

Algorithm 2 : time-step adaptation

function [At*, n}] = time_adaptation({zs}, s, At, ¢, T, Atin, Atmax)
1. ny = time_estimator({zn}, T, At);

2: At* = adapt_timestep(nr, 17, T, At, Atmax, Atmin);

3. 15 = time_estimator({zn}, Th, At*);

In the next section, we will explore a possible strategy to combine time and space
adaptation, a task that is not necessarily straightforward or uniquely defined.

6.2 Space-time adaptive procedure

In this section, we propose a simple strategy to combine space and time mesh adaptation.
At each time 1", the spatial mesh and the time step are updated independently in a
sequential manner, each starting from the corresponding error control criterion. Unlike
other approaches in the literature (see, for instance, [79]), this method does not enforce
a global tolerance, but rather ensures accuracy separately in space and time.

To streamline the pseudo-code, we focus solely on the transition from time 1 to #"*1,
for n > 1%. Specifically, we assume that we are at time " on the mesh 7", and we aim

4Note that the first two time steps are kept constant and equal to At, since the time error estimator
requires information from three consecutive time levels.

25



to predict both the next time level "*! (i.e., the time step Ar"*!) and the corresponding
spatial mesh 7;1”’“1. For simplicity, we omit the explicit time dependence and introduce
the following shorthand notation: 7," — 7, ‘7}“1”+1 - 77, A" — At A" A
Zp = Zh-

Algorithm 3 : space-time adaptation

function [7,%, 1, At", n;] = spacetime_adaptation({zs}, T4, At, TOL, Npax, As,
Delta7 Te, Ta hmina hmaxa Al‘mina Atmaux)

1. [Ar*, 3] = time_adaptation({zn}, Th, A, T, T, Atmin, Afmay);

2: na = space_estimator(zp, 7;11’);

w

: if 14 < 0.99%TOL | 74 > 1.01%TOL then

o

(7,7, m'y] = space_adaptation(zs, T, TOL, Niax, As, Delta, hmin, Amax);
else

6: 7;:‘ =Tn;

ot

7 M = N4A;
8: end if

It is worth noting that time adaptation phase cannot be neglected, as it serves as
a predictive tool for determining the next instant. However, the associated computa-
tional cost remains negligible since dealing with a one-dimensional problem. Conversely,
spatial adaptation, which is more computationally demanding, is triggered only when
the solution deviates sufficiently from the prescribed tolerance, in order to optimize the
overall computational cost.

7 Engineering use case 3: fluid dynamics modeling

Fluid dynamics phenomena are widely encountered in engineering and often require
time-dependent simulations, which can be computationally demanding. Examples in-
clude applications in aerospace, renewable energy, biomedicine, and environmental mod-
eling. To address the computational issues inherent in fluid dynamics modeling, various
mathematical tools can be employed, including reduced order modeling (see, e.g., [80]),
machine-learning algorithms (see, e.g., [81]), and adaptive techniques. Among these,
mesh adaptation strategies in space and/or time have proven particularly effective for
accurately and efficiently capturing multiscale and heterogeneous behaviours across both
spatial and temporal dimensions (we refer, e.g., to [76, 82, 83]).

The objective of this section is to assess how the space-time mesh adaptation proce-
dure introduced in the previous section can provide computational advantages when
applied to the reference model in fluid dynamics simulations, namely to the unsteady
Navier—Stokes equations.
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7.1 Technical background for use case 3

Navier-Stokes equations provide a rigorous framework for modeling fluid flows across a
broad spectrum of physical scenarios [84, 85]. For simplicity, we focus on a 2D setting.
We aim to determine the velocity, u = [u1,u2]”, and the pressure field, p, which satisfy
the initial-boundary value problem

E;—ltl(x, 1)+ (u(x,t) - Vyu(x,t) — vAu(x, 1) + %Vp(x, ) =f(x,t) inD
V-u(x,t) =0 in D
u(x,7) = p(x) on 0Qp x I (36)
va—u(x, t) — l p(x,1)In = P (x) on 0Qn X [
on Jol
u(x, 0) = ug(x) in Q,

with © = Q x I the space-time domain, being Q c R? the spatial region of interest,
I = (0,T] the considered time window, and (x,¢) the generic point in D. Here, v = u/p
is the kinematic viscosity, defined as the ratio between the dynamic viscosity, u, and the
fluid density, p. Vector f represents an external force per unit mass. Functions ¢ and v
prescribe Dirichlet and Neumann boundary conditions on the domain boundary portions
0Qp and dQpy, respectively with dQp U dQn = dQ and aQp N 8091\/ = (. Moreover,
I € R?*? denotes the identity matrix, n the unit outward normal vector to dQ, and ug
the initial velocity field. In this setting, the boundary data, ¢ and 1, are assumed to be
time-independent. We also consider an incompressible flow, with constant and strictly
positive density p. Finally, the dependence of all functions on space and time is omitted
unless otherwise specified.

With a view to discretizing equations (36), we first introduce the associated weak
formulation, so that, for any time ¢ in I, we look for u =u(¢) € V and p = p(¢) € Q such
that

ou 1
/Q {—-v+[(u-V)u]-v+vVu:Vv—;pV-v—qV-u} dQ

ot
(37)

= / f-vdQ+ Y- -vdly
Q I'n

for any v € V and g € Q, with u(x,0) = ug, u(x,t) = ¢(x) for x € 3Qp and for any ¢,
and where V = [H'(Q)]? and Q = L%(Q).

To derive the approximate counterpart of (37), we first partition domain Q by introduc-
ing a conforming triangulation, 7, = {K}, with mesh size &, and the time window I by
means of the partition {f® = 0,¢',...,#f = T}, so that I,, = [*, #**'] denotes the generic
interval of length Ar™+! = "1 — " To discretize the space we resort to the finite element
method, while we employ a semi-implicit integration scheme to discretize the time [37].

. — +1 _ +1\ — +1 +19T
Thus, for each n =0,..., f — 1, we search u;™ =u,(1""") = [”2,1 ’”2,2] eV, cV and
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pZ*l = pr(t") € Q) c Q, with dim(V}) < +c0 and dim(Qp,) < +o0, such that

n+l _ ..n

uh uh n n+l n+1
A1 vt [(u] - V)up*'] - vy + vVu™ : Vyy,
" (39)

1
- =iV, —QhV-llZ+1}dQ=/fn+1 Vi dQ+ [ty vp dly
P Q I'n

for any vj, € V), and g, € Qp, with u,(x,0) = up0, un(x,1) = @p(x) for x € 9Qp and
for any ¢, f**1 = f(¢"*!), and where functions ¢y, %5, and uy are suitable approx-
imations of ¢, ¥, and ug in Vj, respectively. Concerning the choice of V;, and Qy,
we adopt the classical Taylor-Hood finite element pair, which satisfies the inf-sup (La-
dyzhenskaya—Babuska-Brezzi) condition [86]. This choice employs continuous piecewise
quadratic functions for the velocity and linear ones for the pressure, namely V;, = [XZ]Q,
Oy = X,ll7 with X; defined according to (3). Finally, to ensure the stability of the time
integration scheme, the spatial mesh size & and the time step At are required to sat-
isfy the classical CFL condition [87], which properly relates the temporal and spatial
discretizations to maintain numerical stability.

7.2 Integration of space-time mesh adaptation into use case 3

The space-time adaptation strategy described in Algorithm 3 can be applied to the
Navier—Stokes equations. In particular, the driving quantity used in the estimators 14
and n, 1, defined in (10) and (31), is taken as the magnitude of the velocity field at time
t", i.e., zp = [up|, although other choices are possible. For example, in [88], the authors
explore various alternatives for the driving quantity, including vector-valued fields or
combinations of scalar quantities, in the context of turbulent flow simulations.

Several options are available for selecting the characteristic temporal scale T in (32),
noting that, dimensionally, this quantity represents a time. For instance, in [26], T is
defined either as the previous time step or as the ratio between a characteristic length
of the domain and the fluid celerity. In this work, we set T = Af/Re, namely as the ratio
between the last computed time step and the Reynolds number Re.

As a finer-level consideration, relevant to more advanced modeling scenarios such as
fluid dynamics in challenging regimes, it may be necessary to modify the time adaptation
strategy proposed in Algorithm 2. Drawing inspiration from spatial adaptation, one can
embed the direct time step determination in (35) into an iterative loop. Specifically,
following the notation introduced in Algorithm 2, the characteristic temporal scale can
be redefined as T = At* %) /Re, where Ar*(¥) denotes the k-th candidate for the new time

step At*, given by
Re T
A = — L 39
Ar#:(k=1) pi,r (39)

While this approach increases the computational cost due to the additional iterative
loop, it allows for enhanced robustness. In this case, an extra stopping criterion must
be introduced, for instance based on the stagnation of the time error estimator.
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Figure 7: Use case 3: not to scale sketch of a fluidic oscillator.

7.3 Simulation outcomes for use case 3

The space-time adaptive strategy introduced in Sect. 6.2 is here applied to the specific
case of a fluidic oscillator. This device generates oscillating flow patterns without involv-
ing any moving mechanical components, relying solely on its geometric configuration.
The absence of moving parts offers several advantages, including lower manufacturing
costs, increased durability, and enhanced resistance to aggressive working fluids. Fluidic
oscillators find application in a range of fields, such as combustion [89] and flow control
systems [90]. For a comprehensive overview of their development, we refer the reader
to [91].

Figure 7 shows the geometry of a standard fluidic oscillator which includes the oscillation
chamber (OC), the feedback channels (FC), and the nozzles (N). The fluidic oscillator
geometry is defined parametrically, with all dimensions expressed as multiples of a ref-
erence length L. The domain Q in Fig. 7 measures 40L in length and 45L in height, as
in [92], with an inlet nozzle narrowing from 2L to 0.7L. While L is an input parameter, it
does not affect the flow behavior, which depends only on the preserved geometric ratios.
Here, we set L =1 for simplicity.

We approximate equations (36) in such a geometry on the time interval (0,7] with
T = 3.173, after setting p =1, v = 0.1, f = 0. Concerning the boundary data, we choose
0Qn = 0, while assigning ¢ = U;;; on the inflow boundary, with U;, a parabolic profile,
and ¢ = 0 on the remaining part of dQ. In particular, the inlet velocity is set such
that the Reynolds number at the outlet nozzle satisfies Re = U,L/v = 5000, where U,
denotes the resulting average outlet velocity (see Fig. 7). This choice ensures that the
proposed methodology operates under the same flow regime as the reference study [92].
Furthermore, the selected final time is sufficient to capture the full development of the
flow dynamics.
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We run Algorithm 3 on this use case’, starting from an isotropic uniform initial
mesh, 7;10, consisting of 54.353 elements, and with an initial time step At! = 0.0015,
which is preserved for the first two iterations of the time adaptation loop. For spatial
mesh adaptation, the parameters are set as TOL = 15, Nyyax = 5, Ag = 0.001, Delta =
‘estimator’, Ay, = 0.01, and hpax = 5. The time-step prediction is driven by the
parameters 7, = 0.65 and T = At! /Re, with the bounds Ay, = At! and Atpax = 2 chosen
to ensure that the CFL condition is always satisfied.

Figure 8 displays the velocity magnitude colormap along with the corresponding anisotrop-
ically adapted mesh during the transient regime. The mesh effectively captures the flow
gradients, ensuring high-resolution representation, even in regions where the mesh re-
mains relatively coarse, while maintaining a contained computational cost. In particular,
as shown in the left panel of Fig. 9, the mesh cardinality, after an initial drop due to
the deliberately fine initial discretization, stabilizes on average over time. However, a
gradual increase in the number of tetrahedra can be observed as the flow develops more
extensively within the final chamber. Concerning the adaptive selection of the time step,
an oscillatory behavior of A"*! is observed, without convergence to a steady value. This
is clearly illustrated in the right panel of Fig. 9, where the absence of a settling trend is
confirmed by the least-squares approximation, shown as a dashed line.

The reliability of the space-time mesh adaptation procedure is confirmed by evalu-
ating the Strouhal number characterizing the flow oscillation frequency. The computed
value on the spatially and temporally adapted mesh is 0.0214, which compares well with
the reference value of 0.02 reported in the literature [92]. Additional quantitative details
of the simulation are summarized in the first row of Table 1, which includes the final
mesh cardinality, the maximum aspect ratio s = A1, x/A2 k, the number of time steps,
and the total CPU time.

#‘7;lf max sg | #At | CPU time
Space-time mesh adaptation | 10795 43 595 54 min
Space adaptation 10796 39 2524 | 225 min

Table 1: Use case 3: quantitative information for the spatial-temporal and the spatial
only mesh adaptation.

To highlight the benefits of time adaptation, we repeat the previous simulation by
disabling line 1 in Algorithm 3 and fixing the time step to Ar = At'. The second
row of Table 1 reports the key output data from this run. A comparison between the
two configurations confirms the superior performance of the full adaptation strategy,
resulting in approximately a 75% reduction in both the number of time steps and total
CPU time.

5The simulations are performed on a desktop computer equipped with a 12t Gen Intel® Core™ i7-
1260P processor, integrated Mesa Intel® Graphics, and 16 GB of RAM. The computational setup relies
on FreeFEM, employing MUMPS as the direct linear solver and BAMG for spatial mesh adaptation.
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Figure 8: Use case 3: colormap of the velocity magnitude and associated anisotropic
adapted mesh at r=0.0031, 0.0201, 0.0582 (first and second row, left-right) and at ¢ =
0.1118, 0.1508, 0.2230 (third and fourth row, left-right).

8 To sum up

This chapter presents a comprehensive framework for anisotropic mesh adaptation driven
by recovery-based a posteriori error estimators. Starting from the theoretical formula-
tion in the steady setting, the methodology is successively extended to time-dependent
problems via a space-time adaptive strategy that couples spatial mesh adaptation with
an adaptive choice of the time step.

The effectiveness of the proposed approach is assessed through three representative engi-
neering applications. In the steady regime, the methodology is applied to both structural
topology optimization and cellular material design. In these contexts, anisotropic adap-
tation enables sharp resolution of interfaces and fine-scale features, using highly stretched
elements aligned with the material density gradients. The adoption of a hybrid meshing
strategy, which combines anisotropic elements near interfaces with isotropic tetrahedra
of prescribed size in bulk regions, proves particularly effective, striking a balance between
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Figure 9: Use case 3: evolution of the mesh cardinality (left) and of the time step (right)
over time.

computational accuracy and efficiency, and reliability in terms of mechanical analysis.
These features translate into substantial reductions in degrees of freedom and CPU time,
with mesh adaptation typically accounting for less than 20% of the total computational
cost, while guaranteeing a high quality of the solution and of the associated structural
performance.

In the unsteady case, focused on fluid dynamics, the space-time extension allows the
method to track transient and localized phenomena through simultaneous adaptation
in space and time. The adaptive strategy ensures computational resources are con-
centrated where needed, improving solution accuracy while avoiding unnecessary over/
under-resolution.

These promising results are consistent with those obtained using the same adaptation
procedure in other application domains, including aerospace engineering [31], hydrody-
namics [26, 93] and turbulent flows [88], biomedical simulations [63, 47, 48|, and image
analysis [49, 94, 50]. The methodology is also being actively explored in emerging fields
such as sustainability and nuclear engineering.
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