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Abstract

This chapter reviews and compares discontinuous Galerkin time-stepping methods for the numerical
approximation of second-order ordinary differential equations, particularly those stemming from space
finite element discretization of wave propagation problems. Two formulations, tailored for second- and
first-order systems of ordinary differential equations, are discussed within a generalized framework,
assessing their stability, accuracy, and computational efficiency. Theoretical results are supported by
various illustrative examples that validate the findings, enhancing the understanding and applicability
of these methods in practical scenarios.

1 Introduction

This chapter presents a detailed review and comparison of high-order discontinuous Galerkin (dG) finite
element methods introduced in [7] and [9], designed for the temporal integration of second-order dif-
ferential problems, such as those encountered in wave propagation phenomena in acoustic, elastic, and
porous media. Time integration of such problems often involves implicit and explicit finite differences,
Leap-frog, Runge-Kutta, or Newmark schemes, as extensively reviewed in the literature [38, 15, 44].
Generally, explicit time integration schemes are favored over implicit due to their computational ef-
ficiency and straightforward implementation. However, while implicit methods are unconditionally
stable, they tend to be computationally expensive. Conversely, explicit methods, though computation-
ally cheaper, are conditionally stable. The time step choice dictated by the Courant-Friedrichs-Lewy
(CFL) condition can occasionally present limitations. Various strategies have been proposed to address
this limitation, including local time-stepping algorithms [22, 25, 29] and the tent-pitching scheme [24].
These algorithms impose the CFL condition element-wise, allowing for an optimal choice of the time
step, but they necessitate additional synchronization processes to ensure proper wavefield propagation
between elements.

This work is concerned with implicit time integration methods based on a dG paradigm. Originally
developed for the space approximation of hyperbolic problems [45, 39], dG methods have been extended
to space discretization of elliptic and parabolic equations [51, 10, 30, 20, 47, 28, 21]. Concerning initial-
value problems, dG methods have shown advantages over other implicit schemes, such as Johnson’s
method [35, 2] thanks to the fact that each time slab of the solution depends only on the previous time
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step. Moreover, these methods readily integrate with dG space discretization techniques, enabling the
discretization of both space and time dimensions through the dG paradigm. These methods offer high-
order convergence of errors through refinement and can achieve stability with local CFL conditions [41].
They can be categorized into structured and unstructured techniques. Structured techniques [50] uti-
lize a Cartesian product grid of spatial mesh and time partition, while unstructured techniques [31, 33]
treat time as an additional dimension. Among unstructured methods, Trefftz techniques [36, 11, 13]
and tent-pitching paradigms [24] have been proposed to improve stability. Space-time discontinuous
Galerkin approximation of wave propagation problems have been proposed in [43, 12, 49]. Space–time
Trefftz dG methods for the wave equation have been studied in [36, 40, 34]. In [42] tent pitching and
Trefftz-DG method for the wave equation have been addressed. Space-time dG methods for parabolic
problems on prismatic meshes have been proposed in [16], whereas dG time stepping methods for
semilinear parabolic problems have been addressed in [17]. Recently, space-time methods for Virtual
Element discretization of parabolic equations have been developed in [23, 26].

In this work we provide a comprehensive review and comparison of the dG time integration approach
presented in [7] for second-order systems and in [9] for first-order systems of ordinary differential equa-
tions stemming from space discretization of wave propagation problems. Both methods are presented
in a general framework and reviewed from the point of view of stability, accuracy, and computational
efficiency. We also refer the reader to [19] for equivalence proofs between the proposed dG schemes and
classical time-stepping methods (such as Newmark schemes, general linear methods, and Runge-Kutta
methods) and a thorough analysis in terms of accuracy, consistency, and computational cost.

The chapter is organized as follows. In Section 2 we formulate the problem and introduce the finite
element setting employed for the dG formulations considered in Section 2.1 and 2.2. The stability and
convergence properties are discussed in Section 3, where we review in detail the a priori error estimates.
In Section 4, we rewrite the equations into the corresponding algebraic systems, and we discuss suitable
solution strategies. Finally, in Section 5, we compare the considered methods through several numeri-
cal experiments, including wave propagation in acoustic, poroelastic, and coupled acoustic-poroelastic
media.

Throughout the chapter, we denote by ||a|| the Euclidean norm of a vector a ∈ Rd, d ≥ 1 and
by ||A||∞ = maxi=1,...,m

∑n
j=1 |aij |, the ℓ∞-norm of a matrix A ∈ Rm×n, m,n ≥ 1. For a given

I ⊂ R and v : I → R we denote by Lp(I) and Hp(I), p ∈ N0, the classical Lebesgue and Hilbert
spaces, respectively, and endow them with the usual norms, see [1]. Finally, we indicate the Lebesgue
and Hilbert spaces for vector-valued functions as Lp(I) = [Lp(I)]d and Hp(I) = [Hp(I)]d, d ≥ 1,
respectively.

2 Model problem and finite element settings

For T > 0, we consider the following model problem [37]: find u(t) ∈ H2(0, T ] such that{
M ü(t) +Du̇(t) +Au(t) = f(t) ∀ t ∈ (0, T ],

(u, u̇)(0) = (u0,v0),
(1)

where M,D,A ∈ RNh×Nh are symmetric matrices, u0,v0 ∈ RNh and f ∈ L2(0, T ]. Problem (1) can
be recast in the first order form by introducing a variable v ∈ H1(0, T ] as follows:

u̇(t)− v(t) = 0 ∀ t ∈ (0, T ],

M v̇(t) +Dv(t) +Au(t) = f(t) ∀ t ∈ (0, T ],

(u,v)(0) = (u0,v0).

(2)

We are mainly interested in the following cases, which we present in the form of assumption on the
matrices M,A,D.

Assumption 1. We assume that the symmetric matrices M,D,A ∈ RNh×Nh satisfy one of the fol-
lowing

a) M,A are positive definite and D = 0 (cf. acoustic wave propagation in Section 5.1),
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b) M,D are positive definite and A is positive semidefinite (poroelastic and poroelastic-acoustic wave
propagation, cf. Section 5.2).

To integrate in time systems (1) or (2), we introduce a partition of the interval I = (0, T ] into N
time-intervals In = (tn−1, tn] of length ∆tn = tn − tn−1, for n = 1, . . . , N with t0 = 0 and tN = T ,
cf. Figure 1. Next, we incrementally build (on n) an approximation of the exact solution u (and,

t0 · · · tn−1

In

tn

In+1

tn+1 · · · T

t+nt−nt+n−1 t−n+1

∆tn

Figure 1: Time domain partition: values t+n and t−n are also reported.

for system (2) also for v) in each time slab In. To denote the scalar product between two vectors
w,z ∈ RNh we use the following notation

(w,z)I =

∫
I

w(s) · z(s)ds,

and denote by [w]n, the jump operator of a (sufficiently regular) function w at tn as

[w]n = w(t+n )−w(t−n ) = w+ −w−, for n ≥ 0,

where
w(t±n ) = lim

ϵ→0±
w(tn + ϵ), for n ≥ 0.

Next, we introduce the functional spaces

V rnn = {w : In → RNh s.t. w ∈ [Prn(In)]Nh},

where Prn(In) is the space of polynomial defined on In of maximum degree rn ≥ 1, and

VdG = {w ∈ L2(0, T ] s.t. w|In ∈ V rnn }.

In the following sections, we will first introduce dG2, namely the second order formulation of problem
(1). Then, we will present dG1, namely the first-order formulation of (2).

2.1 Formulation dG2

To obtain the discontinuous formulation of problem (1) we focus on the generic interval In, we multiply
the first equation in (1) by a (regular enough) test function ẇ(t), integrate in time over In, and add
the null terms M [u̇]n−1 · ẇ(t+n−1) and A[u]n−1 ·w(t+n−1), since u ∈ H2(0, T ), to get

(M ü, ẇ)In + (Du̇, ẇ)In + (Au, ẇ)In +M [u̇]n−1 · ẇ(t+n−1) +A[u]n−1 ·w(t+n−1) = (f , ẇ)In . (3)

By summing over all intervals In, for n = 1, . . . , N we obtain the problem:
(dG2 ) find udG ∈ VdG such that

A(udG,w) = F(w) ∀ w ∈ VdG, (4)

where for any u,w ∈ VdG it holds

A(u,w) =

N∑
n=1

(M ü, ẇ)In + (Du̇, ẇ)In + (Au, ẇ)In

+

N−1∑
n=1

M [u̇]n · ẇ(t+n ) +A[u]n ·w(t+n ) +M u̇(0+) · ẇ(0+) +Au(0+) ·w(0+), (5)
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and for any w ∈ VdG we have

F(w) =

N∑
n=1

(f , ẇ)In +Mv0 · ẇ(0+) +Au0 ·w(0+). (6)

Under the previous general assumptions on the matrices A,M and D, the bilinear form A(·, ·) induces
a seminorm on the space VdG, which we denote by | · |A and is defined as

|u|2A = A(u,u) =

N∑
n=1

||Du̇||20,In +
1

2
(M

1
2 u̇(0+))2 +

1

2

N−1∑
n=1

(M
1
2 [u̇]n)

2 +
1

2
(M

1
2 u̇(T−))2

+
1

2
(A

1
2u(0+))2 +

1

2

N−1∑
n=1

(A
1
2 [u]n)

2 +
1

2
(A

1
2u(T−))2. (7)

We remark that (7) is a norm when A,M and D are symmetric and positive definite.
We next state the following well-posedness result for Problem (4).

Theorem 1. Let Assumption 1 holds. Then, Problem (4) admits a unique solution.

Proof. Due to the linearity of the problem (4), it is enough to consider the data f = v0 = u = 0
so that F(w) = 0 for all w ∈ VdG, and prove that udG = 0. By choosing w = udG, from (7) we
obtain |udG|A = 0, i.e. all jumps and traces present in (7) are null, namely u̇(0+) = [u̇]n = u̇(T−) =

A
1
2u(0+) = A

1
2 [u]n = A

1
2u(T−) = 0. Then, (4) becomes

N∑
n=1

(M üdG +Du̇dG +AudG, ẇ)In = 0.

Choosing ẇ =M üdG +Du̇dG +AudG we can deduce that udG is solution of the differential problem

M üdG +Du̇dG +AudG = 0 (8)

for any In. For the first time-slab, udG is a polynomial solution (or an analytical solution) of (8) with
homogeneous initial conditions, so it vanishes in I1. Iterating over the time slabs and using that the
jumps at time instants tn vanish, we deduce that udG is zero in the whole time interval [0, T ). Existence
of the solution follows from linearity and finite dimensionality.

2.2 Formulation dG1

Proceeding similarly as in Section 2.1, we can obtain the weak formulation for problem (2). Indeed,
focusing on In, we multiply the first (resp. second) equation in (2) by a (regular enough) test function
w(t) (resp. z(t)), integrate in time over In and add the null terms A[u]n−1 ·w(t+n−1) and M [v]n−1 ·
z(t+n−1) as follows{

(u̇,w)In − (v,w)In + [u]n−1 ·w(t+n−1) = 0,

(M v̇, z)In + (Dv, z)In + (Au, z)In +M [v]n−1 · z(t+n−1) = (f , z)In ,
(9)

since u,v ∈ H1(0, T ). Summing up over all time intervals we obtain the problem:
(dG1 ) find (udG,vdG) ∈ VdG × VdG such that

B((udG,vdG), (w, z)) = G((w,z)) ∀ (w, z) ∈ VdG × VdG, (10)

where for any (u,v), (w, z) ∈ VdG × VdG it holds

B((u,v), (w, z)) =
N∑
n=1

(u̇,w)In − (v,w)In +

N−1∑
n=1

[u]n ·w(t+n ) + u(0+) ·w(0+)

+

N∑
n=1

(M v̇, z)In + (Dv, z)In + (Au, z)In +

N−1∑
n=1

M [v]n · z(t+n )

+Mv(0+) · z(0+), (11)
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and for any (w,z) ∈ VdG × VdG we have

G((w, z)) =
N∑
n=1

(f , z)In +Mv0 · z(0+) + u0 ·w(0+). (12)

Under Assumption 1 on the matrices A,M and D, the bilinear form B(·, ·) induces a seminorm on the
space VdG × VdG which we denote by | · |B and it is defined as

|(u,v)|2B = B((u,v), (Au,v))

=

N∑
n=1

||Dv||20,In +
1

2
(M

1
2v(0+))2 +

1

2

N−1∑
n=1

(M
1
2 [v]n)

2 +
1

2
(M

1
2v(T−))2

+
1

2
(A

1
2u(0+))2 +

1

2

N−1∑
n=1

(A
1
2 [u]n)

2 +
1

2
(A

1
2u(T−))2. (13)

Notice that, in contrast to the case | · |2A, the positivity of the matrices A,M and D does not imply
| · |2B to be a norm.

Remark 1. In the literature, Formulation (10) is typically presented in the following form{
(Au̇,w)In − (Av,w)In +A[u]n−1 ·w(t+n−1) = 0,

(M v̇, z)In + (Dv, z)In + (Au, z)In +M [v]n−1 · z(t+n−1) = (f , z)In ,

see, e.g., [32, 9, 46], in which the first equation is multiplied by the matrix A. This is equivalent to
(10) only if A is positive definite. This is not verified for instance in the Biot model of poroelasticity,
see Section 5.2.

Next, we recall the following result, for which the proof closely follows the arguments of the proof
of Theorem 1, which we omit for the sake of presentation. We refer to [9] for more details.

Theorem 2 (Well posedness of (10)). Let Assumption 1 holds. Then, Problem (10) admits a unique
solution.

3 Stability and convergence analysis

In this section, we report for both formulations in Section 2.1 and Section 2.2 the main stability results
and use the latter to prove error estimate for the numerical error, in the energy seminorms (7) and
(13), respectively.

3.1 Formulation dG2

In the following, we report the main stability and convergence results for the dG2 formulation. We
refer the reader to [7, 8] for the details.

Proposition 1 (Stability of dG2 ). Let Assumption 1 holds. Let f ∈ L2(0, T ], u0,v0 ∈ RNh , and let
udG ∈ VdG be the solution of (4), then it holds

|udG|2A ≲
N∑
n=1

||D− 1
2f ||20,In + (A

1
2u0)

2 + (M
1
2v0)

2. (14)

Proof. See [7, 8].

Theorem 3 (Convergence of dG2 ). Let Assumption 1 holds. Let u be the solution of (1) and let udG ∈
VdG be its dG finite element approximation based on employing formulation (4). If u|In ∈ Hsn(In),
for any n = 1, . . . , N , with sn ≥ 2, then

|u− udG|A ≲
N∑
n=1

∆t
µn− 1

2
n

rsn−3
n

∥u∥Hµn+1(In), (15)

where µn = min(rn, sn) for any n = 1, . . . , N , and where the hidden constant depends on the norm of
the matrices D and A.
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Proof. For the proof see [7].

Remark 2. For the undamped case, i.e., D = 0 in Assumption 1, inequalities (14) and (15) hold only
for polynomial degree rn = 1, 2 for any n = 1, . . . , N . In particular, for linear polynomials, the proof
follows easily the arguments in [7, 8] by observing that (7) reduces to

|u|2A =
1

2
(M

1
2 u̇(0+))2 +

1

2

N−1∑
n=1

(M
1
2 (u̇(t+n−1)− u̇(t+n )))

2 +
1

2
(M

1
2 u̇(T−))2

+
1

2
(A

1
2u(0+))2 +

1

2

N−1∑
n=1

(A
1
2 [u]n)

2 +
1

2
(A

1
2u(T−))2,

since u̇(t+n ) = u̇(t−n+1) for any n = 0, . . . , N − 1.

3.2 Formulation dG1

In this section, we review the results presented in [9] and extend them to cover case b) in Assumption 1,
which is relevant for the problems studied in [5, 6] and shown in Section 5.

Proposition 2 (Stability of dG1 ). Let Assumption 1 a) with rn = 0, 1 for any n = 1, . . . , N , or
Assumption 1 b) with rn ≥ 1 for any n = 1, . . . , N hold. Let f ∈ L2(0, T ], u0,v0 ∈ RNh , and let
(udG,vdG) ∈ VdG × VdG be the solution of (10), then it holds

|(udG,vdG)|2B ≲
N∑
n=1

||D− 1
2f ||20,In + (A

1
2u0)

2 + (M
1
2v0)

2. (16)

Proof. For the proof we refer the reader to [46], for Assumption 1 a), and [9] for Assumption 1 b).

Before presenting the the convergence results of this section, namely Theorem 4, we introduce some
preliminary results that are instrumental for its proof. We refer the interested reader to [9] for further
details, see also [48].

Lemma 1. Let I = (−1, 1) and u ∈ L2(I) continuous at t = 1, the projector Πru ∈ Pr(I), r ∈ N0,
defined by the r + 1 conditions

Πru(1) = u(1), (Πru− u, q)I = 0 ∀ q ∈ Pr−1(I), (17)

is well-posed. Moreover, let I = (a, b), ∆t = b− a, r ∈ N0 and u ∈ Hs0+1(I) for some s0 ∈ N0. Then

||u−Πru||2L2(I) ≤ C

(
∆t

2

)2(s+1)
1

r2
(r − s)!

(r + s)!
||u(s+1)||2L2(I), (18)

and

||u̇− ˙(
Πru

)
||2L2(I) ≲

(
∆t

2

)2(s+1)

(r + 2)
(r − s)!

(r + s)!
||u(s+1)||2L2(I), (19)

for any integer 0 ≤ s ≤ min(r, s0). C depends on s0 but is independent from r and ∆t.

In the following, we make use of the notation

eu = u− udG and ev = v − vdG,

and we split the errors eu and ev as

eu = euπ + euh = (u−Πru) + (Πru− udG),

ev = evπ + evh = (v −Πrv) + (Πrv − vdG),

being Πru the trivial vectorial extension of Πru in Lemma 1. Finally, we remark that (10) is a
consistent formulation, i.e.,

B((eu, ev), (w, z)) = 0 ∀ (w, z) ∈ VdG × VdG. (20)
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Lemma 2. Let Assumption 1 holds. Let (u,v) be the solution of (2) and let (udG,vdG) ∈ VdG × VdG
be its dG finite element approximation based on employing formulation (10). Then, it holds

N∑
n=1

∥Aeuh∥20,In ≲ |(euh, evh)|2B +

N∑
n=1

∥evπ∥20,In + ∥euπ∥20,In , (21)

where the hidden constant depends on the norm of the matrices M,D and A.

Proof. We consider (20) and choose w = Aevh and z =M−1Aeuh to obtain

Ba((euh, evh), (Aevh,M−1Aeuh)) = −Ba((euπ, evπ), (Aevh,M−1Aeuh)),

or, equivalently,

N∑
n=1

(ėuh, Ae
v
h)In −

N∑
n=1

(evh, Ae
v
h)In +

N−1∑
n=0

[euh]n ·Aevh(t+n ) +
N∑
n=1

(ėvh, Ae
u
h)In

+

N∑
n=1

(M−1Devh, Ae
u
h)In +

N∑
n=1

(M−1Aeuh, Ae
u
h)In +

N−1∑
n=0

[evh]n ·Aeuh(t+n )

=

N∑
n=1

−(ėuπ, Ae
v
h)In +

N∑
n=1

(evπ, Ae
v
h)In −

N−1∑
n=0

[euπ]n ·Aevh(t+n )−
N∑
n=1

(ėvπ, Ae
u
h)In

−
N∑
n=1

(M−1Devπ, Ae
u
h)In −

N∑
n=1

(M−1Aeuπ, Ae
u
h)In −

N−1∑
n=0

[evπ]n ·Aeuh(t+n ), (22)

where we have implicitly used that euh(0
−) = evh(0

−) = euπ(0
−) = evπ(0

−) = 0. Next, we integrateby
parts the first term on the left-hand side of (22) to get

N∑
n=1

(ėuh, Ae
v
h)In = −

N∑
n=1

(euh, Aė
v
h)In +

N−1∑
n=0

(
euh(t

−
n+1) ·Aevh(t

−
n+1)− euh(t

+
n ) ·Aevh(t+n )

)
. (23)

Moreover, we note that
N∑
n=1

−(ėuπ, Ae
v
h)In −

N−1∑
n=0

[euπ]n ·Aevh(t+n ) = 0, (24)

thanks to (17). The same holds for

N∑
n=1

−(ėvπ, Ae
u
h)In −

N−1∑
n=0

[evπ]n ·Aeuh(t+n ) = 0. (25)

Using (23), (24), and (25) into (22) and rearranging the terms we get

N∑
n=1

(M−1Aeuh, Ae
u
h)In +

N∑
n=1

(M−1Devh, Ae
u
h)In −

N∑
n=1

(evh, Ae
v
h)In +

N−1∑
n=0

A[euh]n · evh(t+n )

+

N−1∑
n=0

(
Aeuh(t

−
n+1) · evh(t

−
n+1)−Aeuh(t

+
n ) · evh(t+n )

)
+

N−1∑
n=0

A[evh]n · euh(t+n )

=

N∑
n=1

(evπ, Ae
v
h)In − (M−1Devπ, Ae

u
h)In + (M−1Aeuπ, Ae

u
h)In , (26)

where we also used that A is symmetric to cancel out the terms −
∑N
n=1(e

u
h, Aė

v
h)In+

∑N
n=1(ė

v
h, Ae

u
h)In .

Next, we consider the last three term on the left-hand side and manipulate them to obtain

N−1∑
n=0

A[euh]n · evh(t+n ) +
N−1∑
n=0

(
Aeuh(t

−
n+1) · evh(t

−
n+1)−Aeuh(t

+
n ) · evh(t+n )

)
+

N−1∑
n=0

A[evh]n · euh(t+n )

= Aeuh(0
+) · evh(0+) +

N−1∑
n=0

A[evh]n · [euh]n +Aeuh(T
−) · evh(T−).
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Thus, equation (26) becomes

N∑
n=1

(M−1Aeuh, Ae
u
h)In = −

N∑
n=1

(M−1Devh, Ae
u
h)In +

N∑
n=1

(evh, Ae
v
h)In

−Aeuh(0
+) · evh(0+)−

N−1∑
n=0

A[evh]n · [euh]n −Aeuh(T
−) · evh(T−)

+

N∑
n=1

(evπ, Ae
v
h)In − (M−1Devπ, Ae

u
h)In + (M−1Aeuπ, Ae

u
h)In .

Finally, we use Cauchy-Schwarz and Young inequalities to have

N∑
n=1

∥Aeuh∥20,In ≲
N∑
n=1

1

2ϵ1
∥evh∥20,In +

ϵ1
2
∥Aeuh∥20,In +

N∑
n=1

∥evh∥20,In

+
1

2
(A

1
2 euh(0

+))2 +
1

2

N−1∑
n=0

(A
1
2 [evh]n)

1
2 +

1

2
(A

1
2 euh(T

−))
1
2

+
1

2
(A

1
2 euh(0

+))2 +
1

2

N−1∑
n=0

(A
1
2 [evh]n)

1
2 +

1

2
(A

1
2 euh(T

−))
1
2

+

N∑
n=1

1

2
∥evπ∥20,In +

1

2
∥evh∥20,In +

N∑
n=1

1

2ϵ2
∥evπ∥20,In +

ϵ2
2
∥Aeuh∥20,In

+

N∑
n=1

1

2ϵ3
∥euπ∥20,In +

ϵ3
2
∥Aeuh∥20,In ,

for any positive ϵ1, ϵ2, and ϵ3. Now, choosing ϵ1, ϵ2, and ϵ3 small enough we obtain

N∑
n=1

∥Aeuh∥20,In ≲ |(euh, evh)|2B +

N∑
n=1

∥evπ∥20,In + ∥euπ∥20,In ,

which concludes the proof.

Theorem 4 (Convergence of dG1 ). Let Assumption 1 holds. Let (u,v) be the solution of (2) and let
(udG,vdG) ∈ VdG × VdG be its dG finite element approximation based on employing formulation (10).
If (u,v)|In ∈ Hsn(In)×Hsn(In), for any n = 1, . . . , N , with sn ≥ 2, then

|(u,v)− (udG,vdG)|B ≲
N∑
n=1

∆t
µn+

1
2

n

(
(rn + 2)

(rn − µn)!

(rn + µn)!

) 1
2

∥(u,v)∥Hµn+1(In)×Hµn+1(In), (27)

where sn = min(µn, rn) for any n = 1, . . . , N , and where the hidden constant depends on the norm of
the matrices M,D and A.

Proof. The proof closely follows the arguments in [9] and we only report here the sketch for complete-
ness. We start observing that |(eu, ev)|B ≤ |(euπ, evπ)|B + |(euh, evh|B. Employing the properties of the
projector (17) and estimates (18) and (19), we can bound |(euπ, evπ)|B as

|(euπ, evπ)|2B = B((euπ, evπ), (Aeuπ, evπ))

≲
N∑
n=1

(
∆tn
2

)2µn+1

(rn + 2)
(rn − µn)!

(rn + µn)!
∥(u,v)∥2Hsn (In)×Hsn (In)

,

where µn = min(rn, sn), for any n = 1, . . . , N . For the term |(euh, evh)|B we use (20) and integrate by
parts to get

|(euh, evh)|2B = B((euh, evh), (Aeuh, evh))) = −B((euπ, evπ), (Aeuh, evh))

= −
N∑
n=1

(evπ, Ae
u
h)In −

N∑
n=1

(Aevπ, e
v
h)In +

N∑
n=1

(Devπ, e
v
h)In .
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Thus, we employ the Cauchy-Schwarz and inequalities, together with (21) to obtain for any ϵ > 0

|(euh, evh)|2B ≲
1

2ϵ

N∑
n=1

(
||euπ||2L2(In)

+ ||evπ||2L2(In)

)
+
ϵ

2
|(euh, evh)|2B,

from which the thesis follows.

Remark 3. For the undamped case, i.e., D = 0 for case a) in Assumption 1, the proof holds only for
constant and linear polynomials rn = 0, 1 for n = 1, . . . , N . See [46].

4 Algebraic formulation

In this section, we briefly review the algebraic formulation stemming from discretization dG2 in (4) or
dG1 in (10) for the single time interval In. In practice, we compute the numerical solution on the time
interval at a time slab, assuming the initial conditions from the previous time interval. In the following,
we introduce a basis {ψℓ(t)}ℓ=1,...,rn+1 for the polynomial space Prn(In) and define a vectorial basis

{Ψℓ
i(t)}

ℓ=1,...,rn+1
i=1,...,Nh

of V rnn . Then, we set Dn = Nh(rn+1) and write the trial functions udG,vdG ∈ V rnn
as

udG(t) =

Nh∑
j=1

rn+1∑
m=1

αmj Ψm
j (t), vdG(t) =

Nh∑
j=1

rn+1∑
m=1

βmj Ψm
j (t),

where αmj , β
m
j ∈ R for j = 1, . . . , Nh, m = 1, . . . , rn + 1.

4.1 Formulation dG2

We consider Problem (4) on In to get: find udG ∈ V rnn such that

(M üdG, ẇ)In + (Du̇dG, ẇ)In + (AudG, ẇ)In

+M u̇dG(t
+
n−1) · ẇ(t+n−1) +AudG(t

+
n−1) ·w(t+n−1)

= (f , ẇ)In +M u̇dG(t
−
n−1) · ẇ(t+n−1) +AudG(t

−
n−1) ·w(t+n−1), (28)

for any w ∈ V rnn . Writing (28) for any test function Ψℓ
i(t), i = 1, . . . , d, ℓ = 1 . . . , rn+1 we obtain the

linear system of the form
MnUn = Fn, (29)

where Un,Fn ∈ RDn are the vectors of the expansion coefficient corresponding to the numerical solution
and the right-hand side on the interval In in the chosen basis, respectively. We next investigate the
structure of the matrix Mn by defining the following local matrices for ℓ,m = 1, ..., rn + 1, namely

(N1)ℓm = (ψ̈m, ψ̇ℓ)In , (N2)ℓm = (ψ̇m, ψ̇ℓ)In , (N3)ℓm = (ψm, ψ̇ℓ)In ,

and
(N4)ℓm = ψ̇m(t+n−1)ψ̇

ℓ(t+n−1), (N5)ℓm = ψm(t+n−1)ψ
ℓ(t+n−1).

Then, we have
Mn =M ⊗ (N1 +N4) +D ⊗N2 +A⊗ (N3 +N5),

where A⊗B denotes the Kronecher tensor product between the matrix A and the matrix B.

4.2 Formulation dG1

Proceeding similarly for (10) we obtain: find (udG,vdG) ∈ V rnn × V rnn such that
(u̇dG,w)In − (vdG,w)In + udG(t

+
n−1) ·w(t+n−1) = udG(t

−
n−1) ·w(t+n−1)

(M v̇dG, z)In + (DvdG, z)In + (AudG, z)In +MvdG(t
+
n−1) · z(t

+
n−1)

= (f , z)In +MvdG(t
−
n−1) · z(t

+
n−1),

(30)

for any (w,z) ∈ V rnn × V rnn .
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Writing (30) for any test function Ψℓ
i(t), i = 1, . . . , d, ℓ = 1 . . . , rn+1 we obtain the following linear

system [
Id ⊗ (L1 + L3) −Id ⊗ L2

A⊗ L2 M ⊗ (L1 + L3) +D ⊗ L2

] [
Un,
vn

]
=

[
Gu
n,

Gv
n

]
,

where Un,Vn ∈ RDn and Gu
n,G

v
n ∈ RDn are the vectors of the expansion coefficients of the solution

and of the right-hand side in (30), respectively. The local time matrices L1, L2, and L3 ∈ Rrn+1×rn+1

are defined as

(L1)ℓm = (ψ̇m, ψℓ)In , (L2)ℓm = (ψm, ψℓ)In , (L3)ℓm = ψm(t+n−1)ψ
ℓ(t+n−1),

for ℓ,m = 1, . . . , rn + 1. Similarly to [27], and following [9] we define

L4 = (L1 + L3)
−1, L5 = L4L2, L6 = L2L4, L7 = L2L4L2.

Next, we apply a block Gaussian elimination to get[
IDn

−Id ⊗ L5

0 M̂n

] [
Un

Vn

]
=

[
(Id ⊗ L4)G

u
n

Gv
n − (Id ⊗ L6)G

u
n

]
, (31)

where
M̂n =M ⊗ (L1 + L3) +D ⊗ L2 +A⊗ L7. (32)

As a solution strategy, we first compute Vn, by solving the second equation of (31) and then update
Un = (Id ⊗ L5)Vn + (Id ⊗ L4)G

u
n.

We notice that, despite doubling the dimension of the problem at hand, formulation (30) requires at
each time interval the solution of a linear system of the same size of (28), cf (31). Finally, we recall
that the solution strategy described above remains valid also for the formulations presented in [46, 9]
where the first equation in (30) is multiplied by the positive definite matrix A.

5 Numerical results

In the following experiments, we employ the proposed dG methods to solve (1) which is obtained from
the spatial discretization of different wave propagation problems with the Polytopal Discontinuous
Galerkin (PolyDG) method implemented in the library lymph (https://lymph.bitbucket.io/), see
[4]. In the following, we will address the cases of wave propagation in acoustic, poroelastic, and coupled
poroelastic-acoustic media. We suppose Ω ⊂ R2 to be an open bounded domain, having sufficiently
regular boundary Γ.

5.1 Wave propagation in a fluid medium

Figure 2: Polygonal meshes for the test case of Section 5.1 (left) and Section 5.2 (right).
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In a fluid domain Ω we consider the following model
c−2φ̈a − ρ−1

a ∇ · (ρa∇φa) = fa, in Ω× (0, T ],

φa = ga, on Γ× (0, T ],

(φa, φ̇a)(0) = (φ0, ψ0), in Ω,

(33)

being φa the acoustic potential, ρa > 0 the medium density, and fa, ga, φ0 and ψ0 regular enough data.
It is well known that, provided the penalty parameter is chosen large enough, the space discretization by
PolydG leads to system (1) in whichM,A are positive definite and D = 0, i.e., case a) of Assumption 1.
We refer to [3] for more details. We take Ω = (0, 1)2 and patition it into 400 polygonal elements, cf.
Figure 2 (left), and fix the space polynomial degree equal to 7. Next, we consider the following
manufactured solution

φex(x, t) = sin(
√
2πt)x2 sin(πx) sin(πy),

ψex(x, t) = φ̇ex(x, t),

compute the external force fa, the boundary data ga, and initial conditions ϕ0, ψ0 accordingly, and
set ρa = ca = 1. For the time integration, we compare methods dG2 and dG1 described in Sections
2.1 and 2.2, respectively. In Figure 3 we report the computed energy errors |eφ|A = |φex − φdG|A,
for dG2, and |(eφ, eψ)|B = |(φex, ψex) − (φdG, ψdG)|B, for dG1, as a function of the time step ∆t. We
choose a time polynomial degree r = 1, .., 4, and a final time T = 0.6. It is possible to see that the
results agree with the theoretical results of Section 3. We remark that the order of convergence is
verified also for higher-order polynomials (r = 3, 4), despite these cases are not explicitly addressed in
our theoretical results of Theorem 3 and Theorem 4. In Figure 4 we also compare the accuracy of the
solutions obtained with both dG2 and dG1 methods concerning the L2-norm at final time T . We can
observe an order of convergence of O(∆tr+

1
2 ) (resp. O(∆tr+

3
2 )) for the dG2 (resp. dG1 ) method. This

is in agreement with results reported in [19]. Moreover, in Figure 5, we present the computed errors
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Figure 3: Test case of Section 5.1. Computed errors |eφ|A for the dG2 (left), and |(eφ, eψ)|B for the dG1
(right) in logarithmic scale as a function of the time step ∆t for different polynomial degrees r = 1, 2, 3, 4.
We set Nel = 400 polygonal elements and a space polynomial degree equal to 7.

of both time-stepping dG schemes versus the polynomial degree r, while maintaining a fixed time step
of ∆t = 0.02. Notably, both methods achieve comparable levels of accuracy, with a slightly superior
performance observed for the dG1 scheme.

Finally, we compare the condition number of the system matrix Mn in (29) (resp. M̂n in (32))
for the dG2 (resp. dG1 ). In Figure 6 we report the estimated condition numbers (Matlab function
condest) by fixing 400 mesh elements and varying the space polynomial degree p, the time step ∆t and
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Figure 4: Test case of Section 5.1. Computed errors ∥eφ∥0 for the dG2 (left) and dG1 (right) method in
logarithmic scale as a function of the time step ∆t for different polynomial degrees r = 1, 2, 3, 4. We set
Nel = 400 polygonal elements and a space polynomial degree equal to 7.
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Figure 5: Test case of Section 5.1. Computed errors for the dG2 (left) and dG1 (right) method in
semilogarithmic scale as a function of the polynomial degree r for ∆t = 0.02. We use Nel = 400 polygonal
elements and a space polynomial degree equal to 7.
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Figure 6: Test case of Section 5.1. Computed condition number for the dG2 (top row) and dG1 (bottom
row) discretization in semi-logarithmic scale as a function of the time step ∆t for different time polynomial
degree r and different space polynomial degree p.

the time polynomial degree r. For a fixed space polynomial degree p, we observe a contrasting trend in
the condition numbers of the matrices as the time step decreases. While on the one hand, the condition
number of Mn increases, on the other hand, the condition number of M̂n decreases. Specifically, we
note that the condition number of matrix M̂n consistently remains lower than that of Mn, especially
noticeable for smaller valued of ∆t. Additionally, we observe a correlation between the increase in
condition number and the polynomial degree r. The results suggest that dG1 method outperforms the
dG2 one, at least for the considered test case. Consequently, in the next sections, we will exclusively
consider the dG1 method.

5.2 Wave propagation in a poroelastic medium

In a poroelastic domain Ω, we consider the low-frequency Biot’s equations [14]:

ρpüp + ρf üf + 2ρpζu̇p + ρpζ
2up −∇ · σp(up,uf ) = fp, in Ω× (0, T ],

ρf üp + ρwüf +
η
k u̇f +∇pp(up,uf ) = ff , in Ω× (0, T ],

σp(up,uf ) = σe(up)− β pp(up,uf )I, in Ω× (0, T ],

pp(up,uf ) = −m(β∇ · up +∇ · uf ), in Ω× (0, T ],

(up,uf ) = (gp, gf ), on Γ× (0, T ],

(up, u̇p)(0) = (up0,vp0), in Ω,

(uf , u̇f )(0) = (uf0,vf0), in Ω.

(34)

In system (34), up and uf represent the solid and filtration displacements, respectively, ρp is the aver-
age density given by ρp = ϕρf + (1− ϕ)ρs, where ρs > 0 is the solid density, ρf > 0 is the saturating
fluid density, ρw is defined as ρw = a

ϕρf , being ϕ the porosity satisfying 0 < ϕ0 ≤ ϕ ≤ ϕ1 < 1, and
being a > 1 the tortuosity measuring the deviation of the fluid paths from straight streamlines. The
dynamic viscosity of the fluid is given by η > 0, the absolute permeability by k > 0, while the Biot–
Willis’s coefficient β and the Biot’s modulus m are such that ϕ < β ≤ 1 and m ≥ m0 > 0. In (34),
fp,ff , gp, gf ,up0,vp0,uf0, and vf0 are given (regular enough) data.
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Field ρf ρ λ µ a ϕ η ρw β m

Value 1 1 1 1 1 0.5 1 2 1 1

Table 1: Test case of Section 5.2: physical parameters.

By applying a PolydG space discretization as in [6], we obtain the system (1) in which M,D
are positive definite and A is positive semidefinite, cf. case b) of Assumption 1. We consider Ω =
(−1, 0)× (−1, 1) partitioned into 300 polygonal elements and fix the space polynomial degree equal to
6. We consider a problem having the following exact solution

up,ex(x, t) = cos(
√
2πt)(x2 cos(πx/2) sin(πx), x2 cos(πx/2) sin(πx))T ,

uf,ex(x, t) = −up,ex(x, t),

vp,ex(x, t) = u̇p,ex(x, t),

vf,ex(x, t) = u̇f,ex(x, t),

and compute external forces, boundary data, and initial conditions accordingly. The material param-
eters for this example are listed in Table 1.

In Figure 7 we plot the computed energy errors |(eu, ev)|B = |(uex,vex)− (udG,vdG)|B for the dG1
method as a function of the time step ∆t, for polynomial degrees of time r = 1, .., 4 and final time
T = 0.6. The results reported in Figure 7 have been obtained with the dG1 formulation described in
Section 2.1. It is possible to observe that the results agree with the theoretical findings in Section 3,
cf. Theorem 4.

10−2 10−1
10−13

10−10

10−7

10−4

10−1
1.5

2.5

3.5

4.5

∆t

|(e
u
,e
v
)| B

dG1

r = 1
r = 2
r = 3
r = 4

10−2 10−1
10−13

10−10

10−7

10−4

10−1

2.5

3.5

4.5

5.5

∆t

∥e
u
(T

)∥
0

dG1

r = 1
r = 2
r = 3
r = 4

Figure 7: Test case of Section 5.2. Computed errors |(eu, ev)|B (left) and ∥eu∥0 (right) for the dG1 as a
function of the time step ∆t for different polynomial degrees r = 1, 2, 3, 4 (semi-log scale). The results
have been obtained on a space mesh with Nel = 300 polygonal elements and a space polynomial degree
equal to 6.

5.3 Wave propagation in a coupled poroelastic-acoustic domain

In our final applicative example, we consider a domain Ω composed of a poroelastic medium Ωp and an
acoustic medium Ωa, defined as Ω = Ωp ∪ Ωa. These domains share an interface boundary denoted as
ΓI . The circular porous cylinder Ωp, is surrounded by the acoustic medium Ωa. We consider a circular
interface ΓI of radius 100 m centered at (0, 0) in the domain Ω = (−600, 600) m2, see Figure 9, cf.
[18]. In Ωa (resp. Ωp) we consider (33) (resp. (34)) while on ΓI the following coupling conditions are

14



0 1 2 3 4 5
10−14

10−11

10−8

10−5

10−2

r

dG1

|(eu, ev)|B
∥eu(T )∥0

Figure 8: Test case of Section 5.2. Computed errors for the dG1 method as a function of the polynomial
degree r for ∆t = 0.05 (semi-log scale). The results have been obtained on a space mesh with Nel = 300
polygonal elements and a space polynomial degree equal to 6.

imposed 
−σp(up,uf )np = ρaφ̇anp on ΓI × (0, T ],

pp(up,uf ) = ρaφ̇a on ΓI × (0, T ],

−(u̇f + u̇f ) · np = ∇φa · np on ΓI × (0, T ],

(35)

expressing the continuity of normal stresses, continuity of pressure, and conservation of mass, re-
spectively. We refer the reader to [5] for a detailed problem description. As explained in [6], space
discretization of problem (33)-(34)-(35) with a PolydG method leads to a system of ordinary differential
equations of the form (1) which we integrate in time using the dG1 method in Section 2.2.

Figure 9: Test case of Section 5.3. Left: circular porous domain Ωp (yellow) surrounded by an acoustic
medium Ωa (green). The mesh is made by 4287 polygonal elements divided into 3979 for Ωa (h ≈ 36.5 m)
and 308 for Ωp (h ≈ 11.8 m). Right: Dirichlet boundary condition applied on the domain’s bottom edge
(top), and the absolute value of its Fourier transform (bottom).
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The computational domain Ω is discretized by 4287 polygonal elements having a characteristic size
h ≈ 36 m and a space polynomial degree p = 4 is set. A locally refined mesh is employed around
the interface to accurately compute the wave conversions, cf. Figure 9. The source is an acoustic
plane wave given as a Dirichlet condition on the bottom boundary (−600, 600)×{−600}, cf. Figure 9
(top-right). The pulse is a Gaussian wavelet

ga(t) = 2πfp
√
e(t− 1/fp)e

−2(πfp)
2(t−1/fp)

2

, (36)

having a peak frequency fp = 15 Hz, cf. Figure 9 (bottom-right). A sound soft condition is enforced
on the remaining boundaries, i.e., ∇φa · n = 0. The physical parameters for the test case are listed in
Table 2

In Figure 10 we plot the computed pressure field (pa = ρaφ̇a in Ωa and pp = −m(β∇ ·up +∇ ·uf )
in Ωp) at different time instants, considering a final time T = 1 s, a time step ∆t = 0.001 s, and a

time polynomial degree equal to 2, resulting in a system matrix M̂n of dimension 234495, cf. (32). It
is possible to see the wave moves from the bottom to the top of the domain, impacting the porous
cylinder, and producing a scattered circular wavefield directed backward. This agrees with the results
presented in [18].

Fluid Fluid density ρf 1000 kg/m3

ρa 1000 kg/m3

Wave velocity c 1500 m/s
Dynamic viscosity η 1.05 · 10−3 Pa · s

Grain Solid density ρs 2690 kg/m3

Shear modulus µ 1.86 ·109 Pa
Matrix Porosity ϕ 0.38

Tortuosity a 1.8
Permeability k 2.79 · 10−11 m2

Lamé coefficient λ 1.20·108 Pa
Biot’s coefficient m 5.34·109 Pa
Biot’s coefficient β 0.95

Table 2: Test case of Section 5.3. Physical parameters for poro-elastic media.

6 Conclusions

In this chapter, we reviewed and numerically compared two discontinuous Galerkin time-integration
methods for the approximate solution of second-order differential systems stemming from space dis-
cretization of wave-type problems. We presented the two formulations within a generalized framework
and discussed their stability, accuracy, and computational efficiency. Our numerical study suggested
that the formulation proposed for the first-order system outperforms that for the second-order sys-
tem in terms of both accuracy and computational efficiency. Notably, regarding the latter, it was
demonstrated that the matrix of the linear system resulting from the discretization seems to exhibit a
better condition number. Additionally, employing an appropriate solution strategy helps to reduce the
computational expenses associated with incorporating a new variable into the model. To support our
conclusions, we presented a wide set of numerical examples, including wave propagation problems in
acoustic, poroelastic, and coupled acoustic-poroelastic media.
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Figure 10: Test case of Section 5.3. Snapshots of the computed pressure field at different time instants:
t = 0.4 s (top-left), t = 0.5 s (top-right), t = 0.6 s (bottom-left), and t = 0.7 s (bottom-right).
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