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Abstract

We present an adaptive scheme, named ATOPT algorithm, to address volume–
constrained compliance minimization, a benchmark problem in topology optimiza-
tion. The algorithm performs a set of optimization loops on an underlying grid
that is iteratively adapted to improve the description quality of the topology of the
structure and the accuracy of the finite element compliance approximation of the
evolving solution. Two suitable error estimators are defined in order to address
both the issues. Numerical simulations show that ATOPT algorithm achieves optimal
layouts that are in full agreement with standard results obtained by employing large
scale uniformly refined grids. However, the ATOPT algorithm turns out to be more
accurate in terms of the approximation of both the elastic behavior and the topol-
ogy, while the computational cost spent in the minimization algorithm is remarkably
reduced.
Keywords: topology optimization, minimum compliance, adaptive mesh refine-
ment.
2000 Mathematics Subject Classification. 65N30, 93B40

1 Introduction

Topology optimization is a fertile area of research that is mainly concerned with the
automatic generation of optimal layouts to solve design problems in engineering. The
classical formulation addresses the need of finding the best distribution of isotropic ma-
terial that minimizes the work of the external works at equilibrium, while respecting a
constraint on the assigned amount of volume. This is the so–called minimum compliance
formulation that was introduced a few decades ago by the pioneering work in [5].
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The considered optimization framework is based on the adoption of a penalization of
the elastic properties of the medium that depends on the local values of the density
field. A classical material model is the well–known SIMP (Solid Isotropic Material with
Penalization), see e.g. [5], [7] and [40], while other interpolations have been successively
formulated to address more specific needs. This is the case of the RAMP (Rational
Approximation of Material Properties) originally introduced by [35], which is especially
conceived to cope with problems including self–weight [11] and multi–phase interpola-
tions [33, 39]. The solution of the arising minimization problem may be tackled, among
the others, by the optimality criteria, see e.g. [27], or resorting to the methods of
mathematical programming which may be straightforwardly applied to general multi–
constrained formulations. Two algorithms are extensively used in the literature for their
many successes with several kind of objective functions and constraints in large scale
problems, i.e. the Methods of Moving Asymptotes (MMA), by [37], and the optimizer
CONLIN, by [16].
Topology optimization has nowadays a very wide area of applications that refer not only
to the original structural problems, but also to many multidisciplinary fields of engineer-
ing, see also [6]. Reference is made to [26] and [30], for comprehensive reviews on the
topic, and to [8], for theoretical and practical issues related to methods, algorithms and
applications of the discipline.
A classical strategy for the solution of a topology optimization problem resorts to the
discretization of the density field to tackle the minimization setting, along with the
adoption of finite element methods to cope with the approximation of the relevant state
equation. The same mesh is generally used to address the two discretizations.
Referring to minimum compliance problems, a standard approach implements low–order
displacement–based finite elements that are coupled with an element–wise density dis-
cretization. Such a scheme is affected by numerical instabilities like checkerboard and
mesh dependence. The arising of the first drawback depends on the choice of displace-
ment shape function with respect to the adopted density approximation, while the second
is the discrete counterpart of a well–known ill–posedness of the continuous topology op-
timization problem. Checkerboard and mesh dependence of the optimal solution may
be easily solved via ad hoc filtering techniques that preserve the advantages of the above
mentioned discrete approach, see e.g. [14, 34].
The outlined setting has a computational cost that straightforwardly depends on the
refinement of the mesh. Large scale grids improve the accuracy of the topology descrip-
tion along with the approximation of its mechanical behavior, but involve an increased
number of density and displacement unknowns. The first number affects the time spent
within the optimizer, while the second controls the computational burden related to
the call of the finite element solver. To release the cost of the optimization procedure
without losing the benefits of large scale meshes, a few strategies have been originally
investigated in the literature based on the adoption of multiple grids. The contribution
in [21] introduces the idea of the iterative solution of the optimization problem to be
performed on finer and finer uniform meshes. Each sub–optimal design is used as a
starting point for the subsequent minimization, as also done in the two–stage approach
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proposed by [23]. The works by [20] and [18] exploit the adoption of uniform grids with
different size in order to cope with the enlarging and the possible adjusting of the de-
sign space. An adaptive refinement driven by the detection of the evolving solid-void
interface is proposed in the contribution by [31], that exploits a multi–level approach
based on a RAMP–based filtered scheme coupled to a linear material interpolation with
penalty constraint. The work in [36] points out the advantage provided by coarsening
operations within the cavities of the optimal design and also remarks the need for a
suitable uniform refinement in and around the full material zones. This is addressed
as an important issue to avoid wrong convergence in sub–optimal results that may be
encountered in earlier coarse grids.
An alternative approach to the solution of the discrete topology problem on multiple size
meshes consists in the adoption of two different discretizations for the approximation of
the density field and the solution of the finite element equations. The method was orig-
inally introduced by the work in [24] that adopts smoothing algorithms to project the
design unknowns on a mesh refined according to the material distribution in the design
model. The same approach has also been extended in [25] to address a non–linear formu-
lation for the topology optimization of elasto–plastic structures. An alternative version
of this approach is followed by [12], while the recent contribution in [17] resorts to a sep-
arate design variable field to control the cardinality of the design space. In their works
the authors implement a predefined analysis mesh, but they remark the importance to
provide adaptive grids in order to improve the accuracy of the finite element approxi-
mation. They also present a detailed discussion on mesh dependence and checkerboard
within the context of multilevel grids.
Regardless of the adoption of one or two approximations for the density field and the
approximation of the elasticity equations, all the above contributions point out that the
resort to multiple mesh computations may remarkably release the computational burden
of standard methods. This is mainly done implementing different sizes of a uniform grid
or introducing ad hoc refinement and de–refinement procedures. These strategies are
generally driven by parameters that capture the change of the domain based on estima-
tors of the evolution of the density distribution. A uniform refinement is hence provided
to the 0–1 interface and, in certain cases, to the bulk of the full material design.
Within the above framework, this paper has the aim of proposing an alternative adap-
tive strategy, named ATOPT (Adaptive Topology Optimization) algorithm, to cope with
volume–constrained compliance minimization. Our adaptive algorithm is an iterative
scheme of the form

OPTIMIZE → ESTIMATE → MARK → REFINE → COARSEN

and it resorts to the adoption of the same mesh of triangular elements to address the
element–wise constant discretization of the density field and to solve a finite element
analysis based on linear displacement shape functions. This allows to exploit a very
standard scheme for the solution of a set of minimization problems that are iteratively
defined on the underlying adaptive grid. The minimization algorithm (implemented
in the module OPTIMIZE) is set to work on filtered sensitivities, as a classical way to
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avoid the above outlined numerical instabilities. The adaptive procedure is driven by
two error estimators (computed in the module ESTIMATE), referring to the error in the
description of the optimal topology (Topological Error) and to the error due to the finite
element approximation of the compliance functional (Compliance Error), respectively.
As a consequence, our algorithm provides an adaptive discretization that remarkably
improves the topology description along with the approximation of its mechanical be-
havior. In particular, the error estimator for the compliance error hinges upon classical
Dual Weighted Residual (DWR) method [4, 3], while the error indicator for the topo-
logical error is heuristic and it is presented in Section 3.5. Typical meshes present a
thick refinement layer next to the boundaries of the optimal designs, while a variable
size mesh is generated within the bulk, depending on the the strain energy density. A
suitable coarsening step (implemented in the module COARSEN) is performed in “void”
zones, which are poor in topology and mechanical information. The ATOPT algorithm is
able to find the main layout of the optimal design in the very first optimization loops,
while finer discretizations are conceived to improve the accuracy of the final optimal
design. This allows to achieve the same results of large scale optimization approaches,
but with a remarkable reduction in terms of computational cost.

The outline of the paper is as follows. Section 2 reports fundamentals of the volume-
constrained minimum compliance problem, recalling both the continuous and the discrete
formulation herein implemented. Section 3 presents ATOPT algorithm, paying peculiar
attention to the definition of suitable error estimators and to the progression of refine-
ment and coarsening actions. Section 4 assesses the proposed approach presenting a
few numerical simulations, whose features and results are also compared with relevant
fixed–grid standard algorithms. Section 5 concludes the paper and points out the main
directions of the ongoing research.

2 The Problem

Topology optimization for the maximization of the structural stiffness is herein ad-
dressed, according to the well–known minimum compliance formulation. The problem
of distributing a given amount of linear elastic isotropic material is solved, such that
the work of the external load against the corresponding displacement at equilibrium is
minimized.
Let Ω ⊂ R2 be a open, bounded domain of R2 with Lipschitz boundary Γ = ∂Ω. Let
ψ ∈ L∞(Ω), with 0 < ψ ≤ ψ(x) ≤ 1 a.e. in Ω, be a bounded function representing the
material density in Ω, where ψ << 1 is some positive lower bound that is already intro-
duced to avoid any singularity in the analysis of the further derived discrete problem.
Let C = C(ψ(x)) be a fourth order elasticity tensor depending on the material density
at the point x ∈ Ω. According to the well–known SIMP model, see e.g. [5], we assume

C(ψ(x)) = ψ(x)pC0 p > 1 ,
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being C0 the stiffness tensor for the given isotropic medium and p a penalization pa-
rameter that is usually assumed to be equal to 3, see [7].
Let ud and ft denote the displacement and traction prescribed on Γd ⊂ Γ and Γt = Γ\Γ̄d,
respectively.
For a given density material distribution ψ, the displacement field u solves the following
state problem

div σ = g in Ω (2.1)

σ = C(ψ)ǫ(u) (2.2)

u = ud on Γd (2.3)

σ · n = ft on Γt, (2.4)

where ǫ(u) = 1
2

(
∇ u + ∇tu

)
≡ ∇su.

According to a frequent assumption in topology optimization, no body load will be
considered in the sequel, meaning that g = 0.

Let us introduce the following semi-linear form

a(ψ; ·, ·) : L∞(Ω) × [H1(Ω)]2 × [H1(Ω)]2 → R,

a(ψ;u,v) :=

∫

Ω
C(ψ)ǫ(u) : ǫ(v) dx

and the linear functional:

W(·) : [H1(Ω)]2 → R,

W(v) =

∫

Γt

ft · v dx.

We introduce the following spaces

[H1
Γd

(Ω)]2 = {u ∈ [H1(Ω)]2 : u = 0 on Γd}

[H1
Γd

(Ω)]2 ⊕ ud = {u ∈ [H1(Ω)]2 : u = ud on Γd} .

Then the weak formulation of the problem (2.1)-(2.4) reads as follows: find u ∈ [H1
Γd

(Ω)]2⊕
ud such that

a(ψ;u,v) = W(v) (2.5)

for all v ∈ [H1
Γd

(Ω)]2.

Let Qad be the space of admissible controls, i.e. the density material distribution,
with

Qad = {ψ ∈ L∞(Ω) : 0 < ψ ≤ ψ ≤ 1 a.e. in Ω}.
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According to the Clapeyron theorem, the continuous formulation of the topology
optimization problem for minimum compliance may be therefore written as:






min
ψ∈Qad

C(ψ,u) =

∫

Γt

ft · u dx =

∫

Ω
ψpC0 ǫ(u) : ǫ(u) dx

s.t. a(ψ;u,v) = W(v) v ∈ [H1
Γd

(Ω)]2

1

V

∫

Ω
ψdx ≤ Vf ,

(2.6)

being Vf the available amount of material as a fraction of the whole domain V =
∫
Ω dx.

Now, we introduce the discrete version of problem (2.6). Let T be a conforming and
shape regular triangulation of Ω and hT be the diameter of the element T ∈ T . Let
V ⊂ [H1(Ω)]2 be the space of piecewise continuous linear finite element functions defined
on T , i.e.

V = {V ∈ [H1(Ω)]2 : V ∈ [C0(Ω̄)]2 and V|T ∈ P1 ∀T ∈ T },

and Qad ⊂ Qad be the finite dimensional space of piecewise constant admissible controls

Qad = {W ∈ Qad : W|T ∈ P0 ∀T ∈ T }.

We also define

o
V = {V ∈ V1

T : V = 0 on Γd}
o
V ⊕ ud = {V ∈ V1

T : V = ud on Γd} ,

where we assume ud ∈ V. The finite element approximation to the primal problem

(2.1)-(2.4) reads as follows: find U ∈
o
V ⊕ ud such that

a(ψ;U,V) = W(V) (2.7)

for all V ∈
o
V.

Therefore, the discrete topology optimization problem can be written as follows:






min
Ψ∈Qad

C(Ψ,U) =

∫

Ω
ΨpC0 ǫ(U) : ǫ(U) dx

s.t. a(Ψ;U,V) = W(V) ∀V ∈
o
V

1

V

∑

T∈T

∫

T
Ψ dx ≤ Vf .

(2.8)
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According to the above setting, the same triangulation is adopted to solve both
the minimization problem and the solution of the elasticity equations, as introduced in
Section 1. The coupling of linear shape functions for the finite element analysis along
with a piecewise constant density discretization is well–known to induce the arising of
the so–called checkerboarded designs, i.e undesired mathematical minima which are not
feasible from the physical point of view, see e.g. [14, 19, 28]. Moreover, one has also to
take into account that the discrete formulation in Eqn. (2.8) is not free from the arising
of mesh–dependent solutions, meaning that finer meshes allow for the achievement of
more branched optimal designs with respect to the ones obtained on coarser grids.
To reduce the space of admissible layouts one may resort to the introduction of suitable
procedures that effectively control the appearance of fine–scale structures. Among the
others, reference is made to the heuristic approach discussed in [34], which has reported
successful results not only against mesh dependence, but also preventing checkerboard. A
peculiar feature of this method is its straightforward and low–cost implementation within
the optimization procedure, as it will be exploited in the module OPTIMIZE described in
Section 3.2.

3 The adaptive algorithm

3.1 The Module SOLVE

Given a triangulation T and a discrete density function Ψ, we suppose that the module
SOLVE outputs the exact Galerkin solution to (2.7)

[U] = SOLVE(T , Ψ) ,

i.e. U is computed via exact linear algebra and exact integration.
The module relies on common sparse solvers that cope with the positive definite ma-
trices arising from the adopted displacement–based discretization. Alternatively, one
may resort to advanced methods that are especially conceived to improve the numerical
solution of (2.7) when embedded within a topology optimization framework, see e.g. [38]
and [2].

3.2 The Module OPTIMIZE

Given a triangulation T , we assume that OPTIMIZE solves the finite dimensional opti-
mization problem (2.8)

[Ψ] = OPTIMIZE(T ) ,

where Ψ ∈ Qad is the optimal discrete distribution of material.
The Methods of Moving Asymptotes (MMA) (see [37]) is the iterative minimizer that
is called via the module OPTIMIZE within the proposed algorithm. Each sub–step of
the generic optimization loop provides an update of the density field that is based on
the computation of the objective function C and its relevant sensitivities for the current
density distribution. The above quantities may be easily derived if the displacement field
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is known, meaning that the module SOLVE is called at each sub–step of the optimization
loop to compute the Galerkin solution to problem (2.7).
The Gateaux derivative of the compliance functional C with respect to the variation of
the density control variable may be easily derived according to the adjoint method, see
e.g. [8]. It reads as follows

〈
∂C

∂Ψ
(Ψ,U), δΨ〉 = −

∫

Ω
pΨp−1C0 ǫ(U) : ǫ(U) δΨ dx ∀δΨ ∈ P0 .

For brevity, we set

G(T ;U, Ψ) := −

∫

T
pΨp−1C0 ǫ(U) : ǫ(U) dx.

The filtered version of the derivative of the compliance functional is defined according
to the following relation, see [34, 31]:

Ĝ(T ;U, Ψ) =

∑

T̃∈T

K(T, T̃ )

∫

T̃
Ψ G(T̃ ;U, Ψ) dx

∫

T
Ψ

∑

T̃∈T

K(T, T̃ ) dx

, (3.1)

where K(T, T̃ ) is a convolution kernel that may be specialized as:

K(T, T̃ ) = max(0; r − dist(T, T̃)).

The parameter r is the assigned filter radius against numerical instabilities, while dist(T, T̃)
defines the distance between the centers of the triangles T and T̃ .

3.3 The Module ESTIMATE

Given a triangulation T , a discrete control Ψ together with the corresponding discrete
solution U, we suppose that ESTIMATE outputs two sets of error indicators, namely
EC := {ηC,T }T∈T and EΨ := {ηψ,T }T∈T to be used to estimate the Compliance Error and
the Topological Error, respectively:

[EC , EΨ] = ESTIMATEC(T , Ψ,U).

For the sake of clarity, we assume that the Module ESTIMATE is built upon two internal
Modules, namely ESTIMATEΨ and ESTIMATEC , which will be described in the next two
Sections.
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3.4 The Module ESTIMATEC

Given a triangulation T and a discrete control variable Ψ, we denote by U the Galerkin
approximation to the solution u = u(Ψ) of the following continuous problem

a(Ψ;u,v) = W(v)

for all v ∈ [H1
Γd

(Ω)]2. We assume that ESTIMATEC outputs the set of indicators EC :=
{ηC,T }T∈T to estimate the compliance error |C(Ψ,U) − C(Ψ,u)|,

[EC ] = ESTIMATEC(T , Ψ,U).

This goal can be accomplished by using, for example, the standard tools of the DWR
method [4, 3]. In the following, for the ease of the reader, we recall the main steps of
the derivation.

Proposition 3.1. Let u be the solution to the state problem

a(Ψ;u,v) = W(v)

for all v ∈ [H1
Γd

(Ω)]2, with material density Ψ ∈ Qad and U be the corresponding Galerkin
solution, i.e.

a(Ψ;U,V) = W(V)

for all V ∈
o
V. Then there holds

C(Ψ,U) − C(Ψ,u) ≤
∑

T∈T

‖j(U)‖∂T ‖u − U‖∂T ,

with

j(U)|e =






1
2 [ΨpC0ǫ(U) · n] e ∩ ∂Ω = ∅
ΨpC0ǫ(U) · n − ft e ⊂ Γt

0 otherwise,

and [·] denoting the jump across the interelement side e.
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Proof. By using Galerkin orthogonality and integration by parts we obtain

C(Ψ,u) − C(Ψ,U) =

∫

Ω
ΨpC0 ǫ(u) : ǫ(u) −

∫

Ω
ΨpC0 ǫ(U) : ǫ(U)

=

∫

Γt

ft · (u − U) =

∫

Ω
ΨpC0 ǫ(u) : ǫ(u − U)

=
∑

T∈T

∫

T
ΨpC0 ǫ(u − U) : ǫ(u − U)

= −
∑

T∈T

{∫

T
∇ · (ΨpC0 ǫ(u − U)) · (u − U)

+

∫

∂T
(ΨpC0 ǫ(u − U) · n) · (u − U)

}

=
∑

T∈T

∫

∂T
(ΨpC0 ǫ(u − U) · n) · (u − U)

≤
∑

T∈T

‖j(U)‖∂T ‖u − U‖∂T ,

where in the two last steps we used the fact that the function U is piecewise linear and
we employed Cauchy–Schwarz inequality.

Remark 3.1. As it stands, the right hand-side of the above estimate is not strictly
speaking an a posteriori error indicator, because it involves the (unknown) exact primal
solution. Motivated by [4, 3] we use the following heuristic error estimator in the module
ESTIMATE of the adaptive algorithm ATOPT

|C(Ψ,U) − C(Ψ,u)| ≃
∑

T

ηC,T with ηC,T := hT ‖j(U)‖2
∂T ,

where hT is the diameter of the triangle T .

In the sequel, we will use the following notation ηC :=
∑

T ηC,T .

3.5 The Module ESTIMATEΨ

Given a triangulation T and a discrete control Ψ, we suppose that ESTIMATEΨ outputs a
set of heuristic indicators EΨ := {ηΨ,T }T∈T to be used to localize the region where the
largest variation of density material takes place

[EΨ] = ESTIMATEΨ(T , Ψ). (3.2)

A natural choice for the error indicators ηΨ,T is the following

ηΨ,T :=
1

2

∑

e⊂∂T

[Ψ]2e h2
T ,
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being [Ψ]e = Ψ|T −Ψ|T ′ the jump of Ψ across the common edge e shared by the triangles
T and T ′. Clearly, the quantity ηΨ,T , being different from zero in ”void/material”
transition regions, is a good heuristic indicator to localize the boundary of the structure.

In the sequel, we will use the following notation ηΨ :=
∑

T ηΨ,T .

3.6 The Module MARK

Given a partition T , two set of error indicators Eref and Ecoars and marking parameters
Θr, Θc ∈ [0, 1], with Θr >> Θc, we suppose that MARK outputs two sets Mr,Mc ⊂ T of
elements marked for refinement and coarsening, respectively

[Mr,Mc] = MARK(T , Eref , Ecoars, Θ
r, Θc) ,

by employing the classical Doerfler marking strategy. For the sake of clarity, we assume
that the Module MARK is built upon two internal Modules, namely MARKref and MARKcoar,
which output the set of elements marked for refinement and coarsening, respectively.
They will be described in the next two Sections.

3.7 The Module MARKref

Given a partition T , a set of error indicators Eref := {ηref,T } and marking parameter
Θr ∈ [0, 1] we suppose that MARKref outputs a set Mr ⊂ T of elements marked for
refinement

[Mr] = MARKref(T , Eref , Θr) .

In particular, the algorithm reads as follows

MARKref

(1) set Mr = ∅

(2) while
(

Θr
∑

T∈T ηref,T ≥
∑

T∈Mr
ηref,T

)

let Tmax the triangle maximizing ηref,T in T \Mr

set Mr = Mr ∪ Tmax

end

3.8 The Module MARKcoar

Given a partition T , a set of error indicators Ecoar := {ηcoar,T } and marking parameter
Θc ∈ [0, 1] we suppose that MARKcoar outputs a set Mc ⊂ T of elements marked for
coarsening

[Mc] = MARKcoar(T , Ecoar, Θ
c) . (3.3)
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In particular the algorithm reads as follows

MARKcoar

(1) set Mc = ∅

(2) while
(

Θc
∑

T∈T ηcoar,T ≥
∑

T∈Mc
ηcoar,T

)

let Tmax the triangle minimizing ηcoar,T in T \Mc

set Mc = Mc ∪ Tmax

end

3.9 The Modules REFINE and COARSEN

We suppose that a function REFINE is at our disposal that implements iterative or
recursive bisection such that, given a triangulation T and a subset Mr ⊂ T of marked
elements for refinement

T∗ = REFINE(T ,Mr) (3.4)

outputs a triangulation T∗ where at least all elements of Mr are refined.
Analogously, we assume that a function COARSEN is at our disposal such that, given a
triangulation T and a subset Mc ⊂ T of marked elements for coarsening

T∗ = COARSEN(T ,Mr) (3.5)

outputs a triangulation T∗ where at least all elements of Mc are coarsened.

3.10 The Adaptive Topology Optimization (ATOPT) algorithm

We collect the modules described in the previous Sections and we introduce the ATOPT al-
gorithm. Recall that k ≥ 1 stands for the adaptive counter.
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Adaptive Topology Optimization algorithm (ATOPT)

Given the initial triangulation T (k), and the parameters Θ :=
{Θr0 , Θr1 , Θr2 , Θc} set k = 0 and iterate:

(1) [Ψ(k)] = OPTIMIZE(T (k))

(2) [U(k)] = SOLVE(T (k), Ψ(k))

(3) [E
(k)
C , E

(k)
Ψ ] = ESTIMATE(T (k), Ψ(k),U(k))

(4) [M
(k)
r0 ] = MARKref(T

(k), E
(k)
Ψ , Θr0)

(5) [M
(k)
r1 ] = MARKref(T

(k), E
(k)
C , Θr1)

(6) [M
(k)
r2 ] = MARKref(T

(k), E
(k)
C , Θr2)

(7) [T (k+1/2)] = REFINE(T (k),M
(k)
r0 ∪M

(k)
r1 ∪M

(k)
r2 )

(8) [M
(k+1/2)
c ] = MARKcoar(T

(k+1/2), {Ψ
(k+1/2)
|T − ψ}T∈T (k+1/2) , Θc)

(9) [T (k+1)] = COARSEN(T (k+1/2),M
(k+1/2)
c ), k := k + 1

Remark 3.2. The piecewise constant density function Ψ(k+1/2) is obtained by interpo-
lating Ψ(k) on the new triangulation T (k+1/2)

Remark 3.3. The module MARKcoar aims at marking for coarsening all elements T ∈ T
corresponding to ”void” regions. In particular, this is achieved by means of the particular
choice of the error indicators, i.e. {Ψ|T − ψ}T and by choosing Θc = 0. This allows
to collect all elements with density equal to ψ, the minimum value allowed for material
density.

Remark 3.4. The module MARKref collects elements marked for refinement. In par-

ticular, the set M
(k)
r1 ∪ M

(k)
r2 is obtained by performing two consecutive marking steps

with the same error indicators, but different marking parameters, i.e. Θr1 and Θr2, with
Θr1 > Θr2. This double marking procedure results to be effective in generating meshes
that are especially suited to capture any peak of the strain energy density throughout the
domain.

4 Numerical experiments

This section has the aim of assessing the features and the performances of ATOPT algo-
rithm for minimum compliance design. The numerical experiments have been performed
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Example Figure Elements ηC ηΨ Cost Index

1 5(1) 4880 4,50 ·10−3 6,40 ·10−3 1,23 ·105

5(2) 4096 8,36 ·10−3 12,13 ·10−3 2,50 ·105

2a 10(1) 6760 3,82 ·10−2 1,22 ·10−2 0,93 ·105

10(2) 6144 4,98 ·10−2 1,94 ·10−2 2,15 ·105

2b 13(1) 12997 2,08 ·10−1 2,66 ·10−2 2,18 ·105

13(2) 12288 2,82 ·10−1 9,19 ·10−2 13,40 ·105

3 15(4) 15667 1,55 ·10−1 2,76 ·10−2 3,55 ·105

16384 2,57 ·10−1 4,44 ·10−2 20,98 ·105

Table 1: Examples 1–3. Comparisons in terms of compliance error estimator ηC , topo-
logical error estimator ηΨ and cost index CI between optimal designs achieved by ATOPT

procedure (every first row) and standard optimizations performed on uniformly refined
grids with a similar number of elements (every second row).

by using Matlab, see also [32], while the processes of mesh refinement and coarsening
have been implemented by using AFEM@Matlab package [13]. In the sequel, we consider
few relevant examples in order to comment on the layouts achieved by ATOPT method
and to compare them with well–known optimal topologies that may be derived on uni-
form grids. The two sets of error estimators introduced in Section 3.3 are herein used to
provide information on the quality of the optimal solutions. The first one, i.e. {ηC,T }T ,
gives a measure of the error in the approximation of the compliance functional, as solved
on the final layout. The second one, i.e. {ηΨ,T }T , measures the topological error and
it is strictly related to the amplitude of the gray regions, especially the intermediate
regions that divide “void” zones and “full” material in the optimal designs found by
filtered approaches. To set up a comparison in terms of the computational cost between
ATOPT algorithm and a standard non-adaptive scheme, the index introduced in [24] is
adopted. It may be defined as:

CI =

NR∑

k=1

Nk · Ik, (4.1)

where Nk is the number of elements involved in the Ik iterations of the optimization
loop acting on the k–th adaptive mesh, while NR is the total number of adopted grids.
The above index assumes a linear cost for each MMA–based optimization procedure
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with respect to the number of unknowns, i.e. the number of elements, but it does
not take into account the time spent to update the mesh according to the adaptive
algorithm. However, the enhanced grid structure and the hierarchical update strategies
that are both provided by the software package presented in [13] allow for a very efficient
handling of the errors estimate and of the re–meshing operations. The cost index CI
may be therefore intended as a robust information that combines fundamental issues
of a minimization procedure, which are the number of iterations and the number of
elements involved in the optimization process. Table 1 collects the above indexes for
the simulations presented in the sequel. For each example the quantities ηC =

∑
T ηC,T ,

ηΨ =
∑

T ηΨ,T and the cost index CI are computed for the optimal design achieved by
the ATOPT procedure and for the result of a standard optimization method on a uniformly
refined grid with a comparable number of elements, meaning that the latter has NR = 1
in (4.1).
In all the following examples the stopping criteria for the MMA algorithm is based on the
control of the maximum variation of the element–wise density unknowns between two
subsequent iterations; when it is smaller than a given tolerance ε, the MMA algorithm
stops. The value ε = 10−2 is herein adopted both for the minimizations on the adaptive
grids and for the single–run procedures on uniform meshes.
Referring to ATOPT algorithm, an additional criteria is needed to stop the iterative mesh
refinement. To this purpose the following estimator of the global difference between two
subsequent optimal designs is introduced:

∆k =

Nk∑

i=1

ak
i ||ρ

k
i − ρk−1

i || /
N∑

i=1

ak
i . (4.2)

In the above formula ak
i and ρk

i are the area and the optimal density of the i–th triangle in
the k–th mesh of Nk elements, respectively. The quantity ρk−1

i refers to the projection on
the current grid of the optimal density found on the previous one. In all the presented
simulations the mesh refinement process is stopped whenever ∆k is smaller than 2 ·
10−2. Alternatively, a stopping criterium based on ηC , i.e. based on the control of the
compliance error, may be employed.
A final remark is needed to define the main parameters driving the refinement procedure,
as detailed in Section 3.10. In order to provide a fine refinement of both bulk and
boundaries of the topology, we set Θr0 = Θr1 = 0.7. The value Θr2 = 0.15 is adopted to
capture highly stressed regions, while the coarsening step is straightforwardly managed
by the choice Θc = 0 (see Remark 3.3). As shown in the sequel, the above parameters
allow for adaptive meshes that seem well–suited to address all the considered topologies.

4.1 Example 1.

The first example deals with the geometry described in Figure 1. A squared lamina of
unitary thickness is acted upon by a uniform shear load in the lower part of its right
edge. The deep cantilever is optimized in order to achieve the maximum stiffness for
the enforced volume fraction Vf = 0.6. Referring to the elastic properties of the virgin
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Figure 1: Example 1. Geometrical domain, load and boundary conditions.

material, the Young modulus E0 = 1 is assumed, along with the Poisson ratio ν = 0.3.
The minimum dimension of any structural member arising in the optimal design is con-
trolled by the filter radius r = 1/16.
Figure 2 shows the optimal designs achieved in the four steps that are needed to find
convergence in the implemented procedure. Figure 2(1) refers to the very coarse uni-
form initial mesh, that is made of 128 triangular elements. In most cases the radius r
is shorter than the distance among the centers of the adjacent triangles, meaning that
no effective filtering of the sensitivities is applied within this step. The design achieved
on the initial mesh sketches the main elements of the topology, i.e. an inclined tie and
a low horizontal strut, while checkerboarded patterns arise in the area between the two
trusses. The implemented values of Θr0 and Θr1 activate the mesh refinement within
the bulk and along the boundaries of the sketched layout. This also provides a finer grid
in the central region of the domain, that is affected by the checkerboard phenomenon.
The density jump peculiar to checkerboard patterns is in fact straightforwardly detected
by the adopted error estimators, thus allowing for a refinement where physical solutions
are expected to arise in the case of a richer finite element discretization. Figure 2(2)
shows the optimal design achieved on the first adapted mesh made of 438 elements. The
diagonal tie and the horizontal struts originally seen in Figure 2(1) are sketched with
more accuracy while two thin inclined struts take the place of the checkerboarded pat-
terns found in the previous topology. The optimal design achieved on the second adapted
mesh (1722 triangles) is shown in Figure 2(3). This step provides a rough approximation
of the expected final layout, with significant topology variations with respect to Figure
2(2). The main diagonal tie is re–shaped in two sub–elements converging on the top of
a 45–degrees inclined strut that originates from the lower left corner of the domain. The
final result of the adaptive procedure is shown in Figure 2(4) which presents the opti-
mal design achieved on the third adapted mesh involving 4880 triangles. A comparison
between Figure 2(3) and Figure 2(4) shows a general improvement in the description of
the boundaries of the optimal layout along with a slight modification in the directions
of the structural components. This is allowed by the fine discretization at the solid–void
interface along with the refinement in the bulk of the design, which is expected to drive
the changes in the optimal material distribution. Referring to the features of the two
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(1) (2)

(3) (4)

Figure 2: Example 1. Final designs on the meshes generated within the adaptive opti-
mization procedure: steps from 1 to 4.

grids, one may easily notice the effect of the coarsening performed by the last adaptive
step in the cavity region, i.e. the “void” area in the lowest part of the domain. This saves
a number of elements that were originally introduced to refine a zone of checkerboard
instabilities that subsequently evolved in a feasible 0–1 design.
Figure 3 shows the final adapted mesh, i.e. the mesh used to achieve the optimal layout
depicted in Figure 2(4). As expected, a nearly uniform grid is found within the bulk of
the full material regions, while a fine discretization details the boundary interfaces that
are adjacent to coarse “void” zones. Looking at Figure 3, it must be also pointed out
that a finer mesh is generated around the load application line and in the vicinity of
the ground constraints, i.e. the regions where high strain energy densities are expected.
This feature descends from the application of the goal–oriented refinement based on ηC,T

and controlled by the parameter Θr2.
Figure 4 refers to converge features of ATOPT algorithm. Figure 4(L) presents the overall
history plot of the compliance functional as recorded throughout the four optimization
loops. Black dots stand for the achievement of new computational grids after the use
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Figure 3: Example 1. Mesh generated in the final step of the adaptive optimization
procedure (4880 elements).

of the modules for refinement and coarsening of the mesh. The optimization starts
with a uniform distribution of unitary densities all over the coarse mesh made by 128
elements and a very low compliance. The enforcement of the volume constraint calls
for a remarkable increase in the objective function during the very first iterations. Af-
terwards, a smooth convergence is found towards the design presented in Figure 2(1),
that is achieved at step 22. The adaptive algorithm refines the mesh and projects the
optimal density distribution found for the previous discretization on the new finer grid
made of 438 triangles. This induces a local jump in the evaluation of the compliance.
The discrete density field achieved by the above mapping becomes the starting point
for the second optimization run that calls for 28 iterations in order to provide the op-
timal design in Figure 2(2). A new adaptive and optimization step lead to the layout
in Figure 2(3) after 37 iterations, while the minimization for the achievement of Figure
2(4) is performed in a very few iterations. Looking at Figure 4(L) one may notice that
the gap between the compliance value computed at the beginning and at the end of
each optimization loop decreases during the process. While the first two refinements
are characterized by evolving rough topologies, the last one is only needed to detail an
almost stable layout.
Figure 4(R) plots the histories of the error estimator ηC =

∑
T ηC,T for the compliance

approximation, and of the global difference ∆k between two subsequent optimal designs.
The above quantities point out that a remarkable improvement is achieved at each iter-
ation both in the strain energy evaluation and in the description of the topology.
Figure 5 presents a final comparison between the optimal design achieved by ATOPT pro-
cedure on the final grid of 4880 elements and the optimal design found by a standard
optimization method working on a uniform mesh of 4096 triangles. The achieved struc-
tural layout is approximately the same, but the two discrete solutions are remarkably
different with respect to the quality of the designs and the related computational cost.

18



0 20 40 60 80 100

0.2

0.3

0.4

0.5

0.6

0.7

Compliance

iteration
10

2
10

3
10

4
10

−3

10
−2

10
−1

10
0

Error

number of elements

η
C

∆
k

Figure 4: Example 1. History plots for the proposed adaptive optimization procedure:
compliance convergence (L) and error evolution (R).

(1) (2)

Figure 5: Example 1. Optimal designs achieved by the proposed procedure on a mesh
of 4880 elements (1) and by a standard method on a regular grid of 4096 triangles (2).

A more precise comparison may be performed referring to the first lines of Table 1. They
report the compliance error estimator ηC =

∑
T ηC,T for the finite element approxima-

tion, the error estimator ηΨ =
∑

T ηΨ,T for the topology description and the cost index
CI introduced in (4.1). These values are computed on the final design of Figure 5(1) and
Figure 5(2), respectively. In Table 1, by looking at the entries referring to Example 1, it
may be easily concluded that ATOPT algorithm allows for a halving of both the errors and
of the computational cost with respect to the standard procedure based on uniformly
refined grids. As expected, the adoption of suitable strategies for mesh refinement and
coarsening is able to provide a remarkable advantage in the quality of the final designs.
Additionally, the very limited number of MMA iterations that are performed on finer
adaptive meshes releases the computational burden with respect to procedures that only
work on large scale uniform grids.
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4.2 Example 2.

The second example refers to the geometry and boundary conditions reported in Figure
6. The rectangular cantilever with ratio 1.5 between the length of the edges is firstly
optimized for a volume fraction of Vf = 0.6. The elastic property of the material and the
filter radius are the same of the previous example. The adaptive procedure needs four
optimization loops to meet the enforced requirements on convergence, thus generating
the optimal layouts depicted in Figure 7. The first optimal solution is computed on a
grid of 192 triangular elements, as presented in Figure 7(1). As before, the adopted
filter radius is too short with respect to the coarseness of the starting mesh and the
optimizer converges to a minimum that is characterized by an extended checkerboarded
region. The marking algorithm easily detects the checkerboarded patterns and provides
a suitable refinement, so that the expected bracing structure is found by a new iteration
loop on a mesh of 716 elements. Figure 7(2) shows the optimal topology achieved by
such a minimization and clearly sketches the optimal layout that will be preserved till
the end of the adaptive procedure. The solutions of Figure 7(3) and Figure 7(4) are only
needed to improve the quality of the design, while removing unnecessary elements that
are located in the “void” regions. They call for 2108 and 6760 triangles, respectively.
Figure 8 shows the mesh achieved after the last refinement, that has similar features with
respect to the discretization shown in Figure 3. A fine grid is found in the intermediate
layer that separates the full material regions from the coarse “void” zones. The bulk
of the structure is discretized according to a nearly uniform mesh that is remarkably
enriched in the vicinity of the ground constraints, due to the goal–oriented mesh refine-
ment driven by the error indicators ηC,T . The achieved discretization is different with
respect to Example 1, where the compactness of the geometrical domain along with the
location of the external load remarkably emphasize the role of the loaded region in the
evaluation of the overall strain energy.
Convergence features of the proposed example are presented in Figure 9. The compliance
history allows to assess the comments made on the evolution of the optimal designs that
have been shown in Figure 7. The first two optimization loops are in fact more demand-
ing, in terms of number iterations, with respect to the remaining part of the procedure.
The result depicted in Figure 7(2) is found at step 56 over 72, meaning also that less
than 30% of the minimization iterations are performed on more than 2000 elements. The
design achieved at iteration 56 consists of a rough sketch of the optimal topology that
is straightforwardly refined by means of a few additional steps on the last two meshes.
Figure 9(R) presents the relevant history plots of the quantities ηC and ∆k. The errors
related to the finite element discretization and to the topology description decrease in a
substantial way, thus showing the effective role of both criteria in the generation of the
adaptive grids.
The optimal design achieved by the proposed procedure on the mesh made of 6760 tri-
angles is finally compared with the result of a standard method performed on a uniform
grid of 6144 triangles, see Figure 10. Table 1 provides a direct comparison of the con-
sidered error estimators along with the relevant cost indexes, as computed on the final
designs. The adaptive procedure allows for a reduction of the error due to the finite
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Figure 6: Example 2. Geometrical domain, load and boundary conditions: case a) (L)
and case b) (R).

(1) (2)

(3) (4)

Figure 7: Example 2a. Final designs on the meshes generated within the adaptive
optimization procedure: steps from 1 to 4.
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Figure 8: Example 2a. Mesh generated in the final step of the adaptive optimization
procedure (6760 elements).

element approximation and of the bias affecting the discrete description of the density
field. Such an advantage is achieved with a remarkable computational saving, since the
relevant index reports that the cost of the standard procedure is nearly twice as much
the burden required by ATOPT algorithm. As previously mentioned less than 20 iterations
are performed in the adaptive methods on more than 2000 elements, while the uniform
grid approach needs approximately 35 iterations on about 6000 triangles.
To investigate the computational features of the proposed adaptive strategy a variation
of example 2a is considered. The cantilever in Figure 6(R) is optimized for the volume
fraction of Vf = 0.5 and a filter radius of r = 1/16. The achieved optimal layout is
shown in Figure 11, while the mesh adopted in the last optimization loop is depicted
in Figure 12. The final grid is made of 12997 triangles and presents many similarities
with respect to the mesh of Figure 8. Both the discretizations are characterized by a
higher level of refinement around the two regions where the lower strut and the upper
tie converge to the ground constraints. Table 1 compares the achieved design with the
result of a standard optimization procedure, that is performed on a uniform grid with a
similar number of elements, herein 12288. The adaptive procedure allows for a reduction
of the compliance error estimator for the finite element approximation ηC , along with a
remarkable improvement of ηΨ. The above result is achieved with a very low computa-
tional burden, since the cost index of the fixed–grid procedure is approximately 6 times
bigger than the one reported for the adaptive method.
The proposed optimization strategy turns out to be particularly convenient in the case
of optimal designs that call for large scale meshes, since it dramatically reduces the num-
ber of MMA iterations that are spent on wide sets of unknowns. The ATOPT algorithm
sketches the main topology on very coarse discretizations, while demanding optimiza-
tion steps are limited to a few refinements handling the final improvement of the optimal
design.

22



0 20 40 60 80

2

3

4

5

Compliance

10
2

10
3

10
4

10
−2

10
−1

10
0

10
1

Error

number of elements

η
C

∆
k

Figure 9: Example 2a. History plots for the proposed adaptive optimization procedure:
compliance convergence (L) and error evolution (R).

(1) (2)

Figure 10: Example 2a. Optimal designs achieved by the proposed procedure on a mesh
of 6760 elements (1) and by a standard method on a regular grid of 6144 triangles (2).

Figure 13 focuses on the same detail of the optimal designs referred in the comparison
of Example 2b. The finer discretization of the 0–1 interface that is performed by the the
adaptive procedure clearly improves the rendering of the topology solution with respect
to the uniform grid of the standard approach. One may also notice the slight variation
in the direction of the right side members of the bracing sub–structure in the achieved
designs. This is presumably due to the richer discretization of the relevant trusses that
is provided by the adaptive mesh in Figure 13(1) with respect to the fixed grid of Figure
13(2).
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Figure 11: Example 2b. Optimal designs achieved by the proposed procedure on a mesh
of 12997 elements.

Figure 12: Example 2b. Mesh generated in the final step of the adaptive optimization
procedure (12997 elements).

(1) (2)

Figure 13: Example 2b. Details of the optimal designs achieved by the proposed pro-
cedure on a mesh of 12997 elements (1) and by a standard method on a regular grid of
12288 triangles (2).
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Figure 14: Example 3. Geometrical domain, load and boundary conditions.

4.3 Example 3.

The last example refers to the L–shaped lamina of Figure 14, that is optimized for a
volume fraction of Vf = 0.5 and a filter radius of 1/16. Elastic properties of the virgin
material are those considered in the previous examples. The compliance minimization
is accomplished in four optimization loops, achieving the designs presented in Figure
15. In particular, Figure 15(1) shows a coarse mesh of 512 triangles along with the first
layout of minimum compliance. The two vertical bars that resist to bending actions are
already defined, along with the main elements that make the lower part of the cantilever.
The coarseness of the first mesh combined with the adopted measure for the filter radius
induces wide checkerboarded areas which are straightforwardly marked for refinement in
the subsequent iteration, as found in the previous examples. Figure 15(2) shows the op-
timal design achieved on the first adaptive grid that involves 1620 elements. The layout
defines with more detail the main elements sketched in the previous optimization loop
while a set of bars departing from the corner of the geometrical domain is introduced
to handle the equilibrium of the compressive trusses in the lower part of the structure.
The adaptive procedure provides a fine discretization to each one of the above elements,
thus producing a mesh of 5903 triangles. The optimal layout achieved on the new dis-
cretization is presented in Figure 15(3). The grid is fine enough to allow for a full action
of the enforced filter radius, so that a simplified version of the branched design of Figure
15(2) is found as expected. The discretization in Figure 15(3) clearly shows trails of the
older design that mainly consists of very refined zone, but converged to “void”. The last
update of the mesh allows for a coarsening of these white regions and provides a final
refinement to improve the quality of the design. The optimal layout is finally computed
on a mesh of 15667 elements, as shown in Figure 15(4).
The evolution of the compliance within the adaptive procedure is presented in Figure
16(L). The plot confirms that the first three optimizations are the more demanding loops
in terms of number of iterations. The last minimization takes only a few steps since it
only improves the layout description with no remarkable change in the main topology.
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(3) (4)

Figure 15: Example 3. Final designs on the meshes generated within the adaptive
optimization procedure: steps from 1 to 4.

26



0 20 40 60 80 100

10

15

20

25

30

Compliance

number of iterations 10
3

10
4

10
−2

10
−1

10
0

10
1

Error

η
C

∆
k

Figure 16: Example 3. History plots for the proposed adaptive optimization procedure:
compliance convergence (L) and error evolution (R).

Figure 16(R) presents the history plot of the estimators ηC and ∆k, pointing out the
improvements provided by each mesh update. The remarkable peak of the strain energy
density that arises in the corner area makes this problem a challenging benchmark to
test stress recovery in finite element analysis. Figure 17 shows that the proposed adap-
tive strategy provides a very fine discretization in such a region. At each update of the
mesh the parameter Θr2 controls the additional adaptive refinement based on the error
indicators ηC,T . This handles the singularity region and allows to improve the approxi-
mation of the global elastic behavior in the evolving optimal topology.
A last remark concerns the comparison of the design achieved by the proposed procedure
on the final mesh of 15667 triangles and the optimal layout found by a standard opti-
mization on a uniform grid of about 16000 elements. The last two lines of Table 1 show
that the adaptive algorithms allows for a reduction of both error estimates ηC and ηΨ.
These improvements are achieved with a remarkable saving in terms of computational
time. The cost index of the adaptive procedure is nearly 6 times lower than the one
found for the uniform grid optimization.

5 Conclusions

We presented an adaptive scheme, named ATOPT algorithm, to address volume–constrained
compliance minimization. The method is based on the adoption of an iterative proce-
dure that performs a set of optimization loops on a self-adaptive underlying grid. The
same mesh is used both for the displacement–based finite element analysis, that ex-
ploits low–order triangular elements, and for the discretization of the density field, made
through element–wise unknowns. At the end of each minimization loop, two heuristic
error estimators are computed in order to evaluate the quality in the description of the
topology along with the accuracy of the finite element approximation of the compliance
functional. The proposed adaptive strategy, based on the two above error indicators, has
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Figure 17: Example 3. Mesh generated in the final step of the adaptive optimization
procedure (15667 elements).

the aim of providing a suitable mesh refinement both to the bulk of the optimal design
and to the boundaries, while coarsening the “void” regions. An additional refinement
step is especially conceived to cope with highly stressed zones, that are captured by the
adopted finite element error estimator.
The minimization setting is solved according to a well–known filtered approach that is
straightforwardly embedded within the adopted approach to handle the checkerboard
problem and to avoid the arising of mesh–dependence in the final layouts. The Method
of Moving Asymptotes is iteratively used to address the solution of the optimal prob-
lems that are generated within the algorithm. At each update of the mesh the previous
optimal solution is projected on the refined discretization as a starting point for the
subsequent minimization problem. The optimal layout is therefore gradually achieved
through the results found on coarser meshes, while finer discretizations allow to meet
the expected accuracy in the description of the design.
Numerical simulations show that the ATOPT algorithm is able to find optimal layouts
that are in full agreement with standard results based on uniformly refined grids. The
achieved meshes are very fine at the boundary of the full material domain and around
the regions that are critical for the finite element discretization. Typical zones of major
refinement are those next to load application points, ground constraints and geometrical
singularities, i.e. where stress and strain peaks are expected to increase the bias in the
overall strain energy approximation.
The errors related to the finite element discretization and the topology description are
both noticeably lower in the case of the results of the adaptive method with respect
to fixed–grid simulations performed on a similar number of elements. Additionally, the
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adaptive procedure allows for a remarkable saving in terms of computational cost, if
compared to standard methods. Only a few demanding iterations are needed to improve
the design approximation on large meshes, since the optimal layout is mainly achieved
within the first loops that are performed on a limited number of elements.
The ongoing research is mainly concerned with the extension of the proposed adaptive
procedure to alternative formulations and finite element discretizations that are adopted
in topology optimization. The accuracy in the handling of energy concentrations and
the advantageous computational cost of the proposed method are both features that
encourage the application of adaptive algorithms within the framework of stress–based
optimization, see e.g. [1, 15, 22]. The same features may be also exploited to improve
the effectiveness and the performances of optimization schemes that resort to more de-
manding finite elements, see e.g. the applications in [9] or [10].
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