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Abstract

Finite element-based high-order solvers of conservation laws offer large accuracy but face challenges
near discontinuities due to the Gibbs phenomenon. Artificial viscosity is a popular and effective solution
to this problem based on physical insight. In this work, we present a physics-informed machine learning
algorithm to automate the discovery of artificial viscosity models in a non-supervised paradigm. The
algorithm is inspired by reinforcement learning and trains a neural network acting cell-by-cell (the
viscosity model) by minimizing a loss defined as the difference with respect to a reference solution
thanks to automatic differentiation. This enables a dataset-free training procedure. We prove that
the algorithm is effective by integrating it into a state-of-the-art Runge-Kutta discontinuous Galerkin
solver. We showcase several numerical tests on scalar and vectorial problems, such as Burgers’ and
Euler’s equations in one and two dimensions. Results demonstrate that the proposed approach trains a
model that is able to outperform classical viscosity models. Moreover, we show that the learnt artificial
viscosity model is able to generalize across different problems and parameters.

Key words: Artificial viscosity, Conservation laws, Discontinuous Galerkin, Physics-informed machine
learning, Neural networks, Reinforcement learning.
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1 Introduction

Hyperbolic conservation laws, such as Euler equations or the equations of magnetohydrodynamics, have
a wide range of applications in Engineering, ranging from aerodynamics, weather predictions, and civil
engineering to astrophysics and nuclear fusion. The Discontinuous Galerkin (DG) method [11, 12, 15, 17, 31]
is a well-established (and continuously growing in popularity) high-order solver that offers conservation of
physical properties, high-order accuracy, geometric flexibility [2], and parallel efficiency [33, 38]. A known
drawback of any high-order methods is that in the presence of discontinuities of the solution, the Gibbs
phenomenon may appear [23], which causes spurious numerical oscillations that invalidate the physical
meaning of the solution. Indeed, Godunov’s theorem [60] states that any linear monotone numerical scheme
can be at most first-order accurate. This problem is especially relevant since in certain regions of the domain
continuous initial conditions may lead to a loss of regularity of the solution and thus numerical instability
appears.

Several approaches have been developed in the literature to correct and reduce the effect of the Gibbs
phenomenon for DG methods. A common feature of most of these approaches is that they rely on the
identification of troubled cells, that is mesh elements where the solution loses regularity. For instance, slope
limiters [9, 13, 37] are widely used, but they can significantly compromise the global solution accuracy, and
an improper parameter selection may lead to increased computational costs. Other authors have investi-
gated Weighted Essentially Non-Oscillatory (WENO) reconstruction [49, 50, 55], which maintains high-order
accuracy but may exhibit a large computational cost. More recently, the Multidimensional Optimal Order
Detection (MOOD) approach [18] and filtering methods [45] have been proposed. These approaches switch
the employed method on the troubled cells: from a high-order DG method to a monotone first-order method.
However, their performance relies on the quality of the indicator and parameter tuning, respectively.

Instead, in this paper, we focus on a different approach called Artificial Viscosity (AV), which is based
on the addition of a suitable amount of dissipation near discontinuities so to recover a smooth solution and
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thus high-order accuracy. A common characteristic of artificial viscosity approaches is the definition of a
metric to evaluate the regularity of the solution. For instance, they may use differential operators that have
a particular physical meaning [43], the jump of the flux on the element boundaries [7], or the residual in
the mesh element [27]. Other models instead rely on estimating the average decay rate of modal coefficients
[34], or just targeting the highest modes [48]. A very successful model is the so-called entropy viscosity
(EV) model, which employs as a measure of regularity the residual of an entropy pair [24, 64]. A significant
drawback of all these models is that their accuracy, robustness, and stability strongly depend on parameters
tuned by physical insight and intuition. Indeed, the lack of an established rule for estimating optimal values
and the fact that parameters must be picked on a problem-dependent basis makes their usage expensive.

In recent years, a large effort has been poured into overcoming these problems by employing supervised
learning methods and more specifically, deep learning. In particular, neural networks (NN) have been used to
create a universal artificial viscosity model that does not require to be tuned on a problem-dependent basis.
Indeed, in [16, 54] the authors prove that is possible to train a NN that identifies regions where dissipation
of numerical oscillations is needed. In [59] the authors use a NN to determine the optimal parameter for the
SUPG stabilization method. In general, NNs have been proven to be a valuable tool to surrogate models and
automate the expensive phase of trial-and-error present in many numerical applications [10, 20, 21, 28, 51].

Supervised learning however has some limitations. On one hand, building an extensive and high-quality
dataset demands a considerable investment of time and computational resources. Indeed, in this case, its
construction entails an expensive phase of parameter tuning of classical viscosity model in order to create
examples that the NN could mimic. Moreover, supervised learning is not able to generalize beyond what is
present in the dataset: the NN may generalize to problems not present in the dataset, but it is not possible
to surpass the accuracy of the best among the classical viscosity models, which do not guarantee optimality.
Namely, a critical issue of this kind has been exposed in a-posteriori testing of turbulence models trained
by supervised learning [61]. A possible solution proposed in [44] is to employ reinforcement learning (RL)
[58]. RL is a well-established but expensive paradigm where an agent learns to make decisions by interacting
with an environment, receiving feedback in the form of rewards, and adjusting its behavior to maximize
cumulative reward over time.

Our goal in this paper is to propose and test an algorithm to train a NN-based artificial viscosity model in
a non-supervised learning framework. To this end, we formulate the problem as an RL task and we enhance it
with physics-informed machine learning (PIML) [26, 32]. Namely, thanks to automatic differentiation, we can
differentiate through the RL environment, effectively embedding information on the physics of the problem
into the learning dynamics. The resulting approach shares some similarities with model-based RL such as
[25], differentiable RL [42], and optimal control. Therefore, our approach overcomes the shortcomings of
supervised learning and is cheaper than RL since we can exploit the differentiability of the environment (the
DG solver). The reward is defined as the dissimilarity from a reference solution with the addition of suitable
regularization terms. This also enables seamless integration of noisy data obtained from measurements of
quantities of interest into the loss function, thereby being able to learn new physical models directly from
data. The NN that we employ is a generalization of the one presented in [16] aimed at increasing flexibility
and accuracy. An ablation study proves the efficacy of the proposed modifications.

The paper is organized as follows. Section 2 introduces the mathematical model of conservation laws
and its semi-discrete and algebraic formulations. In Section 3, we define the classical artificial viscosity
models and we introduce the NN viscosity model. In Section 4 we introduce the novel training algorithm
we are proposing and discuss the advantages of physics-informed machine learning. In Section 5 we show
convergence results for a smooth problem and we present several applications to problems with discontinuous
solutions. Finally, in Section 6, we draw some conclusions and discuss further developments.

2 The mathematical model

In this section, we state the formulation of conservation law under consideration. The problem is defined
in a bounded open domain in space x ∈ Ω ⊂ Rd (d = 1, 2) and for a time t ∈ (0, T ], with T > 0 given.
The unknown of our problem is the vector of m conserved variables u = u(x, t) : Ω × (0, T ] → Rm. The
considered convention-diffusion problem reads as follows:{

∂tu+∇ · (−µ(u)∇u+ f(u)) = 0 in Ω× (0, T ],

u(x, 0) = u0(x) in Ω× {0}
(1)

endowed with suitable boundary conditions on ∂Ω × (0, T ]. Namely, we either employ periodic boundary
conditions or mixed Dirichlet-Neumann boundary conditions{

u(x, t) = gD(x) on ΓD × (0, T ],

f(u(x, t))n = gN (x) on ΓN × (0, T ],
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where ΓN and ΓD ̸= ∅ are disjoint sets Γ̊N ∩ Γ̊D = ∅ such that ∂Ω = ΓN ∪ ΓD and gD : ΓD → Rm, gN :
ΓN → Rm are a regular enough boundary datum. In Eq. (1), f : Rm → Rm×d is the advection flux
and u0 : Ω → Rm is a given initial condition. The viscous flux is controlled by the viscosity coefficient
µ : Rm → R that is a positive and bounded function that has the physical meaning of an artificial diffusion
term.

2.1 The semi-discrete discontinuous Galerkin formulation

For the spatial discretization, we employ the discontinuous Galerkin method. Let Kh be a shape-regular
family of open, disjoint cells (intervals for d = 1 or triangles for d = 2) K that approximates Ω. Moreover,
let Eh be the set of all faces (points for d = 1 or edges for d = 2). On each face F ∈ Eh, approximating the
boundary ∂Ω, a single type of boundary condition is imposed at a time (e.g. only Dirichlet or Neumann). We
define h = maxK∈Kh

hK , where hK denotes the diameter of K. We define the averages on and jumps across
the edges for a smooth enough scalar function v : Ω → R and for a smooth enough vector-valued function
q : Ω→ Rn. Let us consider two neighboring elements K+ and K−, let n+ and n− be their outward normal
unit vector and let v±, q± be the restrictions to K±, respectively. In accordance with [3] we define

• on the set of interior edges (denoted as E̊h):

{{v}} = 1

2
(v− + v+), {{q}} = 1

2
(q− + q+), [[v]] = v+n+ + v−n−, [[q]] = q+ · n+ + q− · n−.

• on boundary edges, defined the symmetric outer product q ⊙ n = (v ⊗ n+ n⊗ v)

{{v}} = v, {{q}} = q, [[v]] = vn, [[q]] = q ⊙ n.

To further stabilize the scheme, as shown in [8, 31], we recall the following weighted average, which introduces
a stabilizing numerical flux

{{q}}α = {{f(q)}}+ [[α]]

2
[[q]] ∀ F ∈ Eh,

where α represents a pair of scalars α± associated with the elements K±. For some choices of α we can
recover already well-known numerical fluxes: if f is the identity and α± = 1

2 ±
1
2 we have the upwind

flux [4], if α is the largest eigenvalue (in absolute value) λ of the Jacobian ∂f
∂u we have the Rusanov flux

[52]. To construct the semi-discrete formulation, we define for any integer k ≥ 1 the finite element space of
discontinuous piecewise polynomial functions as

Xh
k = {v ∈ L2(Ω) : v|K ∈ Pk(K) ∀ K ∈ Kh}, V h

k = [Xh
k ]

d,

where Pk(K) is the space of polynomials of total degree less than or equal to k onK. Hence, the semi-discrete
formulation reads as follows: For any t ∈ (0, T ], find uh(t) ∈ V h

k such that:{
(u̇h(t),vh)Ω + Ah(uh(t),vh)−Bh(uh(t),vh) + Ih(uh(t),vh) = 0 ∀ vh ∈ V h

k ,

uh(0) = u0h in Ω× {0},
(2)

where

• Ah : V h
k × V h

k → R is defined by

Ah(uh,vh) =
∑

K∈Kh

∫
Ω

µ(uh)∇uh · ∇vh

+
∑

F /∈ΓN

τk2

|F |

∫
F

µ(uh)[[uh]][[vh]]−
∑
F∈E̊h

{{∇uh}}[[vh]] + [[uh]]{{∇vh}} ∀ uh,vh ∈ V h
k ,

where τ > 0 is a suitable penalization constant and |F | is the measure in the topology of the boundary.

• Bh : V h
k × V h

k → R is defined as

Bh(uh,vh) =
∑

K∈Kh

∫
K

f(uh) · ∇vh −
∑
F∈E̊h

∫
F

{{f(uh)}}λ · [[vh]] ∀ uh,vh ∈ V h
k .

• Ih : V h
k × V h

k → R is a form that includes suitable terms for the boundary conditions.
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2.2 Algebraic formulation

Denote as (φi)
I
i=1 a suitable basis for the discrete space V h

k , where I = dim(V h
k), then

uh(t) =

I∑
i=1

Ui(t)φi.

We collect the coefficients Ui(t) of the expansions of uh(t) in the vector function U : (0, T ] → RmI . By
defining the mass matrix

[M ]ij = (φi,φj)Ω, ∀ i, j = 1, ..., I

and the non-linear terms

[A(U(t))]i = Ah(uh,φi), [B(U(t))]i = Bh(uh,φi), [I(U(t))]i = Ih(uh,φi), ∀ i = 1, ..., I.

We rewrite problem (2) in algebraic form as follows{
MU̇(t) +A(U(t))−B(U(t)) + I(U(t)) = 0 t ∈ (0, T ],

U(0) = U0,
(3)

where U0 is the projection of the initial datum u0 on V h
k . For the space discretization, we employ a nodal

spectral basis derived from a multidimensional generalization of the Legendre-Gauss-Lobatto points as shown
in [31].

2.3 Fully-discrete formulation

System (3) can be solved with various time-marching strategies, like Runge-Kutta schemes, by defining a
partition of N intervals 0 = t0 < t1 < ... < tN = T . In literature (see [31]), this is usually coupled with an
adaptive time-step ∆t = ∆t(t) determined by the following CFL condition at a time t:

∆t =
CFL

k2

h
max
x∈Ω

∣∣f ′(uh(x, t))
∣∣+ k4

h2
max
x∈Ω

µ(uh(x, t))

. (4)

Specifically, we utilize one of the two following options: a third-order Strong Stability Preserving Runge-
Kutta (SSPR3) scheme [19] or a fourth-order low-storage explicit Runge-Kutta with five stages [12]. The
choice between the two is made so to minimize the number of total stages while maintaining a stable solution.

2.4 Convective flux models

This study investigates various conservation laws. For one-dimensional (d = 1) scenarios, we examine

• the linear advection equation (m = 1):
f(u) = βu, (5)

where the transport field β ∈ R is constant;

• the Burgers’ equation (m = 1):

f(u) =
1

2
u2; (6)

• the Euler system, namely, given the ideal gas law for pressure p = (γ − 1)(e− 1
2ρ |v|

2
), where γ = 7/5

is the heat capacity ratio, e is the energy, ρ is the density and v is the velocity, we have (m = 3):

u =

 ρ
ρv
e

 , f(u) =

 ρv
ρv2 + p
v(e+ p)

 . (7)

The two-dimensional (d = 2) models we consider are

• the linear advection equation (m = 1):
f(u) = βu, (8)

where the transport field β ∈ R2 is constant;
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• the KPP rotating wave problem [24, 35] (m = 1), characterized by a non-convex flux in each component

f(u) =

[
sinu
cosu

]
; (9)

• the Euler system (m = 4), defined as

u =


ρ
ρv1
ρv2
e

 , f(u) =


ρv1 ρv2

ρv21 + p ρv22 + p
ρv1v2 ρv1v2

v1(e+ p) v2(e+ p)

 , (10)

where v =

[
v1
v2

]
is the velocity field, and the pressure p = (γ − 1)(e− 1

2ρ ∥v∥
2
2) is defined analogously

as before.

3 Artificial viscosity

We provide a concise review of classical artificial viscosity models that hold a pivotal role in understanding
the limitations of current methods. We then present the EV model which is the state-of-the-art model
serving as the main tool for validating the proposed deep learning physics-informed technique. Finally, we
introduce the artificial viscosity models based on neural networks. For the sake of simplicity, we describe the
procedure for scalar problems. The standard way to generalize to systems is to choose one of the variables
as the representative scalar quantity to be used within the viscosity model.

3.1 An outline of artificial viscosity

Most artificial viscosity models are based on a heuristic that may be very different from model to model.
However, it is still possible to recognize some common features that all artificial viscosity models share:

• For each element K ∈ Kh, a shock indicator measures the size of the local discontinuities and outputs
a viscosity µK to be added in that cell. The viscosity µK must be small or null when the solution is
smooth, to avoid modifications to the physics of the problem. In the presence of discontinuities, µK

must be the smallest value that is sufficient to eliminate Gibbs oscillations.

• Since large viscosity values produce over-dissipation, rendering the model unable to capture significant
features of the solution, at every time instant t, and for each element K ∈ Kh we define a viscosity
threshold

µbnd
K (x, t) = max{max

x∈K
µK(x, t), µmax (t)}, µmax (t) = cmax

h

k
max
x∈K

∣∣f ′(uh(x, t))
∣∣, (11)

where cmax is a scalar parameter to be tuned for each problem [34, 48] and f ′ defines the velocity of
propagation of the problem (for m > 1 we consider the restriction to the equation of the representative
variable). Notice that the definition of µmax assures that the viscous contribution is at most linear.

• The viscosity is globally smoothed as outlined in [62]. Despite the existence of advanced techniques
[1], we focus on a straightforward three-step piecewise linear interpolator approach (this procedure can
easily be generalized to an arbitrary degree):

1. On each vertex of the discretization Kh, compute the average viscosity among all the elements
that share that vertex;

2. Compute the element-wise linear interpolator, given the average viscosities on the vertexes of each
element;

3. Evaluate the interpolator on the required points in order to build the algebraic system.

Our numerical findings and [6] support the thesis that the smoothing mitigates numerical oscillations.

In this study, we consider updates to the viscosity which are computed at every time step. However, it
is possible to update the viscosity less frequently in order to decrease the computational cost.
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3.2 Entropy viscosity

The entropy viscosity model [14, 24, 64] is a state-of-the-art model that produces a viscosity coefficient based
on the local size of entropy production. Namely, it is known [5] that the scalar inviscid continuous initial
boundary value problem (1) has an unique entropy solution satisfying

∂tE(u) +∇ · F (u) ≤ 0

where the two functions E : R→ R and F : R→ Rd are such that

F (w) =

∫
E′(w)f ′(w) dw, E is convex,

and are called an entropy pair. We then define the local cell viscosity as

µK(x, t) = cK

(
h

k

)2
max{|Dh(x, t)| , |Hh(x, t)|}∥∥E(uh)− E(uh)

∥∥
∞

(12)

where cK is a parameter that must be manually tuned for each problem, E is the spatial integral average of
the entropy over the domain, Dh is the residual of the space-time entropy equation

Dh(x, t) = ∂tE(uh(x, t)) +∇ · F (uh(x, t)),

and H is the effect of the jump of the entropy flux across the element boundaries

Hh(x, t) =

(
h

k

)−1

[[F (uh(x, t))]] · n.

Finally, we impose an upper limit as prescribed by (11). Let us now use this model to make some observations
that actually extend to almost all AV models. In particular, we can outline three main weaknesses of classical
AV models that we would like to overcome:

(A) The evaluation of the viscosity µbnd
K may be computationally expensive. In this particular case, com-

puting Dh and Hh is expensive.

(B) They depend on parameter(s) that must be chosen manually. Specifically, cmax and cK have to be
tuned with trial-and-error. This requires deep know-how of the model or a time-consuming phase of
trial-and-error.

(C) They do not guarantee optimality: e.g., the EV model is based on an entropy heuristic argument and
does not provide any error bound estimate.

3.3 Basic concepts of Neural networks

Let NI , NO ∈ N be strictly positive. An artificial neural network is a function F : RNI → RNO that maps
an input vector x ∈ RNI to an output vector y ∈ RNO and depends on a set of parameters that can be
thought to be ordered into a vector θ. In this work, we only consider the simplest version of neural networks:
dense feed-forward neural networks (FNN), which are defined as follows. Fix two positive integers L and Z.
Let y(0) = x and y(L) = y. An FNN of depth L and width Z is the composition of L functions called layers
defined by

y(l) = σ(l)(W(l)y(l−1) + b(l)), l = 1, ..., L,

where W(l) ∈ RNl×Nl−1 are matrices of parameters called weights and b(l) ∈ RNl are vectors of parameters
called biases. Here, N0 = NI , NL = NO and Nl = Z for l = 1, ..., L − 1. Finally, at the end of each
layer, a scalar non-linear activation function σ(l) is applied component-wise. We employ the same activation
function (to be specified later, see Section 4.3) for all the layers apart from the last one where we use a softplus
activation function to guarantee the positiveness of the output. It can be seen as a smooth approximation
of the ReLU, namely:

σ(L)(t) = log(1 + et)

Several learning strategies are available to determine the vector of parameters θ. Among these, one of the
most popular paradigms is supervised learning. Namely, we define and subsequently minimize a non-linear
cost function, called loss function L. The optimization is usually performed using a gradient-based optimizer,
where the gradient ∇θL is computed by means of automatic differentiation [46]. The loss is defined by means
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Figure 1: Scheme of the online phase of the neural viscosity approach. The neural network returns as output a viscosity
value µbnd

K for each element of the mesh independently of the other elements by extracting relevant statistics stats of
the nodal values, namely the minimum, the maximum, the mean, and the standard deviation. Here, Un

i is the evaluation
of uh at time tn in the i-th degree of freedom of K.

of a given dataset of input target pairs {(x, ŷ)}Ntrain
i=1 that the NN must learn. Usually, the loss function

takes a form similar to the following

L(θ) = 1

Ntrain

Ntrain∑
i=1

∥ŷ − y(x;θ)∥p , (13)

where ∥·∥p indicates the discrete p-norm, p = 1, 2. A sequence of gradient updates made by iterating over
the dataset one time is called an epoch. Even if we will propose an alternative paradigm, this is what is used
in literature to train the artificial viscosity model and it is useful to fix this as a benchmark to be compared
to our approach. Regardless of the paradigm used to train the NN, if properly optimized, neural networks
are able to generalize, meaning that they make good predictions even for input data not used during the
training phase. For a comprehensive description of neural networks, we direct the reader to [22, 63].

3.4 The neural viscosity approach

The neural viscosity approach, that is the idea of using NNs as a surrogate for AV models, was first proposed
in [16, 54]. Indeed, NNs are an attractive substitute for classical AV models since they overcome the
drawbacks (A) and (B) in the following way:

(sA) NNs are computationally efficient during the online stage since they involve mainly simple matrix-
matrix multiplications. Moreover, in recent years large effort was put into developing efficient libraries
and hardware to accelerate these linear algebra operations.

(sB) NNs can learn highly complex and non-linear functions without the necessity of manually specifying
parameters after the training. By leveraging the information present in a large dataset during the
training phase, NNs can learn and generalize beyond a single problem.

The architecture that we employ for our NN introduces some improvements with respect to the classical
one. The real novelty of this paper lies in how we tackle the third drawback (C), that is how to train the
NN and what it learns (or better discovers), which is a matter of Section 4.

The way neural viscosity works is macroscopically the same in which any AV model works (as described
in Section 3.1). The NN works independently on each cell, it receives as inputs some local quantities, and
it outputs an artificial viscosity value µbnd

K for each cell K and finally, it performs a global smoothing step.
Let us now describe this procedure in detail. The first difference with respect to the original neural viscosity
model is that, instead of building and training a different NN for each polynomial degree k > 0, we build just
one independently of k, reducing training costs. This is enabled by the fact that instead of feeding the local
nodal values of the solution Un|K (the evaluation of uh at time tn in the degrees of freedom of K, which is
equal to uh|K(tn) since we are employing a nodal basis) to the NN, we extract some representative statistics
of these values, namely the mean and the standard deviation and we add as input also the local polynomial
degree k. The input can be enriched with other information such as the median, the quartiles, the minimum,
or the maximum. In Section 4.3 we present numerical experiments that show the tradeoff between accuracy
and computational cost of this choice. The second difference is that to accelerate the training, we feed not
only the current velocity but also the nodal values of

• the gradient of the velocity;
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• the jump of the velocity across the element boundary, since it is a key information to assess the
smoothness of the current solution;

• the velocity at the previous time step, to provide information about temporal correlation;

• flux of the velocity, to provide information about the physics of the problem.

Then, as in the original neural viscosity model, we apply a linear scaling to map the inputs in the interval
[−1, 1] and a linear rescaling of the targets µbnd

K of the network. This is common practice for several reasons,
including faster convergence during the training (prevents issues like vanishing or exploding gradients) and
robustness to variations in input magnitudes (which also is improved generalization). The third difference is
that our scaling, instead of being with respect to the local maximum over the element is done with respect
to the global maximum. Finally, after the output of the NN, we apply the following rescaling for the element
K

y =
µbnd
K

Λh̃
, where Λ = max

K

∣∣f ′(uh)
∣∣, h̃ = min{max

∂K
|[[uh]]| , h}.

Observe that we denote with y the output of the NN since it is a scalar quantity. Moreover, the scaling is
time dependent, so it changes at every time step. The insight behind this rescaling is that Λ makes the same
network work for difference PDEs since it represents the maximum local wave speed, and h̃ provides the
optimal viscosity scaling hk+1 in the presence of smooth solution [31]. Indeed, even if the NN prescribes low
dissipation when the solution is regular, due to the nature of the softplus function, it is never zero, which
prevents the method from having optimal convergence. Instead, h̃ is a parameter-free option that provides
the following scaling

h̃ ∼

{
hk+1 if u is smooth,

h otherwise

which enables a correct reduction of the artificial viscosity when the solution is smooth. A complete scheme
of what we have just described is shown in Figure 1.

4 Physics-informed machine learning

In this section, we describe in detail how the neural network is trained. We propose a novel approach that is
inspired by reinforcement learning and is enhanced by physics-informed machine learning. Namely, thanks to
automatic differentiation, we can differentiate through the DG solver (the environment in RL terminology)
and define a loss function (the opposite of the reward) as the norm of the error between a reference solution
and the solution obtained with the current parameters of the NN (the policy) that surrogates a viscosity
model (agent). The loss is also enhanced with suitable regularization terms. To conclude the comparison
with RL terminology, the local statistics extracted from each mesh element are the state and the viscosity
µbnd
K the action the agent chooses. The major difference with respect to RL is that we are able to differentiate

through the environment. Thus, by using a gradient-based optimizer, we can directly compute updates to the
parameter of the NN so to minimize the loss (maximize the reward). Hence, this training algorithm enables
us to discover a new neural viscosity model that has the property of minimizing the norm of the error. This
approach allows us to avoid building a dataset with a reference value of artificial viscosity. Indeed, many RL
algorithms overcome the problem of a not differentiable environment using a second neural network called
critic that surrogates it. This is however expensive, since the environment dynamic must also be learnt, and
may lead to instabilities due to the interaction of the policy with the critic [39].

4.1 Loss function

The definition of the loss function is more important in this context than usual since it steers the optimizer
toward the discovery of a neural viscosity model with certain properties. To explain how the loss works, let
us make the following remark. Given the discretized initial condition U0, the solution at the next time step
U1 depends on the artificial viscosity model we choose, which in return depends on U0. More in general we
could say that

Un = Un(µ(Un−1;θ)) = Un(µ(µ(Un−2;θ);θ)) = ... = Un(U0;θ), ∀n > 0,

where the variable θ explicits the dependence on the parameters of the NN. Hence, given a discrete reference
solution Un

ex, that is the evaluation of a reference solution uex : Ω× (0, T ]→ Rm at the degrees of freedom
at time tn, by employ automatic differentiation we can compute

∂

∂θ

∥∥Un(U0;θ)−Un
ex

∥∥
p
∀ n > 0.
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Figure 2: Schematic description of the proposed training procedure.

This is one of the main ingredients of our loss: using an optimizer, we can find the set of parameter θ that
defines the neural viscosity model that minimizes the error with respect to the reference solution. We define
the p-loss as follows:

L(θ;P) =

N∑
n=1

∥Un(θ)−Un
ex∥

p
p + w0 ∥∇Un(θ)−∇Un

ex∥
p
p +

∑
ℓr,p∈R

wrℓ
p
r,p(U

n(θ),Un
ex)

 , (14)

where R is a set of regularization terms ℓr,p in p-norm and

P = {Kh, k,N,f ,∆t,U0,uex}, (15)

is a tuple that uniquely defines a problem. Namely, a triangulation Kh, polynomial degree of the basis k,
number of timesteps N , physical flux f , time discretization ∆t, initial condition U0 and the exact solution
uex. Notice that, for the sake of simplicity, we have removed the explicit dependence on U0 of Un for n > 0.
Indeed, in this loss function, it is implicit the fact that the DG solver described in Section 2.2 is employed to
compute Un from U0. Notice that with a slight abuse of notation, we apply (linear) differential and integral
operators to Un, with the meaning of considering the vector of coefficients describing the functions obtained
by applying said operator to uh(x, t). The metrics that we consider are the following:

• Error:
ϵ(tn) = ∥Un −Un

ex∥p . (16)

• Gradient of the error:
∇ϵ(tn) = ∥∇Un −∇Un

ex∥p . (17)

• Jump of the error:
[[ϵ]](tn) = ∥[[Un −Un

ex]]∥p . (18)

The insight of this term comes from the jump-jump term of the DG formulation: we need to penalize
large jumps in order to obtain a solution that is not too oscillatory.

• Overshoot and undershoot (o/u):

o/u(tn) =
∥∥Un

1Un>maxUn
ex
−maxUn

ex

∥∥
p
+

∥∥Un
1Un<minUn

ex
−minUn

ex

∥∥
p
, (19)

where 1S is the indicator function of a set S. The amplitude of overshoots and undershoots with
respect to a reference solution is one of the main criteria with which to evaluate a numerical solution
since it provides insights into the behavior and stability of a system.

• Mass variation (mv):

mv(tn) =

∣∣∣∣∫
Ω

Un −
∫
Ω

Un−1

∣∣∣∣ . (20)

We employ this term for problems that have zero mass flux through ∂Ω. Checking that this term is
small is key to verifying that the physics of the problem is preserved.
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Algorithm 1 Training algorithm

1: procedure Training({Pj}
Np

j=1, {Ptest}Npt

j=1, lr, scheduler, NE , NB , θ, L, Lmax , ntest)
2: θ∗ ← θ, Lbest ←∞
3: for e in NE do ▷ Loop over each epoch

4: lr ← scheduler(lr) ▷ Update learning rate according to schedule

5: Randomly permute indexes j in 1, ..., Np

6: for i in Np/NB +mod(Np, NB) > 0 do ▷ Partitions problems in sets of size NB

7: Reset gradient accumulation in the optimizer
8: L = 0 ▷ Reset the loss for the minibatch

9: for j in jNB , ...,min{Np, (i+ 1)NB} do ▷ For each problem in the batch

10: L← L+ L(θ;Pj) ▷ L is defined by p and the weights {wi}i∈R, see Eq. (14)

11: end for
12: θ ← AdamW(L, θ, lr) ▷ Optimization step

13: end for
14: if mod(e, ntest) = 0 then ▷ Test outside the automatic differentiation

15: Ltest =
∑Npt

j=1 L(θ;Ptest
j )

16: if Ltest < Lbest then
17: θ∗ ← θ ▷ Save model parameters because currently the best

18: else if Ltest > Lmax then
19: θ ← θ∗ ▷ The model is unstable: load last stable model’s parameters

20: lr ← lr/2 ▷ Force learning rate reduction

21: end if
22: end if
23: end for
24: return θ∗ ▷ Parameters of the trained NN

25: end procedure

• Viscosity penalization (vp):

vp(tn) =

1
|K|

∫
K
µ

∥∇Un∥p + ε
, (21)

where ε is a small number used for numerical stability, we choose ε = 10−8. This term makes sure that
we add artificial viscosity only when there are large gradients, therefore encouraging the network to
put the least amount possible of viscosity. This term can be substituted by a “supervised” term of the
kind |µK − µ̂K |, where µ̂K is a reference artificial viscosity given by a classical model. In exchange for
a stronger bias on what the NN should learn, this alternative makes the training easier since it steers
the learning dynamic towards a known good solution. Still, since this is only a weak constraint, the
network is able to discover something new.

Not all of them are used in the final version of the loss, indeed we use the minimal number of terms that
produce a good model since each term has a weight wr that needs to be tuned (just once offline). The other
terms are still used as metrics to assure the quality of the neural viscosity model. Namely, we have found
that the best approach is to employ the overshoot/undershoot and the viscosity penalization.

Another key choice is the value of p. We pick p = 1 since it tends to emphasize sparsity in the data,
meaning it is less sensitive to small values and can be more robust in the presence of outliers. Namely, it is
more appropriate in the presence of oscillations that have sparse and isolated peaks, which is our case.

The computations of ∆t through Eq. (4) must be treated carefully. Indeed, the NN tends to increase to
infinity the viscosity µ in order to have a timestep size ∆t which is zero. Indeed, as T = tN → 0 then the
loss tends to zero. There are different solutions to this problem: we can leave the computation outside the
AD, we add a penalization term based on maxΩ µ or we can use a fixed ∆t.

4.2 Training algorithm

Let us now detail the novel algorithm through which the training is performed. In particular, this training
process does not belong to the paradigm of supervised learning since the explicit value of viscosity that the
neural network should learn for a certain value of inputs is never computed. The training algorithm is stated
in Algorithm 1 with detailed comments and is summarized in Figure 2. It works as follows. It takes as
inputs:

• A list of Np tuples of parameters describing the Np problems {Pj}
Np

j=1 on which to train the viscosity
model on, as defined in Eq. (15).
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Figure 3: Example of the behavior of the loss for the proposed algorithm during the training for the multi-step procedure
described in Section 4.2 for a one-dimensional problem.

• A list of Npt problems {Ptest
j }Npt

j=1 on which to test the algorithm.

• An optimizer with its hyperparameters. For instance, we employ AdamW [41] with learning rate
lr = 1e− 3 and default hyperparameters β1 = 0.9, β2 = 0.999, ε = 10−8, λ = 0.01.

• A learning rate scheduler. We employ a simple “reduce on plateaus” [47] with patience 30 and reduction
factor equal to 1

2 .

• NE , the number of epochs for which the training lasts.

• NB , the batch size of problems considered in one optimization step (gradient computation).

• θ, the parameters of the NN. Their shape implicitly defines the architecture of the NN. It is assumed
they are already initialized with standard random initialization or a pre-training procedure.

• L, the loss function defined in Eq. (14). It is defined by p and the weights {wi}i∈R.

• Lmax , the maximum value of the loss. If the loss is larger than this threshold the model is considered
unstable. We use Lmax = 1030.

• ntest, the frequency with which the model is tested.

Then, the training algorithm closely resembles a supervised learning loop, where the loss is substituted with
the one we described in the previous section. Namely, we create minibatches of parameters and make updates
based on these parameters. The key point being that we do not have a target value that the NN should learn
but a loss that describes the physics of the problem through a DG solver. Indeed, the peculiarity of this
training algorithm is that, like in RL, it learns from the consequences of the actions (choices of µK) it makes
in the DG solver, creating a feedback loop. In particular, the value of artificial viscosity at the timestep n
influences the solution at n+ 1 which in turn is used as input of the network to determine the next value of
the viscosity. This enables the model to learn long-term dependencies and optimal strategies in response to
evolving scenarios.

Among the most interesting features of this algorithm is that, compared to the supervised training
process, we can avoid designing and building a dataset. This is particularly expensive from the point of
view of human time since it requires tuning the artificial viscosity parameters by hand and picking the best
choice by confronting the various solutions. In particular, differently from the classical loss Eq. (13), our loss
Eq. (14) necessitates only a reference solution, which is much cheaper to build. Coincidentally, this feature
also solves the aforementioned drawback (C), since the neural network automatically learns the optimal
viscosity values. Since the problem is highly non-convex, this cannot be a global optimum, however, we
guarantee that this is at least a local minimum.

Let us now briefly discuss the choice of hyperparameters for this training algorithm. We observe that we
obtain better results with a small batch size, usually between two and four. A batch size equal to one is also
a viable option, however, we notice that if the batch size is too large (NB > 32) the algorithm stops making
progress in the loss minimization. This issue is either related to the optimizer or numerical instability in the
AD. Moreover, the batches are shuffled between each epoch in order to increase the stochasticity.

In this training algorithm, it is paramount to choose N properly: if it is too small, the neural network
does not have enough data to generalize, if it is too large we may incur into exploding gradient problems
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Table 1: Initial conditions u0 employed in the training phase for advection and Burgers’ fluxes.
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Figure 4: Loss of the trained viscosity model depending on the nodal quantities used as input of the NN (right) and on
the functions used to agglomerate those values (left). See Section 3.4 for a complete definition of these quantities. The
results are obtained after one step of the random search relative to the NN employed in the 1D cases.

unless the neural network has a proper weight initialization. We propose a multi-step pre-train in which we
iterate the training Algorithm 1 for increasing values of N for a few epochs, starting from N = N0 up to
the desired final N with a certain step Ne. The increase in number of timesteps Ne is computed adaptively,
namely Ne = clip(Nmin

e , Nα
e , N

max
e ), where Nα

e is the largest integer so that the average loss per timestep
with N +Nα

e timesteps is less than a constant (hyperparameter) αe > 0 multiplied by the average loss per
timestep with N timesteps. Once the NN reaches good generalization properties it is observed that the
average loss per timestep decreases when N increases. Indeed, this shows that the neural viscosity model is
making accurate predictions of the “future” (data it has never seen before). Figure 3 shows an example of
the training loss. This process is expensive from a computational point of view, however, it enables the NN
to discover a viscosity model without any biases.

Since the magnitude of the loss changes significantly between the start and the end of the optimization
process, a key ingredient to increase the stability and efficiency of the algorithm is a learning rate scheduler. A
simple scheduler that geometrically reduces the error on plateaus worked best for us, even compared to more
modern and popular alternatives like the cosine scheduler [40]. This also allows us to have an algorithm that
is less influenced by the starting value of the learning rate since, if it is too large, is automatically decreased.
In our experiments, we employed a starting learning rate of 5 · 10−2.

Finally, we stress that, despite all these precautions, it seldom happens that a gradient update produces
a viscosity model that is not able to handle the Gibbs phenomenon. For this reason, it is important to
constantly monitor the loss, save the best parameters of the model, and use them for a restart with a
reduced learning rate. This simple but effective procedure completely eradicates this issue.

4.3 Training in practice

In this section, we provide more details on how the training is carried out in the one-dimensional (d = 1) case.
This procedure can be easily generalized to different dimensions. The first step is to choose which problems

to train the neural network on, namely, we need to choose different combinations {Pj}
Np

j=1, {Ptest
j }Npt

j=1 of
problems on which to train and test. The two sets are an 80-20 random split of a union of cartesian products

of parameter spaces. For the 1D case we consider uniform discretizations of (0, 1) with h = 2−i

10 , i = 1, ..., 4,
degrees k = 1, 2, 4, the flux f of linear advection, Burgers’ equation and Euler system, a constant timestep
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Figure 5: Loss of the trained viscosity model depending on hyperparameters defining the architecture of the NN
agglomerated in boxplots. The results are obtained after one step of the random search relative to the NN employed in
the one-dimensional cases.

∆t that is the largest such that the considered problem is stable (it varies from problem to problem),
number of timesteps N = 100 for linear advection and appositely chosen as the smallest N ∈ N such that
shocks and waves appear in Burgers’ and Euler cases. Concerning initial conditions, we use the functions
reported on the left of Table 1 for advection and Burgers’ problems, and a Sod shock tube problem [57] for
Euler’s. A representation of the initial conditions is shown in Figure 8. For the 2D case, the problems are
chosen in an analogous way apart from the following parameters. Since unstructured grids offer flexibility in
discretizing computational domains, allowing for efficient representation of intricate shapes and unbounded
regions, we use both structured and unstructured triangulations Kh to train the NN. Namely, we discretize

(0, 1)2 with h = 2−i

10 , i = 1, ..., 3. The initial conditions are shown on the right of Table 1 for advection and
Burgers’ equations. We also add the Euler’s system in the Riemann configuration 4 of [36] to the training
environment. Moreover, in all the considered problems the exact solution uex is either the analytical solution
(when available) or an overkill solution obtained using the DG solver on a triangulation that has a mesh size
h that is at least eight times smaller.

Once the parameters defining the training problems are chosen, we pass to hyperparameter tuning. As it
is commonly done, we employ a random search: we specify the range or distribution for each hyperparameter
we want to tune, and we define the search space as the cartesian product of these ranges. The model is
trained using random choices of hyperparameter values, and the loss is used as an evaluation metric. This
process is repeated while, at each iteration, reducing the search space and increasing the fraction of the
combinatorial space probed and the number of epochs NE .

As an optimizer, we employ AdamW (Adam with Weight Decay) [41]. In our experiments, it significantly
outperformed stochastic gradient descent (SDG) and proved to be less sensitive to the choice of the learning
rate with respect to Adam.

We then focus on five hyperparameters that we consider to be particularly relevant, namely the width
and depth of the NN, the activation function, the local features extracted from each element K, and which
statistics are extracted from these features. In Figure 4 and 5 we show the results after one iteration of
random search (about ten thousand combinations were tested). After three iterations of random search we,
conclude the following (for the one-dimensional case):

• using the mean, standard deviation, minimum, and maximum of the nodal values as describing statistics
provides the best balance between computational cost and accuracy;

• the jump across the element, the gradient of the velocity, and the velocity at the previous timestep are
all features that significantly help the training;

• the Gaussian error linear unit (GeLU) [29] is the activation function that performed better when
compared to the rectified linear unit (ReLU), exponential linear unit (ELU), sigmoid linear unit (SiLU)
and hyperbolic tangent (Tanh);

• a large model with a width greater than 100 seems to perform better, in particular, we choose to use
120 neurons per layer;

• models with depth between six and eight (which are neither shallow nor very deep) reach the lowest
loss on average. In our experiments, we employ seven layers.

5 Numerical Results

In this section, our objective is to assess the accuracy of the proposed training algorithm in practice. In
the following, we present a comprehensive set of numerical results, encompassing both scalar equations and
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Figure 6: Computed errors and convergence rates for
test case of linear advection (d = 1).

Figure 7: Error estimates and convergence rates for the
2D smooth test case of linear advection.

systems, to showcase the efficacy of physics-informed machine learning. All the tests have been implemented
in an appositely developed Python library for the solution of conservation laws with the DG method that
employs Pytorch [47] for automatic differentiation and the implementation of the NNs.

First, we present a convergence test to verify the functioning of our numerical solver and neural viscosity
model. Then, we present tests carried out on problems that are not included in the training environment
and are characterized by different parameters, such as: flux, initial condition, boundary conditions, domain
discretization, polynomial degree, and CFL. In this way, we can assess the generalization capabilities of the
trained networks and test the robustness of our algorithm in an impartial way. Our findings consistently
demonstrate performance superior to the optimally tuned EV models. This is especially relevant considering
that tuning is itself a significantly expensive operation.

5.1 Verification tests: convergence rate

Here, we aim to verify the accuracy of the presented approach. In particular, we assess the ability of the
neural viscosity model to maintain the expected accuracy for a smooth solution. Indeed, the addition of a
dissipative term might adversely affect the accuracy. The assessment of the numerical scheme employs the
L2(Ω)-norm of the discretization error vector, evaluated at the final time T . Namely, theoretical results for
inviscid hyperbolic problems [30, 31] show that the error

ϵ = ∥uh(·, T )− u(·, T )∥L2(Ω) ≲ hk+1,

where the hidden constant depends on k, given that u is sufficiently regular and a Rusanov flux is employed.

5.1.1 Test case 1: one-dimensional smooth problem

To test the convergence we consider Problem (1) with the linear flux defined by Eq. (5), namely with a
constant unitary transport field and with the smooth initial conditions

u0(x) =
1

2
+ sin(2πx).

The problem is endowed with periodic boundary conditions. Concerning the discretization, we use the spatial
domain Ω = (0, 1), CFL = 0.05, final time T = 0.4 and Runge-Kutta of the fourth-order. In Figure 6 we
report the computed errors in the L2(Ω)-norm, together with the expected rates of convergence as a function
of the mesh size h and the polynomial degree k. We can notice that we recover the expected convergence
rate.

5.1.2 Test case 2: two-dimensional smooth problem

Similarly, we extend the previous test case in two dimensions. Namely, we consider Problem (1) with constant
unitary transport field β = [1, 1]⊤ as defined in Eq. (8) with smooth initial conditions

u0(x1, x2) =
1

2
+ sin(2πx1) sin(2πx2).

The problem is endowed with periodic boundary conditions. Concerning the discretization, we employ a

structured triangular grid of the domain Ω = (0, 1)2 of granularity h =
√
2

2i10 , i = 1, ..., 5. In Figure 7 we
report the computed errors in the L2(Ω)-norm and the expected rates of convergence. The NN technique
achieves the optimal convergence rate. Numerical experiments show also that we obtain the same roc
independently of the mesh type (structured or unstructured).
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Figure 8: Examples of initial conditions u0 used to train
the NN.

Figure 9: Initial condition u0 for test case 3 and 4.
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Figure 10: Test case 3: solution at T = 0.4 for k = 1, 3, 5 (from left to right).

5.2 One-dimensional problems

To gain more insight into how the algorithm works, we first analyze one-dimensional problems. The fol-
lowing test cases can be divided into two categories. The first two deal with scalar problems. To test the
generalization properties of the NN, we consider an initial condition, grid spacing, polynomial degree, and
CFL not included in the training environment. In particular, we consider Problem (1) with flux defined by
Eq. (5) and Eq. (6) and we employ as initial condition the function

u0(x) =



6x x ∈ (0, 1
6 ],

6(x− 1
3 ) x ∈ ( 16 ,

1
3 ],

2 x ∈ ( 13 ,
1
2 ],

− 1
2 x ∈ ( 12 ,

3
4 ],

0 x ∈ ( 34 , 1),

(22)

which is represented in Figure 9. Instead, the other two test cases seek validation in a more challenging
setting. Namely, we consider two common tests for the accuracy of the solution of the Euler equations: the
Sod shock tube problem [57] and the Shu-Osher problem [56].

5.2.1 Test case 3: linear advection

The first test case we consider is a linear advection problem with a highly discontinuous initial condition,
namely (22) in the Ω = (0, 1) domain. The simulation is performed until T = 0.4 with polynomial degrees
k = 1, 3, 5 and endowed with periodic boundary conditions. To compare solutions with a similar number of
degrees of freedom we select h = 1

60 ,
1
30 ,

1
15 and CFL = 0.2, 0.5, 0.75, respectively. The solution obtained with

the neural viscosity model is compared with a tuned EV model (cK = 0.6, cmax = 0.3, see Eq. (11), (12))
and two instances of EV model that are not optimally tuned, namely one case where the injected dissipation
is too small and too large. In Figure 10 we compare the solutions at the final time: we can see that the
NN based solution is symmetric, essentially non-oscillatory, and well captures the front of the wave. By
analyzing the space-time plot of the viscosity introduced via the NN, as shown in Figure 11, we notice that
the NN tends to add a larger amount of more localized viscosity when compared with EV. More quantitative
results about the error are shown in Table 2, we notice that the NN always outperforms the EV model in
terms of L1 error and overshoots/undershoots. It also obtains comparable results when considering mass
variation (mv), an important metric to asses that the physics of the problem is respected.
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Figure 11: Test case 3: comparison of space-time artificial viscosity for k = 1, 3, 5 (from left to right).

k = 1 k = 3 k = 5
NN EV NN EV NN EV

ϵ 2.2311e+03 3.1745e+03 1.7990e+03 2.1943e+03 1.5680e+03 1.6753e+03
∇ϵ 1.7306e+03 1.9666e+03 6.7370e+03 6.9916e+03 1.1302e+04 1.1380e+04
[[ϵ]] 1.5933e+02 1.1955e+02 4.2461e+01 3.4186e+01 2.0260e+01 2.0562e+01
o/u 3.4889e+00 1.2134e+01 2.2778e+00 6.2186e+00 2.5903e+00 7.3782e+00
mv 4.0360e-03 4.5267e-03 1.6535e-03 2.8121e-03 1.4988e-03 1.6169e-03

Table 2: Test case 3: comparison of cumulative L1 error metrics Eq. (16) - (20) over all timesteps from 0 to T .
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Figure 12: Test case 4: solution at final time for k = 1, 3, 5 (from left to right).

k = 1 k = 3 k = 5
NN EV NN EV NN EV

ϵ 8.7204e+02 1.1423e+03 9.7797e+02 1.3587e+03 2.6155e+03 3.2874e+03
∇ϵ 5.3064e+02 6.1239e+02 3.1401e+03 3.5330e+03 1.4578e+04 1.7510e+04
[[ϵ]] 1.0947e+02 1.1138e+02 4.4744e+01 5.0420e+01 3.4530e+01 1.2684e+02
o/u 6.5979e-01 9.8408e-01 6.5894e-01 1.3003e+00 9.7566e-01 2.5800e+00

Table 3: Test case 4: comparison of cumulative L1 error metrics Eq. (16) - (19) over all timesteps from 0 to T .

5.2.2 Test case 4: Burgers’ equation

In this test case, we keep the same parameters of the previous test case but we change the physical flux,
namely, we employ a quadratic one, and the CFL = 0.15, 0.4, 0.4. These settings are more challenging due to
the fact that as the solution evolves rarefaction fans and shock waves develop and collide. We compare the
NN solution with a tuned EV model (cK = 3.0, cmax = 1.0) and two other not optimally tuned EV models.
Figure 12 shows that one of the EV models (cK = 1.0, cmax = 0.5) is not able to add enough viscosity thus
leading to large oscillation. The parameters used in this case are not far from the manually tuned: this
showcases how time-consuming the parameter selection can be. In this case, the NN model is by far the best
in avoiding overshoots/undershoots while correctly predicting the profile of the wave. The history of the
viscosity in Figure 13 shows that as in the previous test cases, the NN tends to inject more viscosity than
the EV model, but in a more localized and less continuous way. For k = 5 in particular, it is possible to
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Figure 13: Test case 4: comparison of space-time artificial viscosity for k = 1, 3, 5 (from left to right).

Figure 14: Test case 5: density ρ at T = 0.2 for k = 1, 3, 5 (from left to right).

see that the NN also tends to add dissipation in x = 0.2, t = 0.35 where the EV model did not. It remains
to be investigated if this is a generalization error (since k = 5 was not present in the training problems) or
a feature of the discovered neural viscosity model. As shown in Table 3, the NN model outperforms all the
EV models under all the considered metrics. This is an especially interesting result when considering that
the reduction of the L1 error for k = 3 is of 25%, while also reducing overshoots/undershoots of almost 50%.

5.2.3 Test case 5: Sod shock tube

We now consider the first of two test cases for the Euler equations, namely the Sod shock-tube problem [57].
The problem is defined by Eq. (7), it prescribes Ω = (0, 1), T = 0.2 and the initial state

u0(x) =

ρ0v0
p0

 =

{
[1, 0, 1]⊤ x ∈ (0, 1

2 ],

[ 18 , 0,
1
10 ]

⊤ x ∈ ( 12 , 1).

It is endowed with constant Dirichlet boundary conditions (cfr. [57]). For the discretization we select three
cases with k = 1, 3, 5, h = 1

60 ,
1
30 ,

1
15 , CFL = 0.27, 0.61, 0.88, respectively. This is done to compare solutions

with a similar number of degrees of freedom. The discontinuities in the initial conditions give rise to three
characteristic waves, demanding robust numerical schemes to accurately compute the solution in the presence
of shock waves and rarefactions. Namely, these are a right-moving contact wave and shock wave, and a left-
moving rarefaction wave. Classical models aim to add a small amount of viscosity near the contact while
constantly introducing dissipation in the region close to the shock. In Figure 14 we compare the NN solution
at final time with the EV tune model with cK = 1.0, cmax = 0.5. The neural viscosity model provides a
solution that has much smaller overshoots (see x = 0.2, k = 1 for instance) and that captures with more
precision the wavefront (see x = 0.7, k = 1 for instance). In this case, it is particularly interesting to analyze
the history of the viscosity shown in Figure 15. Namely, here we can notice a large discrepancy between what
the NN and the EV model aim to do: the EV model stabilizes only the shock, meanwhile the NN wants to
stabilize all three present waves. This is counterbalanced by injecting a smaller dissipation near the shock.
Despite being more intrusive, the NN outperforms the EV model under all the considered metrics, as shown
in Table 4, where we report the error metrics in time and their cumulative value.
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Figure 15: Test case 5: comparison of space-time artificial viscosity for k = 1, 3, 5 (from left to right).

k = 1 k = 3 k = 5
NN EV NN EV NN EV

ϵ 5.7046e+01 5.8845e+01 5.8787e+01 7.2200e+01 4.3138e+01 5.7406e+01
∇ϵ 2.7103e+01 2.7001e+01 1.3087e+02 1.3356e+02 2.0463e+02 2.1445e+02
[[ϵ]] 1.5025e+00 1.8547e+00 1.0929e+00 1.4114e+00 8.7019e-01 1.0149e+00
o/u 3.0200e-01 7.5084e-01 2.0631e-01 7.5516e-01 8.7122e-01 1.1302e+00

Table 4: Test case 5: comparison of cumulative L1 error metrics Eq. (16) - (19) over all timesteps from 0 to T .

Figure 16: Test case 6: density ρ at T = 1.8 for k = 1, 3, 5 (from left to right).

k = 1 k = 3 k = 5
NN EV NN EV NN EV

ϵ 2.6293e+03 3.0574e+03 2.2953e+03 4.0510e+03 3.7385e+03 5.5862e+03
∇ϵ 1.7160e+03 1.8731e+03 5.6320e+03 7.8568e+03 1.3576e+04 1.6539e+04
[[ϵ]] 1.2497e+02 1.0530e+02 9.8602e+01 7.1604e+01 5.2003e+01 5.4259e+01
o/u 3.1512e+00 3.9106e+00 2.8027e+00 5.7163e+00 3.8023e+00 4.6424e+00

Table 5: Test case 6: comparison of cumulative L1 error metrics Eq. (16) - (19) over all timesteps from 0 to T .

5.2.4 Test case 6: Shu-Osher problem

The second Euler problem we consider is the Shu-Osher problem [56]. It deals with a shock front moving
inside a one-dimensional inviscid flow with artificial sinusoidal density fluctuations. This test case is relevant
because it benchmarks the ability of the solver to represent both shocks and physical oscillations created
by a union of smooth and discontinuous initial data. Namely, we consider the flux of Eq. (7), Ω = (−5, 5),
T = 1.8 and initial condition

u0(x) =

ρ0v0
p0

 =

{
[3.857143, 2.629369, 10.333333]⊤ x ∈ (−5,−4],
[1 + 1

2 sin(5x), 0, 1]
⊤ x ∈ (−4, 5).

The problem is completed with Dirichlet boundary conditions on the left and Neumann on the right part of
the boundary (cfr. [56]). Since the solution exhibits a high frequency wave we employ a finer discretization,
namely h = 1

150 ,
1
75 ,

1
50 with k = 1, 3, 5, and CFL = 0.12, 0.3, 0.4, respectively. From Figure 16, we can
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Figure 17: Test case 6: comparison of space-time artificial viscosity for k = 1, 3, 5 (from left to right).

k = 1 k = 3 k = 5
NN EV NN EV NN EV

ϵ 1.0374e+05 1.2616e+05 4.7333e+04 6.6665e+04 7.3585e+04 8.7204e+04
∇ϵ 1.0383e+05 1.0916e+05 3.0168e+05 3.4178e+05 8.6089e+05 8.7469e+05
[[ϵ]] 9.5542e+03 1.0781e+04 4.0133e+03 4.7451e+03 2.4605e+03 2.3712e+03
o/u 8.9123e+02 1.6955e+03 2.0373e+03 1.1930e+03 5.0116e+02 6.5465e+02
mv 1.2287e-15 1.3516e-14 8.9032e-14 9.8162e-13 2.3507e-13 2.5857e-13

Table 6: Test case 7: comparison of cumulative L1 error metrics Eq. (16) - (20) over all timesteps from 0 to T .

see that for the case k = 1 the NN and the EV model produce a rather similar solution. However, the
quantitative analysis reported in Table 5 shows that the neural viscosity model is slightly more accurate in
the L1 norm, and when considering overshoots and undershoots. Instead, the cases k = 3, 5 show that the
EV model smooths the solution too much, and thus it is not able to capture the high frequencies. On the
other hand, the NN shows much better results, namely the solution correctly represents the high-frequency
wave pack present between x = 0.5 and x = 2.5. This also proves that the neural viscosity model is able
to exploit the high-order nature of the method, indeed the three considered cases have the same number
of degrees of freedom. In particular, for k = 3 we have a reduction of the L1 error of 43% and of 51% of
overshoot/undershoot. The dissipation injected by the NN, as shown in Figure 17, is concentrated on the
shock and, differently from the EV model, adds also other small patches of viscosity at the boundary of the
sinusoidal wave pack.

5.3 Two-dimensional problems

We analyze now two-dimensional problems. Notice that, to pass to 2D, we do not have to change anything
about the training algorithm or the neural network architecture: everything is exactly the same as in the
one-dimensional case. However, the physics that governs these problems is significantly different from before.
This requires to train a new neural network, which in turn entails a re-tuning of the hyperparameters. Indeed,
in two dimensions more complex structures appear as a result of the interactions among one-dimensional
waves. Hence, the differences among the models are more prominent, requiring an NN able to generalize
better.

We choose the hyperparameter with a procedure that exactly mimics what was done in the one-dimensional
case, as described in Subsection 4.3. Let us remark that this expensive operation of training and hyperpa-
rameters tuning must be done just once for all the two-dimensional problems, meanwhile, traditional models
must be tuned problem by problem. At the end of this process, we selected a NN with a width of 160 and a
depth of eight (the other hyperparameters remain unchanged). As we have done for the one-dimensional test
cases, we start by showcasing the results on scalar problems and then pass to the Euler system of equations.
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Figure 18: Test case 7: solution and error at final time T = 0.25 for k = 1.

Figure 19: Test case 7: maximum value of the artificial viscosity µ in time for k = 1.

5.3.1 Test case 7: linear advection

The first 2D test case we consider is linear advection f(u) = βu with coefficient β = [1, 1]⊤. This simple
test case is non-trivial when dealing with discontinuous initial condition, namely, we employ

u0(x1, x2) =


2 xi ∈ ( 15 ,

4
5 ), i ∈ {1, 2},

1 xi ∈ (1, 3
2 ), i ∈ {1, 2},

0 otherwise.

Moreover, it gives us the possibility to check the mass conservation properties of the neural viscosity model.
We solve the problem in Ω = (0, 2)2 with a final time T = 0.25 on a structured grid with 7200, 1800, 450
triangular elements and k = 1, 3, 5, CFL = 0.075, 0.3, 0.32, respectively. We focus on k = 1 since the other
two cases are analogous. As done in the previous test cases, we compare the neural viscosity model with
a tuned EV model (cK = 1.0, cmax = 0.5) and two other EV models that inject a sub-optimal amount of
dissipation (too large cK = 2.0, cmax = 1.0 and too small cK = 0.5, cmax = 0.25). From Figure 18 we
clearly see that both the NN and the EV model smooth the discontinuous profile of the initial condition in
order to avoid oscillations. The NN solution is symmetric and visually exhibits a sharper wavefront. This
is confirmed by the quantitative analysis of the error reported in Table 6. In particular, it is interesting to
observe that the NN model injects more viscosity than a classical EV model but has a smaller L1 error. This
is not an intuitive behavior when comes to the EV model since from both Figure 19 and Table 6 it is clearly
observable that EV models that inject larger dissipation have smaller overshoots/undershoots but larger L1

error. Moreover, the solution obtained with the NN conserves the mass better than the one obtained with
the EV model, showing that also physics is respected. Therefore, in this case, the neural viscosity model is
effectively learning a new model that has better properties than the EV one.

5.3.2 Test case 8: KPP rotating wave

We consider now nonlinear scalar conservation equations characterized by the non-convex flux [sinu, cosu]⊤.
Specifically, we examine a two-dimensional scalar conservation equation introduced in [24, 35]. This partic-
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Figure 20: Test case 8: solution and error at final time T = 0.25 for k = 1, 3.

Figure 21: Test case 8: solution and error at final time T = 0.25 for k = 5.

ular test poses a challenge to numerous high-order numerical schemes due to its intricate two-dimensional
composite wave structure in the solution. Namely, we have Ω = (−2, 2)2, T = 1 and initial condition

u0(x) =

{
7
2π if ∥x∥2 < 1,
1
4π otherwise.

The problem is endowed with periodic boundary conditions. For discretization, we employ a structured
triangular mesh with 7200, 1800, 450 elements and k = 1, 3, 5, CFL = 0.11, 0.4, 0.48, respectively. We
compare the neural viscosity model with EV models tuned like in the previous test case. The results
reported in Figure 20, 21 and show that the neural viscosity model produces more accurate solutions with
respect to the EV one. In particular, it presents less wriggles and a sharper wave front. To understand the
behavior of the model we report also in Figure 22 the maximum, mean, and median of the injected viscosity.
As was the case in 1D, the NN model injects more viscosity than the tuned EV model, but retains a lower
L1 error, as shown in Table 7.

5.3.3 Test case 9: Euler equation, Riemann problem

We now consider a two-dimensional Riemann problem for the Euler system. Namely, we consider the
configuration 12 proposed in [36, 53]. The problem is particularly challenging in view of the presence of both
contact waves and shocks. The physical domain is Ω = (− 1

2 ,
1
2 )

2, the final time is T = 0.25 and the initial
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Figure 22: Test case 8: maximum value of the artificial viscosity µ in time for k = 1, 3, 5 (from top to bottom).

k = 1 k = 3 k = 5
NN EV NN EV NN EV

ϵ 1.6196e+05 3.9369e+05 1.6956e+05 3.8346e+05 2.5583e+05 2.8887e+05
∇ϵ 2.4551e+05 4.3755e+05 1.2625e+06 1.7127e+06 2.6152e+06 2.8368e+06
[[ϵ]] 1.0973e+05 1.4006e+05 8.2736e+04 9.7502e+04 4.4259e+04 6.2624e+04
o/u 8.0091e+03 1.9289e+04 6.4779e+03 6.8667e+03 4.6155e+03 5.0963e+03

Table 7: Test case 8: comparison of cumulative L1 error metrics Eq. (16) - (19) over all timesteps from 0 to T .

Figure 23: Test case 9: solution and error at final time T = 0.25 for k = 1, 3 (from left to right).

conditions are:

u0(x1, x2) =


ρ0
v1,0
v2,0
e0

 =


[0.5313, 0, 0, 0.4]⊤ if x1 > 0, x2 > 0,

[1, 0.7276, 0, 1]⊤ if x1 < 0, x2 > 0,

[0.8, 0, 0, 1]⊤ if x1 < 0, x2 < 0,

[1, 0, 0.7276, 1]⊤ if x1 > 0, x2 < 0.

Since the problem is completed with periodic boundary conditions, we enlarge the domain to Ω =
(− 3

2 ,
3
2 )

2 to avoid contaminations of the solution. The discretization is done with a structured grid with
7200, 1800, 450 triangular elements and k = 1, 3, 5, CFL = 0.05, 0.18, 0.21, respectively. The results are
reported in Figure 23, 24. A qualitative way to evaluate the model is to check the error done in representing
the fine structures in x = [0, 0]⊤ and x = [0.4, 0.4]⊤. It is possible to notice that the NN model captures
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Figure 24: Test case 9: solution and error at final time T = 0.25 for k = 5.

k = 1 k = 3 k = 5
NN EV NN EV NN EV

ϵ 1.8409e+04 3.1180e+04 1.2387e+04 2.1667e+04 1.1578e+04 1.7845e+04
∇ϵ 2.0193e+04 2.9233e+04 7.0429e+04 9.1563e+04 1.3498e+05 1.6098e+05
[[ϵ]] 5.5618e+03 4.5949e+03 2.3759e+03 1.7313e+03 1.4495e+03 9.8379e+02
o/u 7.4932e+01 1.7049e+02 6.5138e+01 1.3598e+02 3.9249e+01 7.5978e+01

Table 8: Test case 9: comparison of cumulative L1 error metrics Eq. (16) - (19) over all timesteps from 0 to T .

better the contact wave, especially for k = 3. This is confirmed by a quantitative analysis of the errors, as
shown in Table 8.

6 Conclusions

In this work, we proposed a novel algorithm to train a NN surrogating an artificial viscosity model in a
non-supervised way. Seeking to surpass the performance of classical viscosity models, we introduced a new
approach inspired by RL that, by interacting with a DG solver, is able to discover new viscosity models
without the necessity of explicitly building a dataset.

First, we presented a NN model with a renewed architecture with respect to the one present in literature
[16]. The modification we have introduced proved to increase the flexibility and accuracy of the network.
Then, we tested the model trained with the proposed training algorithm on several test cases, ranging from
problems with smooth to discontinuous solutions and from scalar to vectorial equations. The trained NN
exhibits favorable generalization properties despite being trained in an environment consisting of relatively
simple problems. The resulting model proves to maintain the expected order of convergence for smooth
problems. Furthermore, it outperforms the optimally tuned classical models under the considered metrics.
Indeed, we have demonstrated that a viscosity model with consolidated reliability, such as EV, may falter
in generating accurate results unless optimal parameters are carefully selected. The trained model exhibits
effective shock-capturing properties and identifies areas requiring dissipation of numerical oscillations. This
feature is more apparent in two-dimensional problems, where the NN can accurately capture multidimen-
sional waves, fine patterns, and intricate spatial configurations.

This algorithm also opens the possibility of training models by incorporating data that comes from the
physical measurement of quantities of interest, such as the velocity or the pressure of a flow field. In future
works, we aim to test that this integration effectively enhances model reliability by incorporating fundamental
principles and constraints, leading to more accurate predictions and improved generalization to real-world
scenarios. Moreover, we plan to apply the proposed algorithm to more domain-specific test cases such as
the variational multiscale stabilization methods for the approximation of the incompressible Navier-Stokes
equations.
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