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Abstract

A general and flexible bi-clustering algorithm for the analysis of
Hilbert data is presented in the Object Oriented Data Analysis frame-
work. The algorithm, called HC2 (i.e. Hilbert Cheng and Church), is a
non-parametric method to bi-cluster Hilbert data indexed in a matrix
structure. The Cheng and Church approach is here extended to the
general case of data embedded in a Hilbert space and then applied to
the analysis of the regional railway service in the Lombardy region with
the aim of identifying recurrent patterns in the passengers’ daily access
to trains and/or stations. The analysed data, modelled as multivariate
functional data and time series, allows to measure both overcrowding
and travel demand, providing useful insights to best handle the service.

Keywords: Bi-clustering, Clustering, Functional Data, Mobility, Rail-
way Network, Crowding
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1 Introduction
Due to urbanization and globalization, in recent years, the demand for trans-
portation has increased like never before. Many benefits to individuals, com-
munities and the local economies are brought by public transport systems.
To increase public transport usage, public transport systems need to become
more competitive improving the service quality (1). For instance, since over-
crowding is one of the major cause of passengers dissatisfaction (2), a first
step to improve service quality, is to measure the quality of the service in
order to identify the potential weaknesses of a public transport system. The
aim of this work is to develop a strategy for profiling the mobility flows and
identifying situations of crowding in a railway system.

Since mobility data are continuously collected over time and space, they
are often studied as time series or functions, see for example (3), (4), (5)
and (6). More in general, this increasing availability of complex and high-
dimensional data has motivated a fast and extensive growth of Object Ori-
ented Data Analysis (OODA, e.g., (7)), a branch of statistics which seeks
to observe each "object datum" - in our case, time series and functions - as
a realization of a random element in a finite or infinite-dimensional space.
To extract mobility patterns and give a synthetic view of the information
contained in this type of data, clustering approaches are usually employed
in the literature (e.g., (8), (9), (10), (11)). With such approaches the whole
set of statistical units of interest (e.g. stations) can be stratified in smaller
subsets according to specific mobility flows. Nevertheless, the interpretation
of these clusters can be difficult due to the long period of observation; hence,
cutting this period into small units, e.g. days, and arrange the data in a
data matrix, where rows are the statistical units of interest and columns are
time units, can help in understanding the phenomenon. In this framework,
bi-clustering techniques, first introduced by (12) for expression data, allow
to simultaneously group the rows and the columns of a data matrix when
data are intrinsically ordered in a matrix structure. Classical bi-clustering
methods have been developed to deal with data matrices whose entries are
scalar. When the entry of each cell is a data object more complex than a
scalar, new approaches within the framework of OODA should be developed.
When dealing with time series or functional data, there are just few works
dedicated to the bi-clustering in data matrix where each cell contains a sin-
gle curve: (13) and (14) develop a parametric bi-clustering technique, based
on the functional latent block model ((15)), to co-cluster different electricity

2



consumption curves on different days, while (16) develop a non parametric
bi-clustering technique, based on the extension of the Cheng and Church
algorithm (12), to co-cluster different bike station usage profiles on different
days. Alternatively, (17) develop an algorithm that permits to find subsets of
functions that exhibit similar behaviour across the same continuous subsets
of the domain without assuming any matrix structure in the data. In all
these works the analysed objects are functions with one-dimensional domain
and codomain.

In this work, to characterise mobility flows and identify problems of over-
crowding, we observe the different stations and the scheduled trains of a
railway infrastructure on a period of nine days. Moreover, for each sta-
tistical unit we consider and analyse multiple aspects of the phenomenon,
measuring both overcrowding and travel demand, thus obtaining multivari-
ate functional data and multivariate time series. To consider this set of
information, we need to employ a strategy able to bi-cluster a data matrix
where in each cell an object, possibly belonging to a multidimensional space,
is contained. To the best of our knowledge, there are no works in the litera-
ture concerned with the problem of bi-clustering generic object data. Hence,
we present a bi-clustering method called the HC2 (i.e, Hilbert Cheng and
Church) that can be applied to the analysis of object data for which a mean-
ingful Hilbert space structure can be identified. From a methodological point
of view, we first extend the concept of ideal bi-cluster in the framework of
Hilbert data, then, we define a suitable index (i.e., H-score) to measure the
discrepancy of a generic bicluster (i.e., a selection of rows and columns) to its
ideal counterpart, and finally we propose an algorithm seeking for biclusters
in the data matrix with low H-score. From an application point of view, we
carry out two complementary analyses, focusing, respectively, on the anal-
ysis of stations and trains. First, we study the passengers’ departures and
arrivals at each day-hour for each station along different days. This allows us
to identify subsets of stations that in specific days show similar patterns of
departures and arrivals along the day point out station-day pairs that could
be homogeneously managed by the railway service provider; similarly, for
a given line we study also the passengers’ boarding, deboarding, and occu-
pancy of each scheduled train along its journey in different days, to identify
groups of trains that in specific days show a similar usage profile across the
line stations. These two different approaches allow us to have a complete
view of the system, identifying eventual issues in specific stations and days,
and specific scheduled trains in the different days.
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The manuscript is structured as follows: in Section 2 the analysed rail-
way service and infrastructure is presented, coupled with a description of the
collected information and the data elaboration procedure. The HC2 algo-
rithm is then presented in Section 3. To show the potential of the method,
a simulation study is shown in Section 4. Data are analysed in Section 5.
Conclusions are presented in Section 6.

2 Analysis of railway travel demand in Lom-
bardy

With an area of 23.844 square kilometres, a population of 10 million (more
than one-sixth of Italy’s population) and a fifth of Italy’s GDP produced in
the region, Lombardy is considered the most populous, richest and most pro-
ductive region in the country, and one of the EU engines In 2019, about 17
million trips per day, considering different modes of transport, were counted
across the region, making Lombardy also the region of Italy with the highest
number of daily trips (https://www.dati.lombardia.it). The major com-
pany responsible for the management of regional passenger train operations
in Lombardy is Trenord. Considering only the regional transport, the com-
pany operates almost 45 regional lines, 15 suburban lines and the Malpensa
Airport express line. Trenord operates almost 2200 rides per day, serving
almost 820.000 people (during working days) on the 1.920 km long regional
railway network. In Figure 1 the whole railway infrastructure is represented
showing stations and rail location. The infrastructure covers areas different
in terms of functionality and urbanization, connecting the Milan metropoli-
tan area (the largest in Italy and the third most populated functional urban
area in the EU) and the others main cities of the region to rural and moun-
tain Alpine areas spread around.
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Figure 1: Stations and rail locations in Lombardy. Stations of the Cadorna
- Asso line are highlighted in red.

2.1 People counter data

This work focuses on people counter data. In details, for each train in each
station, the number of boarding and dropping passengers is measured and
provided with extra meta-information on the train, such as the maximum
capacity. We then obtain, for each station and train, information on the load
factor, i.e. how much of a train passenger carrying capacity is used, and the
travel demand, observing boarded and dropped passengers at each station.
Data are available for a period of 9 consecutive days in November 2019 (five
working days and four weekend days). The analysis here presented focuses
on a specific train service: the Milano Cadorna - Asso line (Figure 1). The
Milano Cadorna - Asso line is a railway service with 19 stations from the
Milan city center (i.e, Milano Cadorna station) to the first Southern slopes
of the Alps (i.e., Asso station). This service passes through the provinces of
Milan, Monza, and Como with a 50 km route of about 78 minutes duration in
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each direction. The number and the schedule of the trains, in each direction,
change according to the day of the week, going from a minimum of 11 to
a maximum of 20 trains per day. In the analysed period nearly 125.000
passengers used on this train service, with a daily average of almost 21.000
passengers during working days and 3.000 during weekend days.

It is convenient to model a train service as a directed network where the
nodes are the ordered stations along the line, S = {s1, ..., sn}, and the edges
are the railway segments in between two consecutive stations, (sk, sk+1), with
sk, sk+1 ∈ S. We then define Q as the set of days in the analysed period
and Z as the set of scheduled trains during the analysed period travelling
along the line. Fixed a day q ∈ Q, for each train z ∈ Z, we know at each
station sk ∈ S the number of boarded passengers bzsk and the number of
dropped passengers dzsk . From these data, we can evaluate for each edge of
the directed network the number of passengers travelling on a specific train
z between two stations sk and sk+1 belonging to S as:

flowz
sk,sk+1

=
k∑

i=1

(bzsi − d
z
si
).

A scheme is represented in Figure 2. For each train we also know the train
capacity, Cz, i.e. the maximum number of passengers allowed on a train.
Using these data, we can evaluate the load factor for a specific edge as the
passengers flow on the edge divided by the train capacity:

LF z
sk,sk+1

= flowz
sk,sk+1

/Cz.

Figure 2: Representation of the available data
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2.2 Framing the station data as multivariate functional
data

When observing a station along a day, we would like to analyse along time
the load factor of the trains arriving and departing from the station and the
usage of the station in terms of boarded and dropped passengers. Note that
we are interesting in the analysis of this phenomenon on a hourly temporal
scale and not minute by minute, even thought we potentially have the data
each time a train is entering in a station; indeed, these latter data can be too
oscillating and noisy at the risk of loosing the information we are interested
in. To this end, for each station sk ∈ S, for each day and each hour of the day
h ∈ {00:00-00:59, ... , 23:00-23:59}, we observe the load factor of incoming
and outcoming trains, LFsk−1,sk(h) and LFsk,sk+1

(h) respectively, as the total
hourly incoming and outcoming flows over the total capacity considering all
the trains crossing the station in the considered hour. In addition, we also
evaluate the boarded/dropped Balancesk(h), for each hour h of the day in
the station sk ∈ S, as the difference between the total number of boarded
and dropped passengers over the maximum between the total boarded and
the total dropped passengers. Formulas for these quantities are:

• LFsk−1,sk(h) =

∑
z∈Zsk

(h) flow
z
sk−1,sk∑

z∈Zsk
(h) C

z ;

• LFsk,sk+1
(h) =

∑
z∈Zsk

(h) flow
z
sk,sk+1∑

z∈Zsk
(h) C

z ;

• Balancesk(h) =

=

∑
z∈Zsk

(h)(b
z
sk
− dtsk)

max(
∑

z∈Zsk
(h) b

z
sk
;
∑

z∈Zsk
(h) d

z
sk
)
=

=



∑
z∈Zsk

(h)(b
z
sk
−dtsk )∑

z∈Zsk
(h) b

z
sk

, if
∑

z∈Zsk
(h) b

z
sk
>
∑

z∈Zsk
(h) d

z
sk
;

0, if
∑

z∈Zsk
(h) b

z
sk

=
∑

z∈Zsk
(h) d

z
sk
;∑

z∈Zsk
(h)(b

z
sk
−dtsk )∑

z∈Zsk
(h) d

z
sk

, if
∑

z∈Zsk
(h) b

z
sk
<
∑

z∈Zsk
(h) d

z
sk
;

where Zsk(h) is the set of trains travelling through the station sk in the hour
h. Note that, for simplicity of notation, in the previous formulas we do not
include the observed day as index of these quantities, even if each quantity
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is differently defined for each station and each day. These sequence of values
along time are then transformed into functional data. For each day and each
station, the functional data are obtained by smoothing the 24 hourly values:
smoothing is performed by means of a Local Weighted Polynomial Regres-
sion with a tri-cube kernel function, a bandwidth equal to 0.75 hours and
a first order local polynomial (see, for instance, (18)). In this way, for each
station sk ∈ S in each day q ∈ Q, we obtain a three dimensional functional
datum Fsk,qFsk,qFsk,q = (LFsk−1,sk(·), LFsk,sk+1

(·), Balancesk(·)), defined on the daily
hourly domain [0, 24]. The first two components report information about
the load factor of the trains arriving and departing from the station sk along
the day q, while the third component is a balance function which represents
the interaction between travellers and the station sk along the day q; indeed,
if this quantity is equal to plus one, passengers are only boarding at that
station and trains are filling up; if it is equal to zero, the number of boarding
and dropping passengers are equal; if it is equal to minus one, passengers are
only dropping at that station and trains are emptying out.
These data are arranged in a matrix structure where each row represents a
station sk ∈ S and each column represents a day q ∈ Q, see Figure 3 (left).

2.3 Framing the train data as multivariate time series

When observing the trains in the different days, we would like to analyse
their load factor and study how passengers board and drop along the line
in each station. To this end, for every train and day, we consider the load
factor of the train when arriving at a station, and the proportion of boarded
and dropped passengers with respect to the total of passengers carried by
the train along its journey. Fixed a day, these quantities are evaluated for
each train z each time the train is crossing a stations sk ∈ S as:

• LF z(sk) =
flowz

sk−1,sk

Cz ;

• Boarded− proportionz(sk) =
bzsk∑

sk∈S
bzsk

;

• Dropped− proportionz(sk) =
dzsk∑

sk∈S
dzsk

;

Note that, coherently with the previous section and for simplicity of nota-
tion, we do not include the observed day as index of these quantities, even
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if each quantity is differently defined for each train and each day. In this
way, for each train z ∈ Z and each day q ∈ Q, we obtain a multivariate time
series Fz,qFz,qFz,q = (LF z(·), Boarded − proportionz(·), Dropped − proportionz(·))
composed from three longitudinal vectors defined for each stop of the line,
each vector with number of components equal to the number of stations along
the line. The first vector reports information about the load factor of the
trains along the line, to highlight overcrowding events. The second and the
third vectors represent the interaction between the travellers on the train
and the line, indicating the quotas of boarded and dropped for each station
along the line. Obviously, for a given train and a day, the sum of the values
of Boarded − proportion along the stations sum to one, and similarly for
Dropped− proportion.
These data are arranged in a matrix structure where each row represents a
station z ∈ Z and each column represents a day q ∈ Q, see Figure 3 (right).

2.4 Analysed data for bi-clustering

As explained above, given a line and a direction along this line, the analysed
data are arranged in two data matrices, see Figure 3. Here, in the first
case, rows are stations and columns are days, while in the second, rows are
trains and columns are days. These two matrices explore different aspects
of the system, allowing the study of the line in its entirety. In both cases,
we will look for a bi-clustering of the matrices, aiming at highlighting blocks
of stations (or trains) behaving in a similar way over different days. Notice
that in both cases the entries of the data matrix are objects taking values in
a multidimensional space; multivariate functional data when the focus is on
stations and multivariate time series when the focus is on trains. In the next
section we present our methodological proposal for the bi-clustering of these
types of complex object data.
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Figure 3: Illustrative visualisation of the obtained data matrices when con-
sidering stations along days (left) and trains along days (right)

3 Hilbert Cheng and Church Algorithm (HC2)
To the best of our knowledge, bi-clustering has not yet been considered within
the general framework of OODA. A few papers try to bi-cluster data matrices
whose entries are functional data, a special case of object data popularized by
the seminal work of Ramsay and Silverman (19): (13), (14) and (16). These
works proposed different bi-clustering methods extending classical models
for multivariate data, in particular (13) and (14) extend the classical Latent
Block Model ((15)) to the FunLBM algorithm for functional data, while (16)
does the same with Cheng and Church algorithm method, thus generating
the FunnCC bi-clustering method. The main difference among these methods
is that the FunLBM is a model-based procedure, assuming the existence of
a latent-block structure in the data-matrix (which is modeled as a Gaussian
mixture distribution on the basis coefficients of the functional data), thus
obtaining a semi-parametric method, while FunCC is fully non-parametric.
In this work, due to the nature of the analysed data, we rely on the FunCC
method as it does not make any prior assumption on the distribution of the
data. In addition, through FunCC obtains a non-exhaustive bi-cluster of the
data, thus allowing, more realistically, some elements not to belong to any
bi-cluster.
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3.1 Definition of Bi-cluster for Hilbert Data

LetHHH be a Hilbert space with norm ‖·‖HHH and inner product 〈·, ·〉HHH and XXX be
a random object belonging toHHH. Suppose a sample of n x m objects XijXijXij ∈ HHH
is available, arranged in a matrix A composed by n rows and m columns, i.e.
each element of the matrix A is an object datum XijXijXij with i ∈

{
1, ..., n

}
and

j ∈
{
1, ...,m

}
.

Given a sub-matrix B(I, J) ⊂ A, whose elements are the objects XijXijXij with
i ∈ I and j ∈ J , we can evaluate the average value µµµ of the sub-matrix and
the rows/columns components, respectively αiαiαi and βjβjβj as:

µµµ =
1

|I||J |
∑
i∈I

∑
j∈J

XijXijXij (1)

αiαiαi =
1

|J |
∑
j∈J

XijXijXij − µµµ (2)

βjβjβj =
1

|I|
∑
i∈I

XijXijXij − µµµ (3)

Notice that αiαiαi and βjβjβj are objects belonging to HHH and representing the
rows/columns components, i.e. the residues of respectively rows and columns
with respect to the mean value µµµ of the sub-matrix.

Definition 3.1 Given a data matrix A, an ideal bi-cluster is a sub-matrix
B(I, J) ⊂ A, s.t. each element XijXijXij with i ∈ I and j ∈ J can be expressed as:

XijXijXij = µµµ+ aαiαiαi + bβjβjβj ,∀i ∈ I , ∀j ∈ J

with (a, b) ∈ {0, 1}2 and µµµ, αiαiαi and βjβjβj respectively the average value of the
B(I, J) and the rows/columns components, defined as in (1), (2) and (3).

Starting from Definition 3.1 it is possible to obtain different kinds of ideal bi-
clusters, associated to different application contexts, by differently consider-
ing a and b. The complete form of ideal bi-cluster, as defined in Definition 3.1,
is obtained with (a, b) = (1, 1); considering, instead, (a, b) = (0, 0) in the Def-
inition 3.1, only the average value in the bi-cluster and not the rows/columns
components are considered, hence the ideal bi-cluster is composed by a group
of objects XijXijXij all equal to the average value µµµ of the bi-cluster. Considering,
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instead, (a, b) = (1, 0) or (a, b) = (0, 1), other ideal bi-clusters can be ob-
tained, discovering groups of objects that exhibit coherent variations on the
rows or on the columns of the data matrix. This choice is case study specific
and depends on the problem at hand.
In practice, we want to find sub-matrices B(I, J) as similar as possible to an
ideal bi-cluster, i.e. sub-matrices B(I, J) which minimize a specific objective
function. Hence, a specific H-score, which measures the deviation of the
selected elements from an ideal bi-cluster, has to be defined. In our case, we
define the H-score of a sub-matrix B(I, J) as follow:

Definition 3.2 Let A be a data matrix and B(I, J) ⊂ A be a sub-matrix of
objects XijXijXij with i ∈ I and j ∈ J . The H-score of B(I, J) is defined as:

H(I, J) =
1

|I||J |
∑
i∈I

∑
j∈J

∥∥XijXijXij −X 0
ijX
0
ijX 0
ij

∥∥2
HHH

with X 0
ijX 0
ijX 0
ij = µµµ+ aαiαiαi + bβjβjβj being the template object of the sub-matrix B(I, J)

with (a, b) ∈ {0, 1}2 and µµµ, αiαiαi and βjβjβj evaluated as in (1), (2) and (3) respec-
tively, using the objects XijXijXij ∈ B(I, J).

The introduced H-score evaluates the weighted mean squared residual ob-
tained when representing each element with the estimated template X 0

ijX 0
ijX 0
ij of

the sub-matrix to which the object is assigned to.
Note that the definition of ideal bi-cluster and H-score given in (16) are a
particular case of the ones given above when the objects of interest are func-
tional data embedded in the Hilbert space L2.

3.2 The HC2 Algorithm

Given the definitions of ideal bi-cluster and H-score of a sub-matrix, to iden-
tify a set of bi-clusters in the matrix structure A, we rely on the same proce-
dure used in (16). The Functional Cheng and Church algorithm (introduced
in (16)) extends the original Cheng and Church bi-clustering algorithm (12)
to the functional framework by defining a deterministic and non parametric
procedure. In this work, we generalize and extend this algorithm for dealing
with object data embedded in a Hilbert space, but we refer to (16) for the
details, without insisting on the obvious translations to the present more
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general setting.
In details, the algorithm starts by considering the whole data matrix and
proceeds iteratively by removing and adding rows or columns to find the
bi-cluster with highest dimensions, in terms of number of rows and columns,
and an H-score lower then a given threshold δ. To this end, at each step not
only the H-score is estimated but also the row and column scores, necessary
to add and remove rows or columns from the considered sub-matrix. In the
framework of Hilbert Data, we evaluate the row and the column scores in a
sub-matrix B(I, J) as:

diJ =
1

|J |
∑
j∈J

∥∥XijXijXij −X 0
ijX
0
ijX 0
ij

∥∥2
HHH ∀i ∈ I

dIj =
1

|I|
∑
i∈I

∥∥XijXijXij −X 0
ijX
0
ijX 0
ij

∥∥2
HHH ∀j ∈ J

In practice, the algorithm operates by performing three different iterative
procedures: the Multiple Node Deletion phase, the single Node Deletion
Phase and the Node Addition phase. In the Multiple Node Deletion phase
the algorithm tries to remove at the same time groups of rows or columns
with scores bigger than the H-score scaled by a parameter θ ≥ 1. In the
Single Node Deletion phase the row or the column with the largest score is
removed and the H-score of the new obtained matrix is updated; this phase is
iteratively repeated until the H-score is lower than a threshold δ. Finally in
the Node Addition phase the algorithm tries to add removed rows or columns
in order to make the bi-cluster as big as possible without increasing the H-
score.
As in the original FunCC algorithm, there are two important parameters,
δ and θ, that need to be set before running the algorithm. The parameter
δ influences the final number of bi-clusters; when δ is too high a single bi-
cluster containing the whole data matrix is obtained, while when is too low
a large number of bi-clusters is obtained. If the value of δ is very small,
it might even be impossible to find bi-clusters with H-score lower than the
thereshold. The parameter θ influences the algorithm speed: when too high
only the slower single node deletion step is performed, as it makes impossible
to pass through the multiple node deletion step, while when too low the
algorithm follows a faster but a too raw procedure, as a high number of rows
and columns would be removed in the multiple node deletion step. To tune
these parameters the same procedure illustrated in (16) is performed: for the
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δ parameter a sensitivity analysis on the number of obtained bi-clusters and
the number of not assigned observations is performed, while θ is selected as
big as possible, while still allowing for a reasonable computational time.

3.3 The implementation of the method when data ob-
jects are multivariate

Notice that, the method presented in the previous section can be applied
also in the multivariate case, e.g. dealing with multivariate functional data
or multivariate time series. Consider the Hilbert spaceHHH = H1×H2×...×HP ,
with P ≥ 1, where for p ∈, ..., P}, Hp is a Hilbert space with norm ‖·‖Hp

and inner product 〈·, ·〉Hp . In this framework, we consider a sample of n x m
random objectsXijXijXij = (X 1

ij, ...,X P
ij ) ∈ H1×H2×...×HP , arranged in a matrix

A, where X p
ij ∈ Hp for each p ∈ {1, ..., P}. In this case, when considering

a sub-matrix B(I, J) ⊂ A, we evaluate the H-score and the rows/columns
score employing the following norm in H1 ×H2 × ...×Hp:

∥∥XijXijXij −X 0
ijX
0
ijX 0
ij

∥∥2
H1×H2×...×Hp

=
1

|P |

P∑
p=1

wp

∥∥X p
ij −X

0,p
ij

∥∥2
Hp

(4)

with

w1, ..., wp ≥ 0 ,
P∑

p=1

wp = 1

and
X 0

ijX
0
ijX 0
ij = (X 0,1

ij , ...,X
0,P
ij )

being the template object of the sub-matrixB(I, J) with X 0,p
ij = µp+aαp

i+bβ
p
j

for p ∈ {1, ..., P}. The choice of weights wp can be driven by the problem
at hand, i.e., when objects in the different dimensions have different units of
measure to make the different norm values ‖·‖Hp

comparable. Moreover, the
weights wp make also possible to take into account prior knowledge about
the data by giving different weights to each component of the object data,
guarantying a great adaptivity to the real problem under study.
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4 Simulation study
To show the potential of the HC2 model, a data matrix of object data is
simulated. The case of multivariate functional data is considered, since in
the case study we deal with this kind of data. Specifically, each object is a
bi-dimensional functional datum, i.e. for each statistical unit two different
functions are observed. A data matrix A of dimensions 20 x 10 with three
bi-clusters is obtained as follow:

aijaijaij =


{X1(t) + ε1ij, Y

2(t) + ε2ij} ∀ (i, j) ∈ [1 : 10, 1 : 5]

{X1(t) + ε1ij, Y
1(t) + ε2ij} ∀ (i, j) ∈ [1 : 10, 6 : 10]

{X2(t) + ε1ij, Y
2(t) + ε2ij} ∀ (i, j) ∈ [11 : 20, 1 : 10]

where X1(t) = (t − 2.5)3/2, X2(t) = (t − 2.5)4/3 − 9, Y 1(t) = [−(t4 −
t3 − 19t2 − 11t) − 100]/10 and Y 2(t) = 6cos(3t), with t ∈ [0, 5]. The er-
rors εpij with p ∈ {1, 2} are from a Gaussian process with zero mean and
E(εpij(t)ε

p
ij(s)) = e−(|t−s|). All other elements in A are i.i.d. noisy data such

that aijaijaij = {5ε1ij, 5ε2ij}. Resulting simulated data are shown in Figure 4.

Figure 4: Obtained simulated data on the two considered dimensions

The HC2 algorithm is applied evaluating the scores using the norm defined
in (4) with the L2 norm on each p-dimensional Hilbert space and wp = 1 for
p ∈ {1, 2} and considering (a, b) = (0, 0). Parameters δ and θ are chosen as
δ = 2 and θ = 1 after a sensitivity analysis, as explained in Section 3. The
algorithm can easily reconstruct the bi-clustering structure: it finds three
bi-clusters, represented by a different combination of the template functions
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on the two components, leaving all the other elements as not included in any
bi-cluster.
Results are shown in Figure 5, where bi-cluster 0 represents the artificial
bi-cluster containing the not assigned elements. Notice that, if we would
have worked separately on each component, then the results would changed.
Indeed, considering just the first dimension, the first and the last bi-clusters
would have been merged together. Analogously, if the focus was on the sec-
ond dimension, the second and the third bi-clusters would have belonged to
the same bi-cluster. Thus, applying the HC2 bi-clustering we are able to
unearth clear multivariate patterns which would be hidden if the analysis
were conducted component-wise.

Figure 5: Obtained results applying the HC2 algorithm to the simulated
data: resulting matrix (left), assigned functions to each bi-cluster (right)

5 Case-study: usage of a railway infrastructure
This section presents the results of the application of the methodological ap-
proach presented in previous sections to the collected data on the usage of
the railway infrastructure in Lombardy on the Milano Cadorna - Asso line.
Notice that, the developed approach has been thought to be applicable to
study any line of the Lombardy railway infrastructure under examination, or
more in general any railway system.
For each direction, we first build two data matrices focusing both on sta-
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tions and trains as explained in Section 2, then, we perform the bi-clustering
method presented in Section 3 on the obtained data matrices.

5.1 Bi-clustering stations over days

When observing the different stations along different days, we build a data
matrix whose rows are the 19 stations and columns are the 9 considered days.
Specifically, we construct two data matrices, each one for each direction of
the trains on the line: from Milano Cadorna to Asso station and from Asso
to Milano Cadorna station, respectively. For each data matrix, in each cell,
representing a station in one day, we collect a three dimensional functional
datum containing information about the trains load factor arriving and de-
parting from that station, and the balance function of the boarding and
dropping travellers in that station, along the day. The obtained functions
are displayed in Figure 6; it can be noticed that the two directions are used
by passengers differently according to the hour of the day, e.g. direction
Milano Cadorna - Asso has a peak of load factor in the evening while Asso -
Milano Cadorna has a peak in the morning. The HC2 algorithm, presented
is Section 3, is then applied on this dataset with the aim of finding subgroups
of stations behaving in a similar way over subgroups of days. To this pur-
pose, we consider (a, b) = (0, 0). Moreover, for the same reason, the L2 norm
is applied on each p-dimensional Hilbert space in the evaluation of the H-
score and the rows/columns scores. The norm (4) is then employed setting
wp = 1 ∀p ∈ {1, 2, 3}, as all the considered functions have comparable units
of measures. In this way, each bi-cluster is represented only by its average
behaviour and the ideal bi-cluster is characterised by a group of functions all
equal to each other, without considering any day or station effect within the
same bi-cluster. A sensitivity analysis is performed before setting the value
of θ and δ, as explained in Section 3, bringing to the choice of θ = 1 and
δ = 0.035 for both directions.
The obtained results applying the HC2 algorithm on the two data matri-

ces, corresponding to the different line directions, are reported in Figure 7
and 8. In Figure 7 the data matrices coloured by the obtained bi-clusters
are reported; it can be noticed that the resulting bi-clusters are almost the
same considering both directions, with a big bi-cluster covering stations from
Asso to Meda during the whole week, and different bi-clusters on working
days and weekends observing the stations from Seveso to Cesano and from
Milano Affori to Milano Domodossola. Figure 8 shows for each bi-cluster its
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Figure 6: Obtained data for each station in each day for the directions Milano
Cadorna - Asso (top) and Asso - Milano Cadorna (bottom)

template function.
In details, for the direction Milano Cadorna - Asso, the first bi-cluster, which
covers about the 68% of the data, is related to all the stations from Meda
to Asso during the whole week. It can be observed that trains arriving and
departing from these stations along the whole day are uncrowded, and that
dropping passengers are slightly more than boarding passengers during the
whole day, thus, trains are slowly filling up in these stations. Bi-cluster 2
covers the stations from Milano Cadorna to Seveso during weekends, whose
trains arriving and departing are uncrowded, and in which the number of
boarding and dropping passengers is almost equal during the whole day. Bi-
cluster 3 and bi-cluster 4 cover stations from Milano Domodossola to Milano
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Figure 7: Obtained data matrices coloured by the different bi-clusters discov-
ered applying the HC2 algorithm for the directions Milano Cadorna - Asso
(left) and Asso - Milano Cadorna (right)

Affori and from Cesano to Seveso, respectively, during working days. Trains
arriving and departing from these stations have a load factor higher than
100%, especially in the afternoon. The main difference among these two
bi-clusters is that, especially in the afternoon, bi-cluster 3 covers stations in
which passengers mainly take the train, i.e. the number of boarding passen-
gers is higher than the number of dropping ones, while, as opposite, bi-cluster
4 covers stations in which passengers mainly drop off the trains, i.e. the num-
ber of dropping passengers is higher than the number of boarding ones. This
aspect is evident also looking at the differences between the load factor in
and out of bi-clusters 3 and 4: stations belonging to bi-clusters 3 have a LF
of the arriving trains lower than the LF of the departing trains, meaning
that passengers are boarding on the trains through these stations, hence in-
creasing the trains crowding; as opposite, stations belonging to bi-clusters 4
have a LF of the arriving trains higher than the LF of the departing trains,
meaning that passengers are dropping from the trains through these stations,
hence decreasing the trains crowding.
Bi-cluster 5 covers Milano Cadorna station during working days: trains leav-
ing this station have high crowding in the afternoon, around 100%.
Considering obtained bi-clusters in the opposite direction, the first bi-cluster,
which covers about the 68% of the data, is related to all the stations from
Asso to Meda during the whole week. It can be observed that trains arriv-
ing and departing in these stations along the whole day are uncrowded, and
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Figure 8: Obtained template functions for each bi-cluster on each dimension
for the directions Milano Cadorna - Asso (top) and Asso - Milano Cadorna
(bottom)

that there are more boarding than dropping passengers during the whole day.
Bi-cluster 2 covers the stations from Seveso to Milano Domodossola during
weekends, trains arriving and departing from these stations are uncrowded
and the number of boarding and dropping passengers is almost equal during
the whole day. Bi-cluster 3 and bi-cluster 4 cover stations from Milano Affori
to Milano Domodossola and from Seveso to Cesano Maderno, respectively,
during working days. In both the bi-clusters, trains arriving and departing
from these stations have a load factor higher than 100%, especially in the
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morning. As in the obtained bi-clusters in the opposite direction, the main
difference among these two bi-clusters is on the way passengers interact with
the system through the covered stations; in this direction, passengers mainly
drop off the trains through stations belonging to bi-cluster 3, while board
on the trains through stations belonging to bi-cluster 4, especially in the
morning. This aspect is also highlighted looking at the differences between
the load factor in and out of the two bi-clusters: stations in bi-cluster 4 have
a LF of arriving trains lower than LF of departing ones, the opposite for
stations in bi-cluster 3. Bi-cluster 5 covers Milano Cadorna station during
the whole week: trains arriving in this station have high crowding in the
morning, around 80%, and here all the passengers drop off. Bi-cluster 6 cov-
ers Seveso station during the weekends. This station, as those in bi-cluster
2, has a low crowding, but differently from them has more boarding than
dropping passengers during the whole day.

5.2 Bi-clustering of trains over days

As explained in previous sections, when observing the single trains travelling
along the line in a specific day, we are building a data matrix whose rows are
scheduled trains and columns are considered days. Specifically, we construct
two data matrices whose dimensions change according to scheduled trains in
a specific direction: from Milano Cadorna to Asso we constract a 22 x 9 data
matrix, while from Asso to Milano Cadorna a 20 x 9. Notice that, trains
are scheduled at different hours depending on the day of the week, so, when
observing a data matrix, some cells contain missing values due to the fact
that no trains are scheduled at that time in that day. In Figure 9 we show
for each direction the data matrix structure highlighting the missing data.
For each cell of each data matrix, we collect three different information: the
train load factor along the crossed stations, and the proportion of boarded
and dropped passengers at each station with respect to the total travellers
on the considered train. The obtained data for each train in each day in
both directions are shown in Figure 10. The HC2 algorithm, presented is
Section 3, is then applied on this dataset with the aim of finding subgroups
of trains behaving in a similar way over subgroups of days. To this purpose,
we consider (a, b) = (0, 0). Moreover, for the same reason, the Euclidean
norm is applied on each p-dimensional Hilbert space in the evaluation of the
H-score and the rows/columns components. The norm (4) is then employed
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Figure 9: Scheduled trains during the different days (in blue) for the direc-
tions Milano Cadorna - Asso (left) and Asso - Milano Cadorna (right)

Figure 10: Obtained data for each train for the directions Milano Cadorna -
Asso (top) and Asso - Milano Cadorna (bottom)

setting wp = 1, for p ∈ {1, 2, 3}, as all the considered longitudinal vectors
have comparable units of measures. In this way, each bi-cluster is represented
only by its average behaviour and the ideal bi-cluster is characterised by a
group of longitudinal data equal to each other, without considering any day
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or train effect within the same bi-cluster. A sensitivity analysis is performed
before setting the value of θ and δ, suggesting a choice of θ = 1 for both
directions, δ = 0.009 for the direction Milano Cadorna - Asso and δ = 0.008
for the direction Asso - Milano Cadorna.
Obtained results on the two different directions are reported in Figure 11
and 12. In Figure 11 we show the obtained data matrices coloured by found
bi-clusters. Note that different bi-clusters are observed when considering
the two different directions. In detail, when considering the trains travelling
from Milano Cadorna to Asso four different bi-clusters are discovered, whose
behaviour, with respect to each dimension, is shown in Figure 12 (top). Bi-
cluster 1 covers trains before 1:08p.m., between 3.08p.m. and 4:38p.m. and
after 7:38p.m. during the whole week, which are uncrowded along the whole
line with more dropped in Erba station. Bi-cluster 2 covers trains at 2:08p.m.,
5:08p.m., 6:08p.m. and 7:08p.m. during the whole week except Thursday,
which are overcrowded (with load factor higher than 100%), especially in the
first part of the line, and there are more dropped in Cesano Maderno and
Seveso stations. Bi-clusters 3 and 4 cover the same trains as bi-cluster 2 but
on Thursday, which are overcrowded (with load factor respectively higher
than 150% and 200%).
When observing the opposite direction, the structure of found bi-clusters
is different. Firstly, bi-clusters containing crowded trains are almost in the
morning and the bi-clustering structure highlights a difference between work-
ing days and weekends. In details, four bi-clusters are discovered: bi-cluster
1, covering trains before 6a.m. and after 9:30a.m. during the whole week,
which are uncrowded along the whole line and where there are more boarded
passengers in Milano Bovisa station with respect to other bi-clusters; bi-
cluster 2, covering trains between 6:30a.m. and 8:30a.m. during the week-
ends, which are uncrowded along the whole line; bi-clusters 3 and 4, covering
the same scheduled trains as in Bi-cluster 2 but during working days, which
contain overcrowded trains (with load factors respectively higher than 150%
and 200%) especially in the last part of the line.

23



Figure 11: Obtained data matrices coloured by the different bi-clusters dis-
covered applying the HC2 algorithm for the direction Milano Cadorna - Asso
(left) and Asso - Milano Cadorna (right)

5.3 General Results on the Cadorna-Asso line

Results presented above have highlighted situations of overcrowding and have
shown how passengers travel on the Cadorna-Asso line through two different
approaches: considering stations or trains over different days. Even if the
two approaches are different, they point out similar results and display com-
plementary information for an insightful understanding of the dynamics of
the infrastructure. Generally, the line seems to be used mainly by commuters
during working days in both directions: in the morning trains going to Mi-
lano Cadorna present high events of crowding in the stations just before the
gates of Milan and in the city itself, while, on the opposite direction, trains
present high events of crowding in the same stations but in the afternoon.
The obtained bi-clusters from a station point of view suggest that a different
behaviour is present between stations in the city center, Cesano Maderno
and Seveso during working days and weekends, and stations from Meda to
Asso along the whole week. In particular a problem of crowding is identified
in stations closed to Milan. These results are underlined in both directions,
despite the fact that different behaviours are present according to the ob-
served direction.
The obtained bi-clusters from a train point of view suggest the scheduled
trains which need some improvement in capacity due to overcrowding prob-
lems and trains that can be deleted, as uncrowded. Overcrowding issues
are identified at different hours of the day according to the direction: in
the afternoon from Milano Cadorna to Asso and in the morning in the op-
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Figure 12: Obtained template functions for each bi-cluster on each dimension
for the direction Milano Cadorna - Asso (top) and Asso - Milano Cadorna
(bottom)

posite direction. Observed proportion of boarding and dropping on specific
bi-clusters could guide possible decisions on improvement or reduction of the
number of trains in the line, considering improvement only for some stops -
e.g. skipping a station or increasing the frequency of trains in a section of
the line.

6 Conclusions
In this work we study the passengers flow on the lines of the Lombardy
railway infrastructure analysing data collected through people counter tech-
nologies. The aim of this work is to develop a strategy to identify situations
of crowding in the system and to underlay the spatio-temporal interactions
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of passengers with the infrastructure, so to identify the potential weaknesses
of the public transport system and help decision makers in improving the
service quality.
For each station the load factor of arriving and departing trains and a bal-
ance function of boarded and dropped are considered as functional data along
time. Similarly, for each train, the load factor and the proportion of boarded
and dropped at each station are evaluated as longitudinal vectors along the
stops of a line. These data are observed over a period of nine days with
the aim of discovering subgroup of stations (or trains) behaving in a similar
way over subgroups of days, observing the different collected information. To
this end, a bi-clustering technique - called Hilbert Chung and Church (HC2)
- is presented to group simultaneously rows and columns of a data matrix,
whose elements are complex object data embedded in a Hilbert space. The
presented approach is non parametric and very flexible, allowing to discover
different bi-clusters depending on the problem at hand.
Applying the HC2 algorithm to the data at hand we are able to discover how
passengers move along a line underlying situations of crowding in the system
depending on the day of the week and the hour of the day. The two differ-
ent points of view employed in the analyses, i.e. bi-clustering respectively
stations and trains along days, allow to obtain a complete understanding of
the system. The obtained results could help railway transport companies to
study the system, identify eventual issues and plan eventual decisions on the
trains scheduling. The developed approach is flexible and scalable, indeed it
is ready to be used to analyse larger datasets and different railway systems
in other region.
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