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Abstract

In this paper we review some recent applications of the mimetic fi-
nite difference method to nonlinear problems (variational inequalities and
quasilinear elliptic equations) and optimal control problems governed by
linear elliptic partial differential equations. Several numerical examples
show the effectiveness of mimetic finite differences in building accurate
and robust numerical approximations. Finally, we draw some conclusions
highlighting possible further applications of the mimetic finite difference
method to nonlinear Stokes equations and shape optimization problems.
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1 Introduction

Nowadays, the mimetic finite difference (MFD) method has become a very pop-
ular numerical approach to successfully solve a wide range of problems. This



is undoubtedly connected to its great flexibility in dealing with very general
polygonal meshes and its capability of preserving the fundamental properties of
the underlying physical and mathematical models (for a very restricted list see,
for instance, [7-9,12,13,15-18,23] and the review paper [24] for a detailed intro-
duction of the MFD method). The aim of this paper is to review some recent
applications of the MFD method to nonlinear problems (variational inequalities
and quasilinear elliptic equations) and constrained control problems governed
by linear elliptic PDEs. In particular, we will show through several numerical
examples the efficacy of mimetic finite differences in building accurate and ro-
bust numerical approximations. This is of paramount importance due to the
ubiquitous presence of nonlinear and control problems in applied and industrial
problems.

The outline of the paper is the following. In the next section we collect
some useful notation and assumptions that will be employed throughout the
paper. In Section 3 we consider the mimetic finite difference approximation of
the obstacle problem, a paradigmatic example of variational inequality, while in
Section 4 we consider the performance of the MFD method in approximating
quasilinear elliptic problems. In Section 5 we turn the attention to the mimetic
approximation of optimal control problems governed by linear elliptic equations.
Finally, in Section 6 we highlight possible further applications of the MFD
method to nonlinear Stokes equations and shape optimization problems, while
in Section 7 we draw some conclusions.

2 Mesh assumptions and degrees of freedom

The aim of this section is to introduce some notation and the mesh assumptions,
and to define the degrees of freedom for the discrete approximation spaces we
are going to introduce later on. Throughout the paper, we will follow the
usual notation for Sobolev spaces and norms (see e.g. [20]). Moreover, for any
subset D C R? and non-negative integer k, we indicate by Py (D) the space of
polynomials of degree up to k defined on D. Finally, we will use the symbol <
to indicate an upper bound that holds up to a positive multiplicative constant
independent of h.

2.1 Mesh assumptions

Let ©Q be a regular enough two-dimensional domain, and let €2, be a non-
overlapping partition of {2 into, possibly non-convex, polygonal elements E with
granularity h = supgcq, hg, being hg the diameter of E' € Q). We denote by
Ny and N; ;? the sets of interior and boundary mesh vertices, respectively, and
set NVj, = N UNP. Proceeding as in [12] we also assume the following.

Assumption 2.1 (Mesh regularity assumptions) There exist an integer num-
ber N and a shape regularity constant, both independent of h, such that for every



element E € Qy it exists a compatible sub-decomposition ThE with at most N
shape-regular triangles.

We point out that Assumption 2.1 only requires the existence of a compatible
sub-mesh that does not have to be constructed in practice. Moreover, it is easy
to check that Assumption 2.1 guarantees that the following mesh regularity
properties are satisfied

i) There exists N > 0 such that every element E has at most N edges;

i1) There exists v > 0 such that for every element E and for every edge e of
E, it holds |e| > vhg, where |e| is the length of e;

i11) For every E € ), and for every edge e of E, the following trace inequality
holds

190132 S bE 0320 + b |8l () Yo € HY(E).

2.2 Degrees of freedom for scalar and vector fields

In the following we will require to discretize scalar fields in H'() and L?(12),
as well as vector fields in H(div,2). Therefore, the scope of this section is to
introduce the corresponding finite dimensional spaces V;, @y, and X}, together
with suitable interpolation operators from the continuous spaces to the associ-
ated discrete ones, and set up some notation.

We start defining the finite dimensional space V}, aiming at approximating
the elements of H!(Q). Every discrete function v, € Vj, is a vector of real
components v, = {v'}ven; one per mesh vertex, so that the dimension of V},
equals to the numbers of vertices of the mesh 2j,. We also define V)¢ as the subset
of V}, consisting of functions satisfying a Dirichlet-type boundary condition

VI ={vy eV : v} =g(v) W e NP3,

with ¢ a given smooth enough function. Accordingly, V;? represents the space
of discrete functions vanishing at the boundary nodes.
The space V}, is endowed with the following discrete seminorm

ol = 3 JonlBs= 3 1B Ll'(—)] LW

EcQy, EcQyp ee&y
eCOFE
which becomes a norm in V}?. Here vi and v, are the two endpoints of e € &,
and |E| is the area of the element E € Q.
We define the following interpolation operator from the space C°(2) N H(€2)
into the discrete space Vj,. For any v € C°(Q) N HY(Q), v € V}, is defined as

v =ov(v) VveEN,. (2)



Notice that, under Assumption 2.1, the above interpolation operator satisfies
classical approximation estimates, see [3]. The local version of the operator (2)
is defined accordingly. That is, for any v € C°(E) N HY(E), v; € V}|g is given
by

v =v(v) VYve~NE,

with ./\/',JLLJ the set of vertices of the polygon E € Q.

Next we introduce the discrete space @ describing the degrees of freedom
associated to a scalar field in L?(Q). Every discrete function g, € Q, is a vector
of real components one per mesh cell, so that the dimension of )5, equals the
number of polygons in Q. That is, for ¢, € @, we have g, = {qr}Ercq,, With
qe € R the value of the discrete variable associated to the polygon FE € Q.

We endowed @}, by the following scalar product

[pr, anlq, = Z |Elpeae Y Ph.qn € Qn, 3)
EecQy,
and denote by || - ||g, the induced norm, i.e.,
Iplls, = [Ph-prla,  You € Qn. (4)

Notice that (3) coincide with the L2?(f2) scalar product for piecewise constant
functions.
For further use, we also introduce the following operator from L!(f2) onto

Qn )
QI|E:—/qu VEe, VYqelL'(Q), (5)
Bl JE

Finally, we introduce the finite dimensional space X aiming at approximat-
ing the elements of H(div,2). In order to completely describe a vector field
G}, € Xy, we associate to any mesh edge e € &, a real number G, € R, so that
for Gy, € X}, we have Gj, = {Ge}ecg, . Clearly, the dimension of X}, is equal to
the cardinality of &,.

The scalar product in X}, is defined by assembling elementwise contributions
from each element, i.e.,

[Fn,Ghlx, = Y [Fu,Gule YV Fy, Gy € Xp, (6)
EeQy

where the precise definition of [-,-|g will made be clear later on. The space X},
is equipped with the induced norm i.e..

IFull%, = [Fn. Fulx, VFhn€ X,

For any edge e € &, we denote by n. the unit normal vector to e € &, fixed
once and for all, and define the projection operator from H (div, ) N [L*(Q)]?,



s > 2, onto X}, as follows

G1|e:i/G~ne dS Vee&, VG e H(div,Q), (7)

Finally, we define the discrete divergence operator form the space X} onto
Qn

1
DIV : Xp = Qn DIVh(Gh)le =1 Y [e|GE VE € Qy, (8)

|E‘ eCOFE

where GP = Gene - nf € R and nf is the unit normal vector to e pointing
outward to E € Q. It is immediate to check that DZV,(Gr) = (div G); for
all sufficiently regular vector fields GG, where the first interpolation is in X} and
the second in Qy,.

The local bilinear forms (6) are defined as in [14] and satisfy the following
two conditions:

(S1) Continuity and coercivity: For any E € Q, it holds

Y IBIGE? S[GnGaly S ) IEIGE)® VGh € X
eCOFE eCOFE

(S2) Local consistency: for every linear function ¢! on E € €y, it holds

[(vql)laGh]EJF/ ¢' DIVi(Gh) dV = Y Gf/ql dS VG, € X.
E e

eCOFE

3 The obstacle problem

The aim of this section is to show that MFD methods can be successfully ap-
plied to discretize variational inequalities. To this aim we consider the simplest
example, namely the obstacle problem which consists in finding the equilibrium
position of an elastic membrane whose boundary is held fixed, and which is
constrained to lie above a given obstacle. In the next Section we recall the con-
tinuous problem, then Section 3.2 is devoted to present the MFD discretization
and the approximation results and finally Section 3.2 presents some numerical
computations. Throughout this Section we will assume that the computational
domain 2 is an open, bounded, convex set of R?, with either a polygonal or a
C?%-smooth boundary.

3.1 Continuous problem

Let ¢ € H%(2) a given function that satisfies 1) < g on 9Q, where g is the trace
of a given function in H?(2), and let K be the convex set defined as

K={ve H Q) : v=gondQand v>1 ae. in Q}.



The obstacle problem can be written as the following variational inequality:
Find v € K such that a(u,v—u) > F(v—u) YveEK, (9)

respectively, where the bilinear form a(-,-) : H'(Q) x H'(Q2) — R and the
linear functional F(-) : H*(Q2) — R are defined as

a(u,v):/QVu~Vv v, F(v):/ﬂfvdv, (10)

with f € L*(2) a given function. It can be shown that under the above data
regularity assumption, the elliptic obstacle problem (9) admits a unique solution
u € H%(Q), see e.g. [11] and [26, Corollary 5:2.3].

3.2 Discrete problem and convergence

We denote by ap(+,-) : Vi x Vi, = R the discretization of the bilinear form a(-, -),
defined as follows:

an(vn,wn) = Y af (vn,wp) Y op, wh € Vi, (11)
EeQy

where af(-,-) : V| x Vi|g — R are symmetric bilinear forms built on each
element E € {2, in such a way that the following properties are satisfied [12]

(S1) Continuity and coercivity: For every up, vy € Vj, and each E € , we
have

[oll3 ne S ak (vh,vn), ay, (unyvn) < lunllinellvnlline.

(S2) Local consistency: For every element E, every function ¢! € P}(E), and
every vy, € V3, it holds

e
om0 = Y (Ve ) B+ o).
el
where vi and v, are the two vertices of e € &j,.

The meaning of the above consistency condition (S2) is that the discrete bilin-
ear form respects integration by parts when tested with linear functions. The
discretization of the load term is defined as

kr
(fronn =Y fley_v"wh, (12)

EcQy, i=1
where vi,..., vk, are the vertices of E, w};, . ,wEE are positive weights such
that Y2F7, wi, = | E|, and
- 1
fle = —/ fdv.
E| /e



Finally, we are able to define the proposed MFD method for the obstacle
problem (9). Indeed, let us introduce the discrete convex space

Kp={v, € V7 1 vy >9¢(v) We Ny}
then the mimetic discretization of problem (9) reads:
Find up € K, such that ap(up,vp —up) > (fyon —up)n Yop € K. (13)

It can be shown that problem (13) admits a unique solutions. Indeed, from
property (S1), it is immediate to infer that the bilinear form ay(-,-) is coercive
on Vi /R. Then, the well posedness of (13) follows recalling that K, C V; is
convex and closed, and using standard results [20]. The following convergence
result has been proved in [3].

Theorem 3.1 Letu € KNH?() be the solution to the continuous problem (9),
and up, € Kj, be the corresponding mimetic approximation obtained by solving
the discrete problem (13). Then, it holds

lun —uillin S he

3.3 Numerical results

We set 2 = (—1,1)? and consider a variant of the example presented in [3]. Let
¥(x,y) =0, and choose as exact solution of model problem (9)

u(w,y) = (max{z? + y* —12,0})?, (14)

with 7 € (0,1) a parameter at our disposal. Figure 1 depicts the minimizer u

Figure 1: Obstacle problem. Exact solution u given in (14), » = 0.3, and the
obstacle ¢ = 0.

given in (14) together with the obstacle 9 in the case » = 0.3. The corresponding
load f(-,-) is given by

) —8(22% + 2y — r?) if a2 +y% >,
z,Y)=
787"2(1758273/24*7’2) if Va2 +y2 <,



and the Dirichlet boundary data g(x,y) = (22 +y?—r?)2. The obstacle problem
(9) has been solved numerically by the Projected Successive Over Relaxation
(PSOR) method (see [3] for more implementation details).

/

(a) Quadrilateral meshes. Refinement levels £ =1,2,3

(¢) Media type-2 meshes. Refinement levels £ =1,2,3

Figure 2: Samples of quadrilateral, median-type 1 and median-type 2 decompo-
sitions of 2 = (—1,1)2. From left to right: refinement levels ¢ = 1,2, 3.

We have consider sequences of quadrilateral, median-type 1 and median-type
2 of decompositions as those shown in Figure 2 for the first three refinement
levels £ = 1,2,3. In Table 1 we report the errors ||u; — upl/1,, measured in
the discrete energy norm defined in (1) for the considered sequence decompo-
sitions. In the last row of Table 1 we also report the computed convergence
rates obtained by the linear regression algorithm. We can observe that on all
the sequences of meshes a linear convergence rate is observed as predicted by
Theorem 3.1. We refer to [4] for more numerical experiments including the
numerical performance of an adaptive MFD method driven by a hierarchical a
posteriori error estimator similar to the one proposed in [2].



Table 1: Obstacle problem. Computed errors ||ur — up||1,, on the sequence of
quadrilateral, median-type 1 and median-type 2 decompositions.

Refinement level quadrilateral — median-type 1 median-type 2

(=1 6.67435e-2 1.57514e-1 1.57514e-01
(=2 6.04445e-2 6.71848e-2 6.20040e-02
(=3 2.18688e-2 4.99534e-2 4.36785e-02
(=14 1.04561e-2 2.55444e-2 1.95246e-02
=5 5.15400e-3 1.05753e-2 7.49375e-3
rate 0.99210 1.02879 1.04544

4 Quasilinear elliptic problems

The aim of this section is to show that the MFD method can be successfully
employed to discretize quasilinear elliptic equations (see also, e.g., [1,10] for the
finite volume approximation of nonlinear problems). In the following, we will
recall the model problem under investigation, and its MFD discretization. The
theoretical results reported below will also be validated by means of numerical
experiments.

4.1 Continuous problem

In this section, we discuss the application of the MFD method for the ap-
proximation of the solution to the following quasilinear elliptic problem: Find
u € H}(Q) such that

b(usu,v) = F(v) Vv e Hy (), (15)

where f € L%(Q) is given function, F(-) is defined as in Section 10, and b(-; -, -)
is a semilinear form defined as follows

b(u;v,w) = / k(|Vul?) Vo - Vw dV Yu,v,w € Hy(Q). (16)
Q
The nonlinearity £ : RT™ — R appearing in (16) is assumed to satisfy the
following assumptions
i) k(-) is continuous over [0, +00);
ii) there exist two positive constants k., k* such that:

ot —5) < k() — r(s?)s <k*(t—s) Vi>s>0.



Among all the functions that satisfy the above conditions, we are particularly
interested in the Carreau law
—2

R(t) = Too + (M0 — Noo) (1 + M) 7, £ >0, (17)
with 179 > 7o > 0, A > 0 and p € (1,2). We recall that a fluid that obeys
to a Carreau law is a type of generalized quasi-Newtonian fluid where viscos-
ity depends upon the shear rate. For example, the rheologic behavior of many
polymeric fluids or rubber-like liquids are frequently described in engineering lit-
erature by the Carreau law. Next, we briefly discuss the mimetic approximation
of problem (15) and we refer to [6] for a more detailed discussion.

4.2 Discrete problem and convergence

Let us introduce an admissible partition €2;, of the domain 2, as explained in
Section 2. In order to introduce a mimetic discretization of problem (15), we
first consider the restriction of the form (16) on each element E € Q, i.e.,

b2 (u;v,w) = / K(|Vul>)Vo - Vw dV - Yu,v,w € H'(E). (18)
E

Observe that, whenever ¢ € P!(E), the local form b¥(y;-,-) can be rewritten
as

bE(go;v,w):n(\ch|2)/Vv~Vw dV Ve ePYE) Vv,we HY(E).
E

In view of the above relation, a MFD discretization of (18) can be obtained
once that a suitable discrete approximation of the nonlinear term x(-) and of
the integral term | r Vv-VwdV are available. For the latter, we proceed exactly
as in Section 3.2, by introducing the bilinear form (11) over the space V}, defined
in Section 2.2. Therefore, we only have to discuss the MFD discretization of the
nonlinear term x(-) within each element E € Q. Let us introduce the following
operator .

GF ViE —RY GP(uy) = T (Ttgi uh),
on each F € . Bearing in mind the fact that the bilinear form (11) is a
discretization of the term [, Vv - VwdV, the operator (19) turns out to be a
good candidate to approximate |Vu|? within each element. Indeed,

(19)

[ IVul?* v N

B GF(u;) Yue HY(E)

where the local interpolation operator ur € V3 |g is defined according to (2) and

the symbol ~ stands for approximation. In view of the above discussion, we
obtain the following mimetic discretization of the local form (18)

b (ups vn, wi) = &(GF (un)) af (vh, wr)  Yup, vh, wi, € Vi g

10



Then, the discrete formulation of problem (15) reads: find u, € V;!, such that
b (un; un, vn) = Fy(vn) Vop € V), (20)

where
br, (up; vp, wp) = Z b (up; vp,wp)  Yup, vp, wy, € Vi,
EeQy,
and where the right-hand-side of problem (20) is built as in (12).

In [6] it has been proved that the discrete problem (20) is well posed and
that the following convergence result holds provided a suitable approximation
property is satisfied. The validity of such assumption will be verified through
numerical computations in Section 4.3.

Theorem 4.1 Assume that the following approximation property holds: there
exists a > 0 so that

I5(IVol?) = 5(Gy (vr) oo S B Vv € HY(Q). (21)

~

Let u € H*(Q) N HY () and up, € V)P be the solutions of the continuous and
discrete problems (15) and (20), respectively. Then, it holds

hrnin(l,cz)7

lur = unllin <

where ur is the interpolation of the exact solution defined as in (2).

4.3 Numerical results

We propose to solve the nonlinear problem (20) via linearization employing the
Kacanov method. The idealized algorithm (i.e. without any stopping criterion)

reads: given u;Lo) € V}?
Find ugﬁl) € V) such that bh(ugf); ugkﬂ),vh) = Fy(vn) Yo, €V, k>0.

The convergence of the sequence {uglk)}kzo to the “exact” discrete solution uy,
of problem (20) is stated in the following result. We refer to [6] for the proof.

Theorem 4.2 Let {ugbk)}kzo be the sequence built by the Kacanov method, then
ugﬁ) —> up, i Vi, as k — +oo.

Next, we present a numerical example taken from [6], where we have em-
ployed the feasible Kacanov method supplemented with a suitable stopping
criterion as described in Algorithm 4.1. The reliability of the stopping criterion
employed in Algorithm 4.1 is discussed in [6] where it is also proposed a com-
putable error indicator as a possible alternative strategy to stop the iterative
scheme.

We suppose that the nonlinearity x(-) obeys to the Carreau law (17), with
Mo = 3, oo = 1 and p = 1.7. The source term f is selected so that u(z,y) =

11



Algorithm 4.1: Feasible Kacanov algorithm

1 Given the initial guess ug)), set toll, k= —1, ugfl) = u;}o);
2 while ||uglk+1) - uff)lll,h > toll do

3 k+1<+Fk

4 SOLVE b;,,(ugbk); ugfﬂ),vh) = Fp(vn) Yo € Vi

5 end

6 SET up = ul(lkﬂ);

r(1—2)y(1—y)(1—2y) exp(—20((2z —1)?)) is the analytical solution of problem
(20). We test our scheme on the same sequences of grids as the ones considered
in Section 3.3, and throughout this section we set the tolerance toll equal to
1078,

In Table 2 we report the computed relative errors ||ur —up||1,n/||uz]|1,n mea-
sured in the discrete energy norm (1) as a function of the refinement level ¢.
The last row of Table 2 also shows the computed convergence rate obtained by
the linear regression algorithm. We observe that the error goes at a rate that is
slightly better than predicted by our theoretical results given in Theorem 4.1,
probably due to some improved convergence rate at the nodes of the mesh.

Finally, we present a numerical approach to validate hypothesis (21). Let us
introduce the following discrete norm

Vh|loo,h ‘= SUD |Up, Vh hs
[[vnl up lvpl Vun € V)

veN,

and let us denote with II° the projection onto the space of piecewise constant
functions defined on €2;,. By keeping in mind standard interpolation error esti-
mates, hypothesis (21) can be validated by checking the numerical behavior of
the following quantity

[ (n019uP) = w(@F )|

00,

where up is the interpolation of the exact solution. The numerical results are
reported in Figure 3, from which the value a = 1 can be guessed. Then, we can
conclude that the optimal parameter « appearing in (21) can be set equal to
one.

5 Optimal control problems

In this section we show the ability of the MFD method to approximate elliptic
optimal control problems. In particular, we consider the following prototypal

12



1072

-e-median-type 1
-=median-type 2
-+-quadrilaterals

10

10°
10° 10" 107 10°
1/h

Figure 3: Quasi-linear elliptic problem and numerical validation of assumption
(21): the behavior of ||« (HO |Vu|2> — K(GE (ur))|oo,n versus 1/h (loglog scale)
is reported, with u denoting the exact solution.

Table 2: Quasi-linear elliptic problem. (Example taken from [6]) Computed
relative errors ||ur — wp||1,n/||ur|l1,n in terms of the refinement level £.

Refinement level median-type 1 median-type 2 quadrilateral

(=1 2.6147e+0 2.6147e+0 4.0053e-1
{=2 1.1489e+0 1.0159e+0 1.7027e-1
=3 4.8404e-1 6.0820e-1 5.5403e-2
(=4 1.8830e-1 2.3530e-1 1.6881e-2
=5 5.8092¢-2 8.6861e-2 5.7466e-3
rate 1.5580 1.2843 1.2633

13



problem: find (F,y,u) such that

. 1 * (12 1 * 112 a * |12
}}élg{QHy—y 72(0) + §||F—F 172(0) + 5”“‘“ 1220

F=-Vy in{, (22)
div(F)=f+wu inQ,
y=20 on 01},

where K is a given convex subset of L*(Q), f,y*,u* € L?(Q) and F* € [L*(Q)]
are given functions and « is a positive real number.

5.1 Continuous problem

We start introducing the variational formulation of problem (22) that reads as
follows. Find (F,y,u) € H(div,Q) x L?(2) x K such that

ueK
(F,G)r2q) — (¥, div(G)) p2(0) = 0 VG € H(div, ),
(div(F), @) r2(0) = (f +u,q)r2() Va € L*(Q).
It is well known (see e.g., [22]) that the above problem admits a unique solution
(F,y,u) € H(div,Q) x L?(Q) x K if and only if there exists (P, z) € H(div, ) x
L3(Q) such that (F,y, P, z,u) € H(div,Q) x L*(Q) x H(div,Q) x L*(Q) x K
satisfies the following optimality conditions:

.1 . 1 . ! .
win {30 =" Py + 51 = Pl + = e |

(F,G)r2(0) — (y,div(G)) 12() = VG e H(div,Q),
(div(F), q)r2(0) = (f+u 9)12(Q) Vq e L3 (Q),
(P,G)r2(q) — (2,div(G)) 2() = —(F = F*,G)2() VG € H(div, ),
(div P,q)r2(0) = (¥" — ¥, 4) 2 () Vqe L*(9Q),
(a(u—u") = z,w —u)p2) >0 Vwe K.

(23)

5.2 Discrete problem and convergence

Let X}, and @y, be defined as in Section 2, and suppose that K C @y, is a closed
subset of @, then the discrete formulation of problem (23) is easily obtained
as follows: Find (Fy, yn, Ph, zn,un) € Xp X Qn X Xp X Qp X K}, such that

[Fr, Ghlx,, — [Yn, DIVi(Gh)lg, =0 VG € X,
[DIVi(Fh),dlq, = [fi + un, @l Van € Qn,
[Pr, Gn)x,, — [20, DIVR(Gr)l@, = — [Fh — FT', Ghlx, VG € Xp,  (24)
[DIVh(Pr), qlqs = (Ui — yns anlq., Van € Qn,
[ (un, — uy) — 2n, wp — uplg, >0 Ywy, € Ky, ,

14



where fi, yf, F{* and of uj are the interpolation of f, y*, F* and of u*, respec-
tively, defined according to (5) and (7), and DZV}, is the discrete divergence
operator defined in (8). Moreover, we can state the following a-priori error
estimates for the MFD discretization of problem (23) which has been proved
in [5].

Theorem 5.1 Let (F,y,P,z,u) € X x Q x X x Q x K be the exact optimal
solution to (23) and let (Fn,yn, Pn,zn,un) € Xn X Qp X Xp X Qp X Kj be the
discrete optimal solution to (24). Then,

lur —unllq, < b
where ur € Qy, is the projection of u as defined in (5) and

”FI - FhHXh + ||Z/I - yh”Qh Sh
|1 Pr = Pullx, + 121 = znll@. Sh,

where yr, z; € Qp, are the projection of y and z, respectively, defined as in (5),
and Fr, Pr € Xy, are the interpolants of F' and P, respectively, defined according
to (7).

We recall that the above estimates can be extended analogously to high-order
MFD method (see [5]).

5.3 Numerical results

The numerical example presented in this section has been performed again on
the quadrilateral, median-type 1 and median-type 1 decompositions of the do-
main Q = (0,1)? as the ones shown in Figure 2. The optimization problem has
been solved numerically by using the Primal-Dual strategy and the constant «
appearing in the optimality conditions (23) has been set equal to 1. We have
chosen

y*=(1-21%y F*=-Vy, u*=exp(z]+a3)sin(5rzr;)+sin(5ras),

and f = —Ay — u, so that the exact solution (F,y, P, z,u) of problem (23) is
given by:

y =sin(mzy) sin(rzs), 2z = —sin(mzy)sin(nrze), w =max(u* + z,0),

F=-Vy, P=-Vz

In Figure 4 (loglog scale) we report the errors ||yr — ynllg,, |21 — znllQ,, [lur —
upllg, computed in the discrete energy norm defined in (4) versus 1/h. We can
observe that the errors of the primal and the dual variables y and z go to zero
quadratically, whereas for the control variable z we observe a convergence rate
equal to 3/2 as the mesh-size h goes to zero. Moreover, let us recall that the
error estimates given in Theorem 5.1 predict a linear convergence rate for all of
the variables, while the computed rates seems to be at least half order better
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Figure 4: Optimal control problem. Computed errors ||yt — ynl|Q,, |21 — 2z llQu
llur — unllq, versus 1/h (loglog scale).

than predicted. For a similar problem in the finite element context, such a
superconvergence phenomenon has already been observed in [19], where a proof
of this behavior for the case of the lowest order Raviart-Thomas elements is
presented.

6 Perspectives

In this section, we will shortly present two very recent lines of investigation
naturally stemming from the problems and the techniques considered in this
review. In particular, hinging upon the mimetic solver for quasilinear elliptic
problems, in Section 6.1 we explore the numerical performance of the MFD
method to approximate a nonlinear Stokes equation. Finally, in Section 6.2 we
explore the capability of the MFD method to deal with very general polygonal
decomposition by considering the mimetic approximation of a control problem
where the control variable is represented by the computational domain; in par-
ticular, we will solve a simple shape optimization problem governed by a linear
elliptic equation.

6.1 Nonlinear Stokes problems

In this subsection, we briefly describe the numerical performance of the MFD
method for the approximation of the solution of the following nonlinear Stokes
problem

—div (k (le(u)]*) €(u)) + Vp=£ inQ

diva =0 in Q (25)
u=20 on 09,
where €(u) = V“%V“T is the symmetric gradient operator and the nonlinear

function (-) obeys the Carreau law, i.e.

K(le(w)]) = oo + (10 — 1100) (1 + AJe(w)|?) 7,
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with 79 > 700 > 0, A > 0 and p € (1,2). The above nonlinear Stokes problem
(25) is approximated by resorting to the Uzawa’s iterative method which re-
quires the solution of a quasilinear elliptic problem at each iteration. The latter
is addressed by employing the MFD method that is an extension of the scheme
in Section 4. Without addressing the details, we just mention that we search
for uy, € [V3])? and py € Q.

In the following, we present a numerical example where the exact solution
(u,p) of problem (25) is set chosen as

u = [— cos(2mx) sin(2my) + sin(27y), sin(27wz) cos(2my) — sin(27x)]
p = 27(cos(2my) — cos(27x)).

In Figure 5 (loglog scale) we report, for the set of computational meshes
depicted in Figure 2, the computed errors ||pr — pillg, and |jur —uplj1,, versus
the meshsize h. Here, (up,pn) denotes the exact discrete solution, (pr,ur) are
the interpolations of the exact continuous solution defined as in Section 2.2,
| - ll1, is the energy norm defined as in (1), and || - ||, is the mesh-dependent
norm introduced in (4).

10° _ 10 ,
-e-median-type 1 -e-median-type 1
-=median-type 2 -=median-type 2
-+ quadrilaterals -+quadrilaterals
107 10°
1 1
-2 -1
10 10
10" 10° 10 10°
1/h 1/h
(a) llpr — prllq, () llur —upll1,n

Figure 5: Nonlinear Stokes problem: MFD discretization of problem (25). Com-
puted errors versus 1/h.

We observe that in all the cases errors converge linearly to zero, as the mesh
size h goes to zero.

6.2 Shape optimization problems

In this section, we apply the MFD method to solve a simple shape optimization
problem of the form:

find Q* € Uyq : T(Q",y(Q2)) = inf T(Q,y(Q)),
QeUpq
where J is a given cost functional, U4 is the set of admissible domains in R?

and y(£2) is the solution of an elliptic equation on . In this context, the cru-
cial issue in obtaining reliable numerical simulations is to correctly handle the

17



deformation of the computational domain that usually requires a massive use of
re-meshing techniques to preserve mesh regularity (see e.g. [25]). Here, we show
that the MFD method represents a very promising technology to solve shape
optimization problems, without resorting to any re-meshing strategy, since the
MFD method can naturally deal with meshes made of very general polygons.

In the following, we consider the benchmark problem introduced in [21]. In
particular, we consider the domain Q C R? with 9Q = T'U X, U Xy as depicted
in Figure 6. Moreover, let D be an open bounded subset of 2. The set U,4 of
admissible domains contains all domains obtained through a deformation of €2
by keeping Y1 and X5 fixed and by moving only I in such a way that 'N.D = ().
We define the cost functional as follows

)]

pY 3o

Figure 6: Computational domain for the optimization problem (26)-(27).

1 2

g@u@) = [ 6@ -z w3 ([as-r) . o
2Jp 2 \Ur

where v > 0 is a penalization parameter for the length of the moving boundary

I', P is a target value for the perimeter, z, : D — R is a given function and

y(€) is the solution of the following elliptic problem on

—Ay=0 inQ, y=0 onX;, Jdpy=0 onXy, Jdpy=1 onT.
(27)
Let x = (21, x2), and let || - || denote the Euclidean norm. In the numerical test,
we choose the region D equal to the half ring {2 < ||x|| < 2.5} N {z2 > 0} and
z4 is the exact solution of (27) on Q = {1 < ||x|| < 3} N{z2 > 0}. We point out
that a global minimizer exists and it is exactly Q* = {1 < ||x]| < 3} N {z2 > 0}.

In Figure 7 we report the starting computational domain €2y and the final op-
timal computational domain obtained after four iterations of a steepest-descent
like algorithm (see e.g. [21] for more details). In the algorithm, we solve problem
(27) using the mixed MFD method as in Section 5.2, see also [13,15]. Boundary
conditions are suitably modified to include the Neumann term.

In Figure 8 (right) we report the convergence history in terms of the iter-
ation numbers. We can observe that the deformation of the elements close to
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Figure 7: Shape optimization problem. Starting computational domain Qg (left)
and final one Q4 (right) obtained after four iterations.

the moving boundary (see Figure 8 (left)) does not affect the efficiency of the
algorithm. Therefore, re-meshing technique seem not to be necessary when us-
ing the MFD method for solving shape optimization problems. This issue will
be the object of further investigations.

0.25

0.2

0.15

0.1

0.05

3
iteration number

Figure 8: Shape optimization problem. Final domain €4: zoom on the distorted
elements of the computational grid (left). Convergence history in terms of the
number of iteration (right)

7 Conclusions

In this paper we reviewed some recent applications of the MFD method to
nonlinear problems (variational inequalities and quasilinear elliptic equations)
and constrained control problems governed by linear elliptic PDEs. In all these
cases we showed the efficacy of mimetic finite differences in building accurate
and robust numerical approximations. We also presented two very recent lines of
investigation naturally stemming from the problems and the techniques consid-
ered in this review, namely the impact of the MFD method on the approximate
solution of nonlinear Stokes equations and shape optimization problems.
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