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Abstract

In this work a new coupled level set - volume tracking method is intro-
duced. To advance the solution in time, a MUSCL-type method combined
to a new flux limiter is used. It is shown that our discrete method has
many interesting properties that make it suitable for problems where the
tracking of a large number of regions is needed. A dedicated reconstruction
algorithm for the level set reinizialization is also provided. We show some
numerical tests demonstrating its effectiveness for multi-fluid problems.

1 Introduction

In this paper we illustrate a method to track separating interfaces among immis-
cible fluids when a large number of fluids is involved. We consider only a passive
advection i.e. the velocity field is a given quantity. Our aim is to construct a
robust method, effective even when the interfaces experience deformations, with
good mass conservation properties and that can be used on (2D and 3D) un-
structured meshes.

∗This work has been supported by the Project: Steam3D - ENI
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In the literature many techniques regarding the two fluid problem are reported
but often they cannot be extended readily to the multi-fluid problem and, more-
over, do not match all of our requirements. Tracking methods can be subdivided
into two categories: the Lagrangian and the Eulerian ones. The former track
the interfaces explicitly, while the latter reconstruct them with a post-processing
procedure. Among the many Lagrangian tracking algorithms (see, for instance,
[14], [28], [20]), some move all the volume mesh nodes, some others track only
the interface points and reconstruct the mesh in the interior at every time step,
or whenever necessary. The Lagrangian approach presents many difficulties, par-
ticularly in three-dimensional computations, such as the treatment of possible
topological changes. Furthermore, sophisticated adaption algorithms should be
used to guarantee a sufficient mesh quality. The tracking of surfaces only has
less severe regularity issues since fewer nodes have to be moved. However, in the
cases where the fluid velocity is not given but has to be computed, we usually
have to solve a differential problem on a fixed grid. And we need to know, in
every point of the computational domain, which of the fluids is present. This
implies an interpolation procedure for the data at the interface between fluids.
These interpolation techniques add computational burden and introduce numer-
ical errors. Although the notable advances in efficient techniques for automatic
topology indentification and reconstruction developed in [6], yet these methods
are not mature enough to be implemented in a general multi-fluid code. In many
cases the Lagrangian approach could be computationally cost effective only if no
topological change occurs. Otherwise, complex topology correction algorithms
are needed (see, for instance, the one in [16]). Furthermore, it’s often impossible
to prove the algorithm robustness with respect to topological changes in complex
and realistic 3D situations. Though the Lagrangian methods have an explicit
and immediate representation of the interfaces (see [14], [20], [12], [28]) they are
not conservative. Some works, for example [27], [23], have been proposed to solve
the topological change problem. These approaches require a fixed background
grid for the solution of a geometry regularization equation. Though interesting,
they apply only to two fluid simulations and are not mass-preserving. There are
works, like [15], which present procedures to enforce mass conservation, but fail
to be robust for topological changes.
The complexity of Lagrangian methods triggered the development of the Eule-
rian implicit tracking methods: an overview of these can be found in [11] and
[7]. We remind the properties of the most effective ones, namely the volume of
fluid (VOF) and the level-set (LS) method. Other, mixed Eulerian-Lagrangian,
methods exist, such as the ALE methods [9] or the particle methods [17], but
none of them have the characteristics we are looking for. The LS [10], [24] is
a robust method and is easy to code, but in its usual form does not fit the
multi fluid framework and, in many cases, does not conserve mass. Indeed, the
distance function, normally used as the tracking function, fails to guarantee a
coherent reconstruction of the interfaces when more than two fluid species are
involved. Many works are devoted to fix the LS drawbacks, like [26] and [19],
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yet all of them consider only the case of two fluids. The mass conservation
issue can be partially solved by refining the grid adaptively, as pointed out in
[1] and [2]. VOF methods are mass conservative by construction and relatively
robust although they are usually designed to track only two fluids and moreover
they have, in general, an irregular reconstruction of interfaces. The principal
difficulty is again the non-coherence between the reconstruction of the interfaces
when more than two fluids are involved. Interface reconstruction using the VOF
methods is a major topic and many works such as [3], [4] are devoted to it.
However the multi-fluid case is not usually treated and many VOF algorithms
require a structured mesh. One of the most applicable methods for multi-fluid
simulations is the partial volume tracking method (VT) (see [11] for a brief
description) which consists in discretizing with high order schemes the volume
transport equation. This approach has a moderate success, yet the discontinuous
initial solutions are quickly diffused even if high resolution methods are used.
In the first part of this paper we present a VT and LS coupling that combines
the best features of both the schemes, moreover we introduce a flux-limited of
MUSCL type scheme (see [5] for MUSCL schemes and [13] about the limiter
theory) which is capable to work on unstructured meshes and has a low numer-
ical diffusion. In the second part we analyze the properties of our method and
finally we show its numerical performances.

2 The method

We consider a domain Ω ⊂ Rd with regular boundary ∂Ω; this domain is filled
with ns immiscible fluid species, such that every subdomain ωi ⊂ Ω, corre-
sponding to a species, does not overlap with the others and Ω =

⋃ns
i=0 ωi. The

subdomains ωi depend on time, i.e. ωi = ωi(t), since they are advected by a time
dependent velocity field

−→
V (t,

−→
X ),

−→
X ∈ Ω and t ≥ 0, whose trace on ∂Ω has

zero normal component, i.e.
−→
V · −→n = 0 on ∂Ω, being −→n the boundary normal

versor. We define λ0
i ∈ L2(Ω) as the characteristic function of the subdomain ωi

at initial time, i.e. λ0
i (
−→
X ) = χωi(0) where:

χωi(t)(
−→
X ) =

{
1, if

−→
X ∈ ωi(t)

0, if
−→
X /∈ ωi(t)

for i = 0, . . . , ns. Therefore the following relation holds:
∑ns

i=1 λ0
i = 1 almost

everywhere in Ω. Let’s introduce the VT equation for a given vector field
−→
V :

{
∂λi

∂t
+
−→∇ · (λi

−→
V )− λi(

−→∇ · −→V ) = 0 t > 0, i = 1, . . . , ns

λi = λ0
i ; t = 0

(1)

where λi(t, ·) ∈ L2
Ω is a weak solution of (1). This equation is equivalent to the
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Figure 1: Domain Ω and its subdomains ωi.

transport equation:
∂λi

∂t
+
−→
V · −→∇λi = 0 (2)

and we account for non-solenoidal velocity fields. Problem (1) has some proper-
ties we wish to recall.

Proposition 2.1 If the initial condition satisfies
∑ns

i=1 λ0
i = 1 almost every-

where in Ω then
∑ns

i=1 λi = 1, ∀t > 0 almost everywhere in Ω.

Proof: Summing up the i-th equations in (1) we get:

∂

∂t

(
ns∑

i=1

λi

)
+
−→∇ ·

(
−→
V

ns∑

i=1

λi

)
− (
−→∇ · −→V )

ns∑

i=1

λi = 0 (3)

We state that
∑ns

i=1 λi = 1, ∀t ≥ 0 is a solution of (3) and it satisfies the initial
condition. From the linearity of the problem it follows that the solution is also
unique. ¥

Proposition 2.2 If the initial condition satisfies 0 ≤ λ0
i ≤ 1 almost everywhere

in Ω and the velocity field
−→
V is bounded and Lipschitz continuous with respect

to the space variables, uniformly in t, then 0 ≤ λi ≤ 1, ∀t > 0 almost everywhere
in Ω.

Proof: We use a standard characteristic theory argument. Equation (2) written
in the characteristic metric reads:

d

dt
λi(t,

−→
P (t)) = 0 almost everywhere in Ω

where
−→
P (t,

−→
X ) is the characteristic metric. Therefore for almost all

−→
X there

exists a
−→
P (0,

−→
X ) such that λi(t,

−→
X ) = λi(t,

−→
P (0)) and the thesis follows. ¥

Let’s pass to the level set definition, we define φi : R+ × Ω → R, with φi(t, ·) ∈
C0(Ω) ∀t > 0, i = 1, . . . , ns, some level set functions such that ωi(t) = {−→X ∈
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Ω : φi(t,
−→
X ) > 1

2} and consequently ∂ωi(t) = {−→X ∈ Ω : φi(t,
−→
X ) = 1

2}. This
particular value of the set will be useful when we find an analogy between the
discrete forms of LS and the VT equations. We can write the following evolution
equation for each φi:

{
∂φi

∂t
+
−→∇ · (φi

−→
V )− φi(

−→∇ · −→V ) = 0; t > 0

φi = φ0
i ; t = 0

(4)

by which at all times λi = H
(
φi − 1

2

)
, where:

H(%) =
{

1 if % > 0
0 otherwise

is the Heaviside function, and φ0
i is the initial condition. In other words, at

the continuous level, equations (1) and (4) are two equivalent ways to describe
the interface motion. However, in the discrete setting we will use two different
spaces for the discrete λi and φi, leading to a new scheme.
We now introduce the discrete form of the equations: let Ω be a bounded polyg-
onal domain with dimension d = 1, 2, 3 and T∆ a conforming (structured or
unstructured) grid on Ω made of either simplex or quad elements. The grid
T∆ has ne elements indicated by er, r = 1, . . . ne and np nodes denoted by−→x k, k = 1, . . . , np. Let ∆ be the maximum diameter of the elements. Consider
the dual mesh made of nc = np cells τk, k = 1, . . . , nc centered on the nodes −→x k,
and built by connecting the barycenters of the elements to the barycenters of
the edges, see Figure 2. Let ICk = {kj , j = 1, . . . , |ICk |} be the set of the indexes
of the cells surrounding cell τk, and let {τkj , j = 1, . . . , |ICk |} be the set of cells
surrounding τk. The common surface between τk and τkj

is indicated by ljk. We
also indicate by ι the index such that, given the indexes k and j, ι : lιkj

= ljk:
in other words every interface between the cells τk and τkj is identified by two
different local indexes j; once identified the local index j in τk, the other one, in
the cell τkj is indicated by ι: see Figure 2.
For the sake of clarity, we will adopt in this paper the following convention: the
index i will always refer to the fluid species, k to cell related quantities, j to
interface related values, r to the elements, and n to the time steps. Let us now
introduce the semi-discrete counterparts of λi and φi denoted by λi,∆(t) ∈ V0,
φi,∆(t) ∈ V1, respectively, where V0 = {λ ∈ L2(Ω) : λ|τk

∈ P0(τk), ∀k =
1, . . . , nc}, V1 = {φ ∈ C0(Ω) : φ|er ∈ Q1(er), r = 0, . . . , nc} in the case of a
rectangular grid and V1 = {φ ∈ C0(Ω) : φ|er ∈ P1(er), r = 0, . . . , nc} on a sim-
plicial mesh. Here Ps(ω) denotes the space of polynomials of order at most s on
ω, and Qs(ω) is that of the tensor product of polynomials of order at most one.
We consider the canonical basis {ϑ0

k} for V0 and {ϑ1
k} for V1, therefore:

λi,∆(t,
−→
X ) =

np∑

k=1

λi,k(t)ϑ0
k(
−→
X ), φi,∆(t,

−→
X ) =

nc∑

k=0

φi,k(t)ϑ1
k(
−→
X ) (5)
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(a) (b)

Figure 2: An example of unstructured (a), and structured (b), two dimensional
meshes with the dual meshes (dotted). The j − th neighboring cell of τk is τkj ,
the common interface between τk and τkj is called ljk. There is a ι such that the
ι-th interface of τkj is equal to ljk.

where λi,k is the mean volume fraction of the species i in the cell τk (we will de-
note from now on λi,k as the composition) and φi,k are the values of the discrete
level set function at node −→x k.
We introduce a rather simple coupling between LS and VT equations, by choos-
ing as level set function the piecewise linear interpolator on the dual mesh, i.e.
φi,∆ = I1

∆λi,∆ where I1
∆ : V0 → V1 is the linear interpolation operator on the

T∆ grid. In other terms we set:

φi,k = λi,k k = 1, . . . , np, i = 1, . . . , ns (6)

We advance λi,∆ by a discrete version of (1), using the information carried by
the φi,∆ to build the numerical fluxes, while we reconstruct the level set as a
postprocessing. This choice implies an error concerning the representation of
the initial conditions as, in general, λi,∆ 6= H(φi,∆ − 1

2). This difference can be
bounded as we state in the following:

Proposition 2.3 Let assume that λ ∈ V0 and has the image in the set {1, 0}.
Consider φ = I1

∆λ. Then:
∫

Ω

(
λ−H

(
φ− 1

2

))
= O(∆)

Proof: Let Sb = {k ∈ [1, nc] :
∫
τk

(λ−H(φ− 1
2)) 6= 0}. Since this set is also the

set of the cells that are crossed by the boundary of ω its cardinality is O(∆1−d).
Moreover

∫
τk

(λ − H(φ − 1
2)) = O(∆d)∀k ∈ Sb, therefore

∫
Ω(λ − H(φ − 1

2)) =
O(∆1−d)O(∆d) and we obtain the thesis. ¥
Let’s now proceed to construct a finite volume method for equation (1). We use
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the explicit Euler scheme to discretize the time derivative in (1) and we use (5),
obtaining a finite volume scheme for the space discretization, i.e. :

λn+1
i,k =

(
1 + divn

∆,k

)
λn

i,k −
|ICk |∑

j=1

Fn,j
i,k (7)

where λn
i,k = λi,k(tn) and t0, t1, . . . , tn, tn+1 is a sequence of time steps with

tn+1 = tn + ∆tn. The quantity divn
∆,k =

∑|ICk |
j=1 νn,j

k is the discrete dimensionless
divergence factor of element τk (i.e. divn

∆,k is the discrete approximation of
∆tn

|τk|
∮
∂τk

−→
V · −→n ) and

νn,j
k =

∆tn

|τk|
∫

ljk

−→
V · −→n

is a dimensionless quantity which can be considered as the interface Courant
number. The Fn,j

i,k (νn,j
k , λ̂n,j

i,k , λ̂n,ι
i,kj

) = νn,j
k Φ(λ̂n,j

i,k , λ̂n,ι
i,kj

) are the interface fluxes,

where Φ(λ̂n,j
i,k , λ̂n,ι

i,kj
) is here the upwind function:

Φ(λ̂n,j
i,k , λ̂n,ι

i,kj
) =

{
λ̂n,j

i,k if νn,j
k ≥ 0

λ̂n,ι
i,kj

if νn,j
k < 0

(8)

where λ̂n,j
i,k is a suitable approximation of the composition λn

i,∆|τk
at the interface

ljk while λ̂n,ι
i,kj

is another suitable approximation near the interface lιkj
= ljk from

inside τkj . For the definition of the interface compositions we have developed

(a) (b)

Figure 3: An example of the boundary compositions λ̂n,j
i,k and λ̂n,ι

i,kj
on an un-

structured (a), and structured (b) grid. The first is an approximation of the
composition from inside τk while the other is an approximation from the neigh-
bouring cell τkj .

the following scheme. We set for each j, k and i:

λ̂n,j
i,k = λn

i,k + γn,j
i,k ∆φn,j

i,k (9)
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where:
∆φn,j

i,k =
1

|ljk|

∫

ljk

φi,∆(tn)− 1
|τk|

∫

τk

φi,∆(tn)

and γn,j
i,k , i = 1, . . . , ns are the flux limiters defined as the solution of the following

constrained minimization problem:




max
γn,j

i,k ∈Rns

ns∑

i=1

γn,j
i,k

ns∑

i=1

γn,j
i,k ∆φn,j

i,k = 0

0 ≤ γn,j
i,k ≤ γn,j

i,k,max, i = 1, . . . , ns

(10)

where:




γn,j
i,k,max = min

(
1,

(1 + divn
∆,k)− νn,j

k |Jk|
νn,j

k |Jk|∆φn,j
i,k

λn
i,k,

1− λn
i,k

∆φn,j
i,k

)
if ∆φn,j

i,k > 0

γn,j
i,k,max = min

(
1,− λn

i,k

∆φn,j
i,k

)
if ∆φn,j

i,k < 0

γn,j
i,k,max = 1 if ∆φn,j

i,k = 0

(11)

and Jk is the set of the indices of the outflow faces ljk of the k-th cell i.e:

Jk =
{

j ∈ 1, . . . |ICj | : νn,j
k ≥ 0

}

As we have dropped the usual definition of the distance function we need to
define a proper reinizialization algorithm for the composition λn

i,k (the level set
is then updated using (6) ):

Algorithm 1 If there is an index i such that:

λn
i,k

>
1
2

and λn
i,kj

>
1
2

∀j ∈ ICk (12)

then we set λn
i,k

= 1 and λn
i,k = 0 with i = 1, . . . , ns, i 6= i. Otherwise we mantain

the nodal value λn
i,k.

In fact if equation (12) is satisfied, from (6) we have that τk ∈ ωi and therefore
we may set λn

i,k
= 1. This algorithm doesn’t modify the LS function in all the

elements where φn
i,∆ equals 1

2 : in other words, the interfaces are not modified
by this algorithm. Since the evolution of the interfaces is independent of the
set function (see [17], [22]) this algorithm doesn’t introduce any error from the
LS point of view. Having concluded the definition of our method we devote the
next section to its analysis.
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3 Analysis

Proposition 3.1 Problem (10) has at least one solution.

Proof:
We have to prove that the feasible region is nonempty. Indeed γn,j

i,k = 0 satisfies
all the constraints and then we obtain the result. ¥

Proposition 3.2 The method defined by (9), (10) (11) is positive, i.e. λn+1
i,k ≥

0, ∀i, ∀k.

Proof:
For n = 0 the initial data satisfy the requirement and we proceed by induction,
we suppose λn

i,k ≥ 0. From (11) we have:

γn,j
i,k ≤ (1 + divn

∆,k)− νn,j
k |Jk|

νn,j
k |Jk|∆φn,j

i,k

λn
i,k if ∆φn,j

i,k > 0

and after a few manipulations we get the following bound for the fluxes:




Fn,j
i,k ≤ 0 if νn,j

k < 0

Fn,j
i,k ≤ 1 + divn

∆,k

|Jk| λn
i,k if νn,j

k ≥ 0

Therefore we can also bound the sum of the interface fluxes:

|ICk |∑

j=1

Fn,j
i,k ≤

∑

j∈Jk

1 + divn
∆,k

|Jk| λn
i,k ≤ 1 + divn

∆,kλ
n
i,k

Using (7) and using the fact that λn
i,k ≥ 0 is positive we obtain the proof. ¥

Proposition 3.3 At every time step the sum of partial volumes on every cell
equals one, that is:

ns∑

i=1

λn
i,k = 1 ∀n,∀k = 1, . . . , nc (13)

Analogously, the sum of the level set functions is everywhere equal to one:

ns∑

i=1

φn
i,∆ = 1 ∀n
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Proof:
Let’s use the induction principle. At n = 0, condition (13) is satisfied by con-
struction. Let us assume that the condition is satisfied at time tn. We have:

ns∑

i=1

λn+1
i,k =

ns∑

i=1


(

1 + divn
∆,k

)
λn

i,k −
|ICk |∑

j=1

Fn,j
i,k


 =

(
1 + divn

∆,k

)−
ns∑

i=1

|ICk |∑

j=1

νn,j
k Φ(λ̂n,j

i,k , λ̂n,ι
i,kj

) = 1

by which (13) follows. Since φn
i,∆ =

∑nc
k=1 λn

i,kϑ
1
k we get:

ns∑

i=1

φn
i,∆ =

ns∑

i=1

nc∑

k=1

λn
i,kϑ

1
k =

nc∑

k=1

ϑ1
k = 1

¥
We now examine the consistence of the scheme.

Proposition 3.4 If the solution is smooth, the method defined by (7) is consis-
tent.

Proof:
We will show that, if the solution is regular enough, for ∆ → 0, the modified
solution of our scheme equals almost everywhere the modified solution of the
Godunov scheme and that lim∆x→0 divn

∆,k → ∆tn(
−→∇·−→V ). The Godunov method

is defined by:

gn,j
i,k = Φ(λn

i,k, λ
n
i,kj

) =

{
λn

i,k if νn,j
k ≥ 0

λn
i,kj

if νn,j
k < 0

(14)

And the corresponding Godunov’s numerical flux Gn,j
i,k (νn,j

k , λn
i,k, λ

n
i,kj

) = νn,j
k gn,j

i,k

satisfies the following consistency properties:




Gn,j
i,k (νn,j

k , λn
i,k, λ

n
i,kj

) = −Gn,j
i,k (−νn,j

k , λn
i,k, λ

n
i,kj

)

Gn,j
i,k (νn,j

k , λn
i,k, λ

n
i,k) =

∆tn

|τk|
∫

ljk

λn
i,k

−→
V · −→n (15)

It’s worth noting that our scheme, defined by (8) and (11), and the Godunov
method differ only in the definition of the interface states. In fact, our scheme
corrects the cell mean value with the term:

γn,j
i,k ∆φn,j

i,k (16)

Therefore, if this term vanishes for ∆ → 0, we get the first part of the proof.
Let ui(t,

−→
X ) be the modified solution such that:

ui(tn,−→x k) = λn
i,k; ∀n, ∀i = 1, . . . , ns, k = 1, . . . , nc (17)
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and suppose the modified solution is regular enough so that the following relation
holds:

ui(
−→
X ) = ui(

−→
Y ) +

−→∇ui · (−→X −−→Y ) + O(|−→X −−→Y |2)
Since φi,∆ is continuous, from (6) we have:

∆φn,j
i,k =

1

|ljk|

∫

ljk

φi,∆(tn)− 1
|τk|

∫

τk

φi,∆(tn) =

1

|ljk|

∫

ljk

ui(
−→
X k) + O(∆)− 1

|τk|
∫

τk

ui(
−→
X k) + O(∆) = O(∆)

Since γn,j
i,k is bounded, we obtain the first part of the proof. Let’s now consider

the second part. We have:

divn
∆,k =

∆tn

|τk|
|ICk |∑

j=1

∫

ljk

−→
V · −→n =

∆tn

|τk|
∮

∂τk

−→
V · −→n =

∆tn

|τk|
∫

τk

−→∇ · −→V (18)

and as ∆ → 0 we get the desired result. ¥
Let’s now move to the properties of the level set. Relation (6) allows us to

get a LS representation starting from the cell partial volumes. We show that this
method has an interesting property that makes it most suitable for immiscible
multi-fluid simulations. First we define the discrete subdomain associated to the
i-th species as:

ω̃i,∆(t) =
{−→

P ∈ Ω : φi,∆(t,
−→
P ) >

1
2

}

Then we can prove the following statement

Proposition 3.5 Every discrete subdomain does not overlap with the others,
i.e:

ω̃i,∆(t) ∩ ω̃j,∆(t) = ∅ ∀i = 1, . . . , ns, ∀j = 1, . . . , ns, j 6= i ∀t > 0

and given a subregion Ω̃ ⊂ Ω containing only two species identified by the indices
i1, i2, we have:

ω̃i1,∆ ∪ ω̃i2,∆ = Ω̃

Proof:
If
−→
X ∈ ωi(t) then φi,∆(t,

−→
X ) > 1

2 and from proposition (3.3) we get:

ns∑

j=1,j 6=i

φi,∆(t,
−→
X ) <

1
2

Since the level set functions are piecewise linear interpolations of a positive
function (the volume fractions λi,∆) we get φj,∆(t,

−→
X ) < 1

2 ∀j 6= i i.e.
−→
X /∈

ωj(t) ∀j 6= i. In the special case of a subregion Ω̃ which contains only two
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species, we get from the general case that there is no overlap between the two
subdomains ω̃i1,∆, ω̃i2,∆. We have only to prove that:

−→
X ∈ ω̃i1,∆ or

−→
X ∈ ω̃i2,∆ or

−→
X ∈ ω̃i1,∆ ∩ ω̃i2,∆ ∀−→X ∈ Ω̃

We consider three cases:




φi1,∆(t,
−→
X ) > 1

2 , then
−→
X ∈ ω̃i1,∆

φi1,∆(t,
−→
X ) < 1

2 , so
−→
X ∈ ω̃i2,∆, in fact: φi2,∆(t,

−→
X ) = 1− φi1,∆(t,

−→
X )

φi1,∆(t,
−→
X ) = 1

2 , consequently, point
−→
X ∈ ω̃i1,∆ ∩ ω̃i2,∆

(19)

Therefore we get the thesis. ¥

4 The analysis of the one-dimensional case

In one dimension a more detailed analysis is possible. Let T∆ be a uniformily ∆x-
spaced 1D mesh (see Figure 4) with elements e0, . . ., er−1, er, er+1, . . ., ene and
consider its dual mesh endowed with an ordered sequence of cells τ0, . . ., τk−1,
τk, τk+1, . . ., τnc . For the sake of simplicity let V be a constant, positive velocity
field (i.e. we are treating a null divergence case), and νn = ∆tn

∆x V the Courant
number. Notice that, in this case, all the Courant numbers are equivalent to
νn. Besides, every cell is associated to a mean composition λn

i,0, . . ., λn
i,k−1, λn

i,k,

λn
i,k+1, . . ., λn

i,nc
and has two boundary sub-cells λ̂n,j

i,k with j = 1, 2. Using a

Figure 4: The one dimensional mesh. In the upper part are depicted the mesh
and the elements er while in the lower part the dual mesh is shown along with
its cells τk.

more explicit notation in 1D we can define the upwind subcell as λ̂n,+
i,k and the

downwind subcell as λ̂n,−
i,k , in the same manner we can define also ∆φn,+

i,k and
∆φn,−

i,k . Thus we have:

∆φn,+
i,k = −∆φn,−

i,k =
λn

i,k+1 − λn
i,k−1

2
(20)

and method (7) takes the form:




λn+1
i,k = λn

i,k − ν(λ̂n,+
i,k − λ̂n,+

i,k−1)

λ̂n,+
i,k = λn

i,k + γn,+
i,k

λn
i,k+1 − λn

i,k−1

2

(21)

12



In the one dimensional case it is possible, using the modified equation technique,
to carry out a convergence analysis. We need first the following:

Proposition 4.1 If the solution of the modified equation (defined in (17)) is
regular enough, the limiter γn,j

i,k defined by (10) tends to one as ∆ → 0.

Proof:
Substituting the estimate (3) in (11) we get γn,j

i,k,max → 1. ¥

Proposition 4.2 The method defined by (20) and (21) is second order accurate
in space and first order accurate in time.

Proof:
We use a standard modified equation argument, using (17) we get:

λn
i,k+1 = u(tn, xk) +

∂

∂x
u(tn, xk)∆x +

∂2

∂x2
u(tn, xk)∆x2 + O(∆x3)

λn
i,k−1 = u(tn, xk)− ∂

∂x
u(tn, xk)∆x +

∂2

∂x2
u(tn, xk)∆x2 + O(∆x3)

λn+1
i,k = u(tn, xk) +

∂

∂t
u(tn, xk)∆t +

∂2

∂t2
u(tn, xk)∆t2 + O(∆t3)

Substituting in the second of (21) we obtain:

λ̂n,+
i,k = u(tn, xk) +

∂

∂x
u(tn, xk)∆x + O(∆x3)

λ̂n,+
i,k−1 = u(tn, xk−1) +

∂

∂x
u(tn, xk−1)∆x + O(∆x3)

and combining them with the first of (21) we get:

∆tn
∂

∂t
u(tn, xk) + O((∆tn)2) = −∆tn

∆x
V (u(tn, xk)∆x− u(tn, xk−1)∆x+

∂

∂x
u(tn, xk)∆x2 − ∂

∂x
u(tn, xk−1)∆x2 + O(∆x3)

)

Finally, dividing by ∆tn we obtain:

∂

∂t
u(tn, xk) + V

∂

∂x
u(tn, xk) = O(∆tn) + O(∆x2)

and the proof follows. ¥

5 Results

In this section we introduce some numerical results: the first one is the conver-
gence result in one dimension. In this case, in order to accomodate the boundary
conditions, we have introduced a slight modification to the algorithm. In the
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description of this method we have, so far, neglected the boundary conditions
since we wanted to focus on the properties of the method which are not de-
pendent from them. We consider a test case with a constant transport speed
i.e. v = 1 and the domain Ω is the interval [0, 1]. The initial conditions are
λ0

1,k = 1, λ0
2,k = 0 ∀k, while λb

1(t) = 0, λb
2(t) = 1 ∀t ∈ [0, T ] are the boundary

conditions on the left (inflow) side. The problem

∂λi

∂t
+ v

∂λi

∂x
= 0

has the following analytical solution:

λ1(t, x) = H(x− vt), λ2(t, x) = 1−H(x− vt)

and it is possible to compute the L1 error on (0, T )× (0, 1) defined as:

EL1 =
ns∑

i=1

∫ T

0

∫ b

a
|λi(t, x)− λi,∆(t, x)|

In Figure 5 we show the L1 error of the proposed method compared with a high
resolution Discontinuous Galerkin (DG) method with a MinMod Limiter, see [8]
and with the Godunov (G) method. Our method compares favorably with the

0.002 0.004 0.006 0.008 0.01 0.012 0.014 0.016 0.018 0.02
0

0.005

0.01

0.015

0.02

0.025

0.03

0.035

0.04

0.045
Method Bench

dx

L1  e
rr

or

 

 

Trac
DG
G

Figure 5: One dimensional convergence of the proposed method (Trac) compared
with a Discontinuous Galerkin (DG) method and with the Godunov (G) method.

DG method though the regularity of the solution limits the convergence rate.
In fact, in this case, both our method and the DG method are only first order
accurate.
Let’s now consider some classical examples in two dimensions; in Figure 6a we
outline some results obtained with a rotational field,

−→
V (
−→
X ) = [−X2− 1, X1− 1]

14



where X1, X2 are the cartesian components of
−→
X . A square is filled with a

fluid tagged as A, the remaining space is filled with a fluid tagged as B ; the
square lower left corner coordinates are [0.8, 0.2] and the upper right corner
coordinates are [1.2, 0.6]. If we compare with the comprehensive benchmark

(a)

0 0.5 1 1.5 2
0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

2

(b)

Figure 6: Tracking of a square with (a) 10000 degrees of freedom and cfl = 1
10

and (b) 40000 degrees of freedom and cfl = 1
10 .

analysis performed in [10] we see that our results are intermediate nevertheless
our method has the possibility to track a large number of fluids as we show in
Figure 7. Here we consider the same case but with three fluids: the first, tagged
as A, fills the inner square, the outer is filled with fluid B and the remaining
space in the domain is filled with fluid C, see Figure 7a. The inner square
lower left corner and upper right coordinates are respectively [0.9, 0.3], [1.1, 0.5]
while the outer square corners coordinates are [0.8, 0.2], [1.2, 0.6]. As we can see
from Figure 7 the tracking performances are independent from the number of
the species being tracked. In Figure 8 we track three non-nested fluids showing
the coherence between the three tracked interfaces: the small rectangle filled
with fluid C has the following corner coordinates [0.75, 1], [1.25, 1.45]. The fluid
B fills a more complex region that is the complementary part of the rectangle
C in a rectangle with corner coordinates [0.5, 0.45], [1.5, 1.45]. The remaining
part of the computational domain is filled with the fluid A. The methodology
proposed here has been also implemented in three dimensions. We study a rising
bubble numerical test case that can be considered an extension to three fluids
of the two fluid cases examined, for instance, in [19], [25], [23], [28]. We have
considered a unit cube filled with three species, the first one lies on the bottom
of the cube and form a 0.2-thick layer. The second one form a 0.6-thick layer,
while the third one is 0.2-thick. A small perturbation is applied to the interface
between the first and second layer in order to trigger a gravitational instability.
In Figure 9 the evolution of the three layers is shown. A primary bubble is
formed, during the ascension it pierces the two surrounding layers and finally
it detaches from the bottom. Also four secondary bubbles are crated on the
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(a)

0 0.5 1 1.5 2
0
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(b)

Figure 7: Tracking of two nested squares with (a) 10000 degrees of freedom and
cfl = 1

10 and (b) 40000 degrees of freedom and cfl = 1
10 . In this case three

species are involved: the inner square is filled with the species A, the outer with
species B and the rest of the domain with species C.
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(a)
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(b)
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(c)

(d) (e) (f)

Figure 8: Multi-fluid tracking using 10000 degrees of freedom and cfl = 1
5 .

(a),(b),(c) are the computed interfaces after half a turn and (d),(e),(f) are the
initial configurations.

boundary. In this simulation multiple topology changes are handled in a natural
way and a coherent representation of the separating interfaces between the layers
is shown.
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(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

(j) (k) (l)

Figure 9: The evolution of a rising bubble. It pierces two layers yielding the
formation of a primary bubble and four secondary bubbles on the boundary.

6 Conclusions

We have devised a coupled level set volume tracking method, the method has
been implemented in one, two and three dimensions. It is computationally effi-
cient and able to perform on general unstructured grids. It is currently used in
geophysical simulations where the velocity field is computed by solving a Stokes
problem [21] and has demonstrated its flexibility in treating complex simula-
tions. Because of its local structure, it is easily parallelizable. In forthcoming
works we’ll show more details about applications to the multi-fluid geological
simulations and we investigate some higher performance implementation of our
code.
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Reduced Basis Method for Parametrized Differential Algebraic Equa-
tions

02/2009 L. Bonaventura, C. Biotto, A. Decoene, L. Mari, E. Miglio:
A couple ecological-hydrodynamic model for the spatial distribution of
sessile aquatic species in thermally forced basins


