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Abstract

In this paper we address a second-order class of methods for solving ordi-
nary differential systems coming from some problems in electro-physiology.
The set of methods generalizes to the second order a previous proposal
by Rush and Larsen (1978). We prove that the methods are second-order
convergent and are in general more stable than the corresponding multi-
step methods. Moreover, they feature better positivity properties. We
present their time-adaptive formulation, which is well suited for our electro-
physiology problems. In particular, numerical results are presented on the
Monodomain model coupled to Luo-Rudy I ionic models for the propaga-
tion of the cardiac potential.

1 Introduction and motivations

In this paper we propose a numerical method designed to solve systems of Ordi-
nary Differential Equations (ODEs) coming form cell-membrane models for ionic
currents and voltages. Starting from the Hodgkin-Huxley model [9], developed in
1952 to describe the action potential in giant squid axons, several cell-membrane
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models have been developed, in particular for cardiac cells. We mention, for in-
stance, the Beeler-Reuter model [1], the Luo-Rudy phase I model [14] and the
Winslow model [12] developed for the ventricular cells and the Courtemanche
model [3] for the atrial cells. All these models can be written in terms of the
transmembrane potential u, the vector of the gating variables w and the vector
of the ionic concentrations X, as described in the following system:

∂u

∂t
= I(t, u,X,w)

∂wi
∂t

= ai(u)wi + bi(u) i = 1, . . . ,m,

∂X
∂t

= g(u,X,w)

(1)

for t ∈ (0, T ], with initial conditions u(0) = u0, w(0) = w0 and X(0) = X0.
I(t, u,X,w) is the source term defined as

I(t, u,X,w) =
1
Cm

(Iapp(t)− Iion(u,X,w)) ,

being Cm the membrane capacity, Iapp an applied current stimulus and Iion the
ionic current. Iion, g, a, b, u0, w0 and X0 depend on the specific ionic model (in
the case of Luo-Rudy phase I model see Appendix for functions and parameters
definitions and Figure 1 for the graphs of the variables). Parameters a and b

and variable w fulfill the following inequalities: ai < 0, and
(
− bi
ai

)
∈ [0, 1],

and w0
i ∈ [0, 1] for i = 1, . . . ,m. This implies (see Sect. 3.4) that wi ∈ [0, 1].

Typically, system (1) is stiff and the gating variables feature high gradients.
The most popular method for solving this system is the simple first order scheme
proposed by Rush and Larsen [18] which guarantees that the numerical solutions
for gating variables are in the range [0, 1]. In the same paper Rush and Larsen

proposed a very simple time adaptive algorithm, based only on the values of
∂u

∂t
.

Another popular way to solve system (1) is to use the more complex Runge-
Kutta (RK) schemes.In this paper we propose a second order extension of Rush-
Larsen scheme and a time adaptive strategy based on predictor-corrector error
estimates.

In electro-cardiology, in order to simulate the action potential propagation
in the myocardium, ionic models are coupled with the so called Monodomain or
Bidomain systems of Partial Differential Equations (PDEs). For an introduction
to Electrocardiology models see [16]. Monodomain and Bidomain systems are
commonly discretized using an IMplicit-EXplicit (IMEX) approach for the PDEs
and the Rush-Larsen scheme for the ionic model (see [5]). In [19] a second order
method based on an operator-splitting technique was proposed for the time
discretization of the PDEs, while a RK scheme was used for discretizing the ionic
model. More complex time and space adaptive methods are presented in [4], [22]
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and [2]. In this paper we introduce a simple second order IMEX scheme combined
with our extension of Rush-Larsen scheme for the ionic model. Also, we extend
the adaptive strategy presented for the ionic model to the electro-cardiology
problem. One dimensional simulations, using Finite Element discretization, are
reported for the solution of Monodomain system, illustrating the effectiveness of
our method.
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Figure 1: Variables of Luo-Rudy model as functions of time (in ms): transmem-
brane potential u (mV ) and intracellular calcium Ca (M) in the first row, the
gating variables h, j, m, d, f and x in the last three rows.

The outline of the paper is as follows. In Sect. 2 we recall the Rush-Larsen
method and present our extension. Sect. 3 is devoted to the theoretical analysis
of the new method; we derive convergence results, absolute stability regions
and positivity properties. Our scheme can be addressed as a generalization of
first and second order multistep methods. We prove that our generalization
guarantees better properties of stability and positivity. Sect. 4 presents some
practical details in using the new scheme for the electro-physiology equations.
Sect. 5 presents the time-adaptive formulation of our method. Numerical results
for the Monodomain problem in electro-cardiology.

Throughout the paper, bold characters will denote vectors.
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2 The scheme

Let us start considering the following initial value problem:
∂yi
∂t

= f(t,y) = ai(t,y) yi + bi(t,y), i = 1, . . . ,m t ∈ (0, T ]

y0 = y(0).
(2)

Given a generic non-linear ordinary differential system, there are clearly
many different ways for recasting it in the form (2). In the applications, the
identification of a and b is driven by the problem at hand (see (1)). In general,
there is no trivial way for writing f in the form fi = aiyi + bi, so that it makes
sense to distinguish the two vectors a and b. A particular class of problems,
for which a specific choice of the coefficients a and b leads to good positivity
properties, is analyzed in Sect. 3.4.

Rush and Larsen [18] proposed the following numerical scheme for the solu-
tion of the previous system: yn+1

i = ea
n
i h

(
yni +

bni
ani

)
− bni

ani
, n = 0, . . . , N, i = 1, . . . ,m

y0 = y(0),
(3)

where yn is the approximation of the solution y(tn), being tn = nh, T = Nh
and h > 0 the time step. Vectors with entries ai and bi are denoted by a and
b. More precisely, an and bn are defined as an = a(tn,yn) and bn = a(tn,yn)
respectively. This method stems from considering functions a and b constant
on the interval (tn, tn+1] and equal to an and bn; yn+1 is the exact solution at
time tn+1 of the linearized differential system

∂ỹi
∂t

= ani ỹi + bni , t ∈ (tn, tn+1]

ỹ(tn) = yn,
(4)

for i = 1, . . . ,m and n = 0, . . . N . This is an explicit scheme and however it
allows us to take a time-step significantly greater than the one of the Forward
Euler (FE) scheme in order to avoid numerical instability. For instance, when
solving the Luo-Rudy model in the cases presented in Sect. 4, we found that FE
is stable with time-steps ≤ 0.01 ms , while Rush-Larsen is stable for h ≤ 0.1 ms.
Moreover the computed values of the gating variables belong to the range [0, 1] in
the Rush-Larsen case, while do not in the FE case, for large values of h. We will
give an explanation of these evidences in Sections 3.3 and 3.4. Unfortunately,
the original Rush-Larsen scheme is only first order accurate. Our goal is to
devise a second order extension to this scheme. We start rewriting scheme (3)
in the following form,{

yn+1
i = ea

n
i hyni + hΦ(ani h)bni = yni + hΦ(ani h)(ani y

n
i + bni ),

y0 = y(0);
(5)
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for i = 1, . . . ,m and n = 0, . . . N , with

Φ(x) =


ex − 1
x

x 6= 0,

1 x = 0.

For a = 0 the scheme reduces to the Forward Euler (FE) scheme.
In order to increase the accuracy of the Rush-Larsen scheme we evaluate the

coefficients a and b at tn+ 1
2 , namely{

yn+1
i = yni + hΦ(a

n+ 1
2

i h)(a
n+ 1

2
i yni + b

n+ 1
2

i ), n = 0, . . . , N, i = 1, . . . ,m
y0 = y(0);

(6)
where an+ 1

2 and bn+ 1
2 are approximations of a(tn+ 1

2 ) and b(tn+ 1
2 ). In particular,

we select for n = 1, . . . , N ,

an+ 1
2 = c−1an+1 + c0an + c1an−1 ,bn+ 1

2 = c−1bn+1 + c0bn + c1bn−1,

a
1
2 = c−1a1 + (c0 + c1)a0 ,b

1
2 = c−1b1 + (c0 + c1)b0.

(7)

Constants c−1, c0 and c1 can be selected by forcing that these approximations
are exact for both constant and linear functions (yielding a second order approx-
imation). This gives the constraints

c−1 + c0 + c1 = 1
c−1 − c1 = 1

2 .
(8)

For the sake of notation, in the sequel we set ω = c−1 − c1 and θ = c−1 + c1.
Note that we can force (7) to be exact also for quadratic functions (yielding
a third order accuracy of the approximation (7) with c0 = 3/4, c1 = 3/8 and
c−1 = −1/8), however this does not improve the overall accuracy of the scheme,
as we prove in the next subsection. Therefore, θ will be selected on the basis of
stability or efficiency constraints.

3 Analysis of the methods

3.1 Consistency

If a and b are sufficiently regular functions, the following local truncation error
can be straightforwardly derived from standard Taylor expansions:

(LTE1)i =
1
h

(
yi(tn+1)− yn+1

i

)
=
(

1
2
− ω

)(
a′i(t

n)yi(tn)− b′i(t
n)
)
h+ o(h), (9)

for i = 1, . . . ,m. In particular, for ω = 1
2 we have:

(LTE2)i =
(

1
6
− θ

2

)(
a′′i (t

n)yi(tn)−b′′i (tn)
)
h2+

1
12
(
a′i(t

n)bni −ani b′i(tn)
)
h2+o(h2),

(10)
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c−1 c0 c1

FE∗ 0 1 0

AB2∗ 0 3
2 -1

2

CN∗ 1
2

1
2 0

AM3∗ 5
12

8
12 − 1

12

M∗(θ) θ
2 + 1

4 1− θ θ
2 −

1
4

Table 1: Coefficients of the numerical schemes

for i = 1, . . . ,m. This implies that the methods are consistent and the LTE
features a second order dependence on h independently on θ.

If (8) are fulfilled, we have

c−1 =
θ

2
+

1
4
, c0 = 1− θ and c1 =

θ

2
− 1

4
. (11)

In the sequel, we adopt this notation that put in evidence the parameter θ.
Notice that the proposed schemes reduce to classical two-steps Adams schemes

when a = 0. As a matter of fact, in this case the scheme reduces to

yn+1
i = yni + h

((
θ

2
+

1
4

)
bn+1
i +

(
1− θ

)
bni +

(
θ

2
− 1

4

)
bn−1
i

)
, n = 0, . . . , N,

for i = 1, . . . ,m,. We denote these schemes M(θ) and their generalization to the
case a 6= 0 M∗(θ). Observe, in particular, that M(−1

2), M(1
2) and M(1

3) cor-
reponds to the classical Adams-Bashforth two steps scheme (hereafter denoted
by AB2), the Crank-Nicolson scheme (CN) and the Adams Moulton two steps
scheme (AM3). By extension, we will denote AB2∗, CN∗ and AM3∗ methods
M∗(−1

2), M∗(1
2), M∗(1

3) respectively. We also use the short notation FE∗ for the
Rush-Larsen scheme (c−1 = 0, c0 = 1 and c1 = 0). In Table 1 we report the
coefficients for the numerical schemes used in this paper.

3.2 Stability and Convergence

The numerical method at hand is not a standard multistep or Runge-Kutta
method, so we cannot advocate available convergence results and the analysis
of the method needs to be explicitly addressed. We give first a definition of
zero-stability suitable for our scheme.

Definition 3.1 A numerical method in the form (6) is zero-stable when

∃h0 > 0, ∃C > 0 : ∀h ∈ (0, h0], ‖zn − yn‖ ≤ Cε 0 ≤ n ≤ N
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with yn being the solution of problem (6) and zn being the solution of the per-
turbed problem zn+1

i = zni + hΦ(aih)
[
a
n+ 1

2
i zni + b

n+ 1
2

i

]
+ hδn+1

i i = 1, . . . ,m

z0 = y0 + δ0;
(12)

for 0 ≤ n ≤ N − 1, under the assumption that ‖δk‖ ≤ ε, 0 ≤ k ≤ N − 1.

Proposition 3.1 The scheme (6) is zero-stable provided that:

i) a and b are Lipschitz-continuous functions with respect to the first argu-
ment and uniformly in time, with constants La and Lb respectively.

ii) there exists a non-negative constant aM such that ai(y, t) ≤ aM , ∀y ∈ Rm,
t ∈ [0, T ] , i = 1, . . . ,m;

Typically, in gating variable models, ai < 0, hence condition ii holds. This is
true, in particular, in the case of Luo Rudy model.
Before proving the Proposition 3.1 we state the following Lemma:

Lemma 3.1 Let xn satisfies:

0 ≤ xn ≤ ξxn−1 + ηxn−2 + (ξ + η − 1)δ, (13)

being η, δ, x0 and x1 ≥ 0 and ξ ≥ 1. Then,

xn ≤
[
x0 + δ +

2
ξ

(x1 + δ)
]

(ξ + η)n .

Proof: We consider the problem:

x̃n = ξx̃n−1 + ηx̃n−2 + (ξ + η − 1)δ, (14)

with x̃0 = x0 and x̃1 = x1. First of all, observe that the right hand side is non-
negative, so that assumption (13) makes sense. We have obviously that xn ≤ x̃n.
Solution to difference equation (14) reads

x̃n = σ1ρ
n
1 + σ2ρ

n
2 − δ,

with

ρ1,2 = 1
2

(
ξ ±

√
ξ2 + 4η

)
, σ1 = (x1+δ)−ρ2(x0+δ)

ρ1−ρ2 and σ2 = ρ1(x0+δ)−(x1+δ)
ρ1−ρ2 .

We notice that |ρ1,2| ≤ ξ + 1
2η ≤ ξ + η and |ρ1 − ρ2| ≥ ξ; then we can write:

xn ≤ x̃n ≤ σ1ρ
n
1 + |σ2||ρ2|n ≤ (σ1 + |σ2|) (ξ + η)n ,

where we have exploited the fact that σ1 > 0. The thesis follows.
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Proof of Proposition 3.1 We refer to ||·||∞ (still denoted by ||·||). We define
(E(x))ij = exiδij where δij is the Kronecker symbol, and (Φ(x))ij = Φ(xi)δij ,
then, we can rewrite (6) as

yn+1 = E(an+ 1
2h) yn + Φ(an+ 1

2h) b, n = 0, . . . N. (15)

We observe that for all a, ã such that ai ≤ aM , and ãi ≤ aM for i = 1, . . .m,
and h ∈ (0, h0] we have:

‖Φ(ah)‖ ≤ ΦM , ‖Φ(ah)−Φ(ãh)‖ ≤ hLΦ‖a− ã‖,
‖E(ah)‖ ≤ eaMh, ‖E(ah)−E(ãh)‖ ≤ hLe‖a− ã‖, (16)

where ΦM = Φ(aMh0), LΦ = Φ′(aMh0) and Le = eaMh0 . For the sake of clarity
we write any and bny for a(yn, tn) and b(yn, tn), and anz and bnz for a(zn, tn) and
b(zn, tn). Firstly, we prove that yn and bny are bounded for all n = 1, . . . , N .
From equation (15) we have

‖yn‖ ≤ eaMh‖yn−1‖+ hΦM‖b
n− 1

2
y ‖, n = 2, . . . , N. (17)

Notice that ‖b(y, t)‖ ≤ B0 +Lb‖y‖ for all t ∈ [0, T ], being B0 = max
t∈[0, T ]

‖b(0, t)‖.

Hence, we can write:

‖bn−
1
2

y ‖ ≤
1∑

k=−1

‖ckbn−k−1
y ‖ ≤

1∑
k=−1

|ckB0|+Lb
1∑

k=−1

|ck| ‖yn−k−1‖ n = 2, . . . , N.

(18)
Substituting (18) in (17) we have:

α‖yn‖ ≤ β‖yn−1‖+ γ‖yn−2‖+ hcΦMB0, n = 2, . . . , N, (19)

where α = 1 − h|c−1|LbΦM , β = eh aM + h|c0|LbΦM , γ = h|c1|LbΦM and c =
|c−1|+ |c0|+ |c1|. Taking h0 such that α > 0 ∀h ∈ (0, h0], we can apply Lemma
3.1 and obtain, for n = 2, . . . , N , the following inequality:

‖yn‖ ≤
(
‖y0‖+ 2

α

β
‖y1‖+

(
1 + 2

α

β

)
B0

Lb

)(
eh aM + h(|c0|+ |c1|)LbΦM

1− h|c−1|LbΦM

)n
.

Exploiting the well known inequality (1 + x)n ≤ enx for x ≥ 0, we have:

‖yn‖ ≤ K1

(
1 +

h|c−1|LbΦM

1− h|c−1|LbΦM

)n
eaMnh (1 + h(|c0|+ |c1|)LbΦM )n ≤

K1 e
aMT e(|c−1|(1−h0|c−1|LbΦM )−1+|c0|+|c1|)LbΦMT = yM ,

with K1 =
(
‖y0‖+ 2αβ ‖y

1‖+
(

1 + 2αβ
)
B0
Lb

)
. Since α‖y1‖ ≤ (β + γ)‖y0‖ +

c h0ΦMB0 we can conclude that yn is bounded.
Also bny is bounded ∀n ∈ [0, N ] since ‖bny‖ ≤ B0 + LbyM = bM .
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Setting now wn = zn − yn and subtracting (12) from (6) we obtain:

wn = hδn+E(ha
n− 1

2
z )zn−1−E(ha

n− 1
2

y )yn−1+hΦ(ha
n− 1

2
z )b

n− 1
2

z −hΦ(ha
n− 1

2
y )b

n− 1
2

y ,
(20)

for n = 1, . . . , N . Let us analyze separately the terms of the previous equation.∥∥∥∥E(ha
n− 1

2
z )zn−1 −E(ha

n− 1
2

y )yn−1

∥∥∥∥ =∥∥∥∥E(ha
n− 1

2
z )wn−1 +

(
E(ha

n− 1
2

z )−E(ha
n− 1

2
y )

)
yn−1

∥∥∥∥ ≤
eh aM ‖wn−1‖+ hyMLe

∥∥∥∥an− 1
2

z − a
n− 1

2
y

∥∥∥∥ ≤
eh aM ‖wn−1‖+ hyMLeLa

(∑1
i=−1 |ci| ‖wn−i−1‖

)
;∥∥∥∥Φ(ha

n− 1
2

z ) b
n− 1

2
z −Φ(ha

n− 1
2

y )b
n− 1

2
y

∥∥∥∥ =∥∥∥∥Φ(ha
n− 1

2
z )(b

n− 1
2

z − b
n− 1

2
y ) + (Φ(ha

n− 1
2

z )−Φ(ha
n− 1

2
z ))b

n− 1
2

y

∥∥∥∥ ≤
ΦM

∥∥∥∥bn− 1
2

z − b
n− 1

2
y

∥∥∥∥+ bMLΦ

∥∥∥∥an− 1
2

z − a
n− 1

2
y

∥∥∥∥ ≤
(ΦMLb + hbMLΦLa)

(∑1
i=−1 |ci| ‖wn−i−1‖

)
.

From equation (20), using previous inequalities, we obtain:

α‖wn‖ ≤ β‖wn−1‖+ γ‖wn−2‖+ hε,

where α = 1−h|c−1|K2, β = eh aM +h|c0|K2, γ = h|c1|K2 with K2 = (yMLeLa+
ΦMLb + h0bmLΦLa). If we take h0 such that α > 0∀h ∈ (0, h0], we can apply
Lemma 3.1 and obtain:

‖wn‖ ≤
(
‖w0‖+ 2

α

β
‖w1‖+

(
1 + 2

α

β

)
ε

cK2

)(
eh aM + h(|c0|+ |c1|)K2

1− h|c−1|K2

)n
,

for n = 2, . . . , N . Noticing that ‖w0‖ ≤ ε, α|w1| ≤ (β + γ)|w0|+ h0ε and that
(1 + x)n ≤ enx for x ≥ 0 we obtain, for n = 1, . . . , N :

‖wn‖ ≤ ε
(

3 + 2
γ

β
+
β + 2α
βcK2

)(
1 +

h|c−1|K2

1− h|c−1|K2

)n
eaMnh e(|c0|+|c1|)K2nh ≤

ε

(
3 + 2

γ

β
+
β + 2α
βcK2

)
eaMT e(|c−1|(1−h0|c−1|C)−1+|c0|+|c1|)CT ,

which proves the thesis.
Should a(t,y) and b(t,y) be sufficiently regular functions, zero-stability and

consistency allow to conclude that the method is convergent with order 2 if
ω = 1/2 and order 1 otherwise.
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Figure 2: Absolute stability regions for the FE∗ (left), the AB2∗ (center) and
AM3∗ methods on the model problem y′ = λy with λ = λa +λb a = λa, b = λby
and λa = ρλb with ρ a real parameter.

3.3 Absolute stability

The stability over long time intervals for the model linear problem y = λy, with
Re(λ) < 0 strongly depends on the implementation of the method, i.e. on the
definition on a and b with respect to the model problem. In particular, since the
part driven by a is solved exactly for the model problem, if we set a = λ (b = 0)
we get an unconditionally stable method, whilst for a = 0 and b = λy stability of
the method is the one of the correspondent multistep method. These preliminary
observations match with the experimental results mentioned above, concerning
the FE∗ method which is more stable than the corresponding FE scheme. In
order to be more quantitative, we split λ = λa + λb and consider the (scalar)
scheme (6) with a = λa and b = λb. In particular, we write λa = ρλb where ρ is a
non-negative parameter, and investigate the time asymptotic solution dynamics
for different values of ρ and different schemes.

By standard arguments on finite difference equations, we obtain that the
solution computed by our scheme asymptotically vanishes if the roots of the
polynomial(

1− e
ρλh
ρ+1 − 1
ρ

c−1

)
r2 −

(
1 +

(
e
ρλh
ρ+1 − 1

)(
1 +

c0

ρ

))
r − c1

e
ρλh
ρ+1 − 1
ρ

= 0

belong to the unit circle in the complex plane. We stress that for ρ → 0 we
recover the characteristic polynomial of the method M(θ). In Fig. 2 we report
the region of absolute stability of FE2∗, AB2∗ and AM3∗ respectively. The
shaded region is the region of absolute stability of the corresponding traditional
multistep method. As expected, when ρ gets larger, the region of absolute
stability increases and the method at hand tends to become unconditionally
stable (and exact for the model problem).

This analysis gives an interesting perspective to the methods addressed here,
that can be considered a sort of “stabilization” of traditional schemes, which is

10



however obtained by limiting the accuracy to the second order.
Observe that for ρ < −1 we have λa < 0 and λb > 0 that is the situation we

have from the linearization of problems coming from electro-physiology. In this
case, the region of absolute stability covers the entire half plane.

3.4 Positivity properties

As pointed out previously, one of the interesting features of the Rush-Larsen
scheme, solving the gating equations, is that the numerical solution belongs to
the interval [0, 1]. Here, we investigate the positivity properties of our schemes,
giving a rigorous proof that holds also for the Rush-Larsen scheme itself. Let us
start with some assumptions on the continuous problems, that are in particular
verified for the applications of interest here.

Let us suppose that there exist a function a(t, y) < 0 and constants K1, K2

such that:

a(t, y)(y −K1) ≤ f(t, y) ≤ a(t, y)(y −K2) ∀y ∈ R, t ∈ (0, T ] (21)

then the solution y ∈ [K1,K2] provided that y0 ∈ [K1,K2] (in the case of gating
variables K1 = 0 and K2 = 1). This can be proved considering the subsolution
y and the supersolution y fulfilling the equations:

dy

dt
= a(t, y)(y −K1)

y(0) = y0

{
dy

dt
= a(t, y)(y −K2)

y(0) = y0.
(22)

We have that y ≤ y ≤ y. We claim that y ≥ K1. In fact, multiplying the first
equation in (22) by (y −K1), we get

1
2
d

dt
(y −K1)2 = a(y −K1)2 ≤ 0.

Hence, since (y −K1)2 is decreasing in time, if there exists τ ∈ [0, T ] such that
y(τ) = K1, then y(t) = K1 for all t ∈ [τ, T ]. With same arguments we conclude
that y(t) ≤ K2. Hence K1 ≤ y ≤ y ≤ y ≤ K2.

Setting b(t, y) = f(t, y) − a(t, y)y, the problem can be solved using the
proposed schemes that, for the sake of clarity, we write as

yn+1 = ea
n+1

2 hyn +
(

1− ea
n+1

2 h

)(
−b

n+ 1
2

an+ 1
2

)
.

We start assuming that an+ 1
2 and bn+ 1

2 are exactly a(tn+ 1
2 ) and b(tn+ 1

2 ). If
yn ∈ [K1, K2], under the assumption (21), yn+1 is the convex combination

(with coefficients ea
n+1

2 h and 1 − ea
n+1

2 h) of terms (yn and
an+ 1

2

bn+ 1
2

) belonging to

11



the range [K1, K2]. Hence yn+1 belongs to the same range. With induction
arguments, we conclude that yn belongs to [K1, K2] when y0 does.

Now, we have to investigate the impact of the approximations an+ 1
2 '

a(tn+ 1
2 ) and bn+ 1

2 ' b(tn+ 1
2 ) on this statement. If the three coefficients c−1,

c0, c1 are non negative, then the combination still features positive coefficients
and −bn+1

an+1 is in the range [K1, K2]. Therefore, we have proved the following
proposition:

Proposition 3.2 Under the assumption (21), the schemes (6) with non-negative
coefficients c−1, c0 and c1, have numerical solution yn ∈ [K1,K2], provided that
y0 ∈ [K1, K2].

Notice that the latter proposition includes the schemes FE∗, CN∗ and M(θ)∗

with θ > 0.
A special consideration deserves the explicit second order scheme AB2∗.

Proposition 3.3 Let f(t, y) fulfills inequalities (21) with a constant, y0 ∈
[K1,K2] and define b := f − ay. Then the scheme AB2∗ is such that the
numerical solution yn belongs to [K1,K2] when

h ≤ log(2)
|a|

. (23)

Moreover, if the initial conditions are such that(
3
2
eah − 1

2

)
K1 ≤ eahy1 − hΦ

1
2
b0 ≤

(
3
2
eah − 1

2

)
K2 (24)

we can relax the restriction on h and ask that

h ≤ log(3)
|a|

. (25)

The restrictions on h (23) and (25) are to be compared with the ones of AB2
[10], namely h ≤ 1

3|a| and h ≤ 4
9|a| respectively. Hence, AB2∗ allows us to take

significantly higher values than what AB2 does.
Proof Firstly, we notice that yn fulfills the scheme (2), then un := yn −K1

satisfies the scheme un+1 = un+hΦ(ah)(aun+b̃
n+ 1

2 ), being b̃
n+ 1

2 :=
3
2
b̃
n−1

2
b̃
n−1

and b̃
n := bn + aK1. In fact:

un+1 = yn+1 −K1 = yn + hΦ(ah)
(
ayn + bn+ 1

2

)
−K1 =

yn −K1 + hΦ(ah)
(
a(yn −K1) + (bn+ 1

2 + aK1)
)

=

un + hΦ(ah)
(
aun + b̃

n+ 1
2

)
.

(26)

We notice that (21) implies b̃n ≥ 0 . Analogously, un := K2 − yn satisfies the
same scheme, with b̃

n := −bn− aK2 and b̃
n ≥ 0; hence, by proving that un ≥ 0

12



we prove that yn ∈ [K1,K2]. We prove that un ≥ 0 by induction. Let us define

sn = eahun − hΦ(ah)
1
2
b̃
n−1, we have

1. s1 ≥ 0. In fact,

s1 = eahu1 − hΦ(ah)
1
2
b̃

0

which is non negative when (24) holds; otherwise, since u1 = eahu0 +
hΦ(ah)b̃0, s1 can be written as

s1 = e2ahu0 + hΦ(ah)
(
eah − 1

2

)
b̃

0
,

which is non negative when
(
eah − 1

2

)
≥ 0, i.e. when (23) holds.

2. sn ≥ 0 =⇒ sn+1 ≥ 0, n = 1, . . . , N − 1.

In fact, un+1 = eahun + hΦ(ah)
(

3
2
b̃
n − 1

2
b̃
n−1
)

, hence

sn+1 = eahun+1 − hΦ(ah)
1
2
b̃
n =

eah
[
eahun + hΦ(ah)

(
3
2
b̃
n − 1

2
b̃
n−1
)]
− hΦ(ah)

1
2
b̃
n =

eah
[
eahun − hΦ(ah)

1
2
b̃
n−1
]

+hΦ(ah)
(

3
2
eah− 1

2

)
b̃
n ≥

eahsn + hΦ(ah)
(

3
2
eah − 1

2

)
b̃
n ≥ hΦ(ah)

(
3
2
eah − 1

2

)
b̃
n
.

(27)

The last term is non negative when
(

3
2
eah − 1

2

)
≥ 0, i.e. when (25) holds

(notice that sn ≥ 0 =⇒ un ≥ 0, since eahun ≥ +hΦ(ah)
1
2
b̃
n−1 ≥ 0; for

this reason b̃n ≥ 0).

Hence, by induction, sn ≥ 0, n = 1, . . . , N . This implies un ≥ 0.

4 The scheme at work

In this section we show how to use the proposed scheme for the solution of
system (1). In scheme (6) we take a = [0,aT ,0T ]T and b = [I, bT ,gT ]T , hence,
the scheme reads as follows:

1
hu

n+1 = 1
hu

n + c−1 I
n+1 + c0 I

n + c1 I
n−1

1
hw

n+1
i = 1

hw
n
i + Φ(a

n+ 1
2

i h)
(
a
n+ 1

2
i wni + b

n+ 1
2

i

)
i = 1, . . . ,m

1
hXn+1 = 1

hXn + c−1 gn+1 + c0 gn + c1 gn−1

u(0) = u0, w(0) = w0, X(0) = X0,

(28)
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for n = 0, . . . , N . We take I−1 = I0 and g−1 = g0. The following results are
obtained using the Luo-Rudy phase I model with the following current stimulus:

Iapp =

{
Imax

(
1
2 −

1
2 cos

(
2π t

tp

))
t < tp

0 t ≥ tp,
Imax = 60µA, tp = 1ms,

(29)
and Cm = 1µ F . We refer to the discrete L2 norm of the components of solution
yn, defined as

‖yi‖ =

√√√√1
2

N−1∑
n=0

[
(yni )2 +

(
yn+1
i

)2] (tn+1 − tn).

The relative error is computed as max
i

‖yi(tn)− yni ‖
‖yi(tn)‖

. In the following simu-

lations we will take T = 450 ms. In Table 2 we compare the relative errors for
different time steps using our explicit method AB2∗, FE∗, and their correspond-
ing multistep methods, AB2 and FE. The reference solution is obtained solving
the system with the Matlab function ode45 with parameters RelTol and AbsTol
set respectively to 1e − 9 and 1e − 12. Results confirm that AB2∗ method is
second order accurate and hence more accurate than the Rush-Larsen method.
Observe that for tiny time-steps multistep methods feature slightly better than
the correspondent starred methods, and however, their stability constraints are
strong, requiring h ≤ 0.1 ms.

h errrel AB2∗ errrel FE∗ errrel AB2 errrel FE
2e-1 1.03-1 1.02e-1 NaN NaN
1e-1 8.73e-3 6.72e-2 NaN NaN
5e-2 3.64e-3 3.98e-2 NaN NaN
2.5e-2 1.28e-3 2.16e-2 NaN NaN
1.25e-2 3.63e-4 1.12e-2 NaN 6.65e-3
6.25e-3 9.71e-5 5.65e-3 5.65e-5 3.33e-3

Table 2: Relative error using different time-steps and the methods AB2∗, FE∗,
AB2 and FE.

4.1 Predictor-corrector strategy

Now we want to use our schemes with a predictor-corrector (PC) strategy (for an
introduction on predictor-corrector scheme, see [13, 17]). Let ŷn be the solution
obtained with the (explicit) predictor scheme, and yn the one obtained with the
(implicit) corrector scheme; let c0 and c1 be the coefficients of predictor scheme
(c−1 = 0) and c−1, c0, c1 the coefficients of the corrector scheme. The PC time

14



h AB2∗-CN∗ FE∗-CN∗ AB2∗-CN∗PEC FE∗-CN∗PEC
2e-1 3.41-2 5.65e-2 NaN 4.26e-2
1e-1 9.02e-3 2.33e-2 1.50e-2 3.04e-2
5e-2 2.97e-3 7.72e-3 4.15e-3 1.26e-2
2.5e-2 6.95-4 2.23e-3 9.00e-4 3.95e-3
1.25e-2 1.57e-4 6.03e-4 1.85e-4 1.09e-3
6.25e-3 3.77e-5 1.58e-4 4.16e-5 2.88e-4

Table 3: Relative errors using different time-steps and the predictor-corrector
methods AB2∗-CN∗, FE∗-CN∗. The results in the first two columns refer to the
PECE approach, the ones in last two columns to the PEC approach.

discretization of system (1), for n = 1, . . . , N , reads:

P :


1
h û

n+1 = 1
hu

n + c0 I
n + c1 I

n−1

1
h ŵ

n+1
i = 1

hw
n
i + Φ(a

n+ 1
2

i h)
(
a
n+ 1

2
i wni + b

n+ 1
2

i

)
i = 1, . . . ,m

1
hX̂n+1 = 1

hXn + c0 gn + c1 gn−1

C :


1
hu

n+1 = 1
hu

n + c−1Î
n+1 + c0I

n + c1I
n−1

1
hw

n+1
i = 1

hw
n
i + Φ

(
(â
n+ 1

2
i h

)(
a
n+ 1

2
i wni + b̂

n+ 1
2

i

)
i = 1, . . . ,m

1
hXn+1 = 1

hXn + c−1ĝn+1 + c0gn + c1 gn−1,

(30)

where În+1 and ĝn+1 are computed using the predictor solutions ûn+1, ŵn+1,
X̂n+1 and:

an+ 1
2 = c0a

n + c1a
n−1, b

n+ 1
2 = c0bn + c1bn−1,

ân+ 1
2 = c−1a(ûn+1) + c0a

n + c1a
n−1; b̂n+ 1

2 = c−1b(ûn+1) + c0bn + c1bn−1.

a
1
2 = (c0 + c1)a0, b

1
2 = (c0 + c1)b0,

â
1
2 = c−1a(û1) + (c0 + c1)a0, b̂

1
2 = c−1b(û1) + (c0 + c1)b0.

(31)
In Tables 3 and 4 we show relative errors for different predictor-corrector schemes.
We note that the best performances are obtained using a second order predictor
scheme with a PECE approach (for definition of PECE and PEC approach see
[13] or [17]). Also the CN∗ corrector scheme performs slightly better than the
AM3∗ one. As expected, the differences between PECE approach and PEC are
more evident when large time-steps are used.

5 Time adaptive strategy

Using an error estimate based on the PC strategy, we can devise a time-adaptive
strategy.
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h AB2∗-AM3∗ FE∗-AM3∗ AB2∗-AM3∗PEC FE∗-AM3∗PEC
2e-1 6.44-2 4.07e-2 NaN 3.94e-2
1e-1 7.84e-3 2.02e-2 1.19e-2 2.91e-2
5e-2 2.67e-3 7.03e-3 3.75e-3 1.26e-2
2.5e-2 6.76e-4 2.07e-3 8.73e-4 4.02e-3
1.25e-2 1.62e-4 5.60e-4 1.91e-4 1.13e-3
6.25e-3 4.13e-5 1.47e-4 4.51e-5 2.98e-4

Table 4: Relative errors using different time-steps and the predictor-corrector
methods AB2∗-AB3∗, FE∗-AB3∗. The results in the first two columns refer to
the PECE approach, while in the last two columns to the PEC approach.

5.1 A posteriori error estimation

We are looking for an estimate of error between y(tn+1) and yn+1 depending
on the computed solutions yn+1 and ŷn+1 (for multistep methods this estimate
is called Milne’s estimate, see [13]). We start considering a predictor-corrector
couple of second order schemes, with parameters θp and θc respectively. From
(10) we have, for i = 1, . . . ,m,

yi(tn+1)− ŷn+1
i =(

1
6 −

θp
2

) (
a′′i (t

n)yi(tn)− b′′i (t
n)
)
h3 + 1

12

(
a′i(t

n)bni − ani b
′
i(t

n)
)
h3 + o(h3);

yi(tn+1)− yn+1
i =(

1
6 −

θc
2

) (
a′′i (t

n)yi(tn)− b′′i (t
n)
)
h3 + 1

12

(
a′i(t

n)bni − ani b
′
i(t

n)
)
h3 + o(h3).

(32)
Subtracting equation (32)1 from (32)2 we have:(

a′′i (t
n)yi(tn)− b′′i (t

n)
)
h3 =

2
θc − θp

(
yn+1
i − ŷn+1

i

)
+ o(h3). (33)

Substituting the latter equation into (32)2, we have:

yi(tn+1)− yn+1
i =

θc − 1
3

θp − θc
(
yn+1
i − ŷn+1

i

)
+ 1

12

(
a′i(t

n)bni − ani b
′
i(t

n)
)
h3 + o(h3).

(34)
In view of an a posteriori error estimator, the first derivatives of a and b can be
approximated by forward differences,

a′i(t
n)bni − ani b

′
i(t

n) =
1
h

(
an+1
i bni − ani b

n+1
i

)
+O(h);

then, we obtain the following error estimate:

yi(tn+1)− yn+1
i =

θc − 1
3

θp − θc
(
yn+1
i − ŷn+1

i

)
+

1
12
(
an+1
i bni − ani b

n+1
i

)
h2 + o(h3).

(35)
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h AB2∗-CN∗
e AB2∗-AM3∗e AB2∗-CN∗

e−PEC AB2∗-AM3∗e−PEC

2e-1 NaN NaN NaN NaN
1e-1 8.16e-3 8.06e-3 4.46e-3 4.59e-3
5e-2 3.84e-4 3.91e-4 1.91e-3 1.92e-3
2.5e-2 4.88e-5 4.91e-5 3.48e-4 3.49e-4
1.25e-2 7.03e-6 7.03e-6 4.97e-5 4.97e-5
6.25e-3 4.35e-6 4.35e-6 9.48e-6 9.48e-5

Table 5: Relative error using different time-steps and the predictor-corrector
methods AB2∗-AB3∗, FE∗-AB3∗ corrected with local extrapolation. The results
in the first two columns refer to the PECE approach, while in the last two
columns to the PEC approach.

For first order predictor-corrector couples, with parameters ωp and ωc respec-
tively (and 6= 1/2), we get the following error estimate:

y(tn+1)− yn+1 =
ωc − 1

2

ωp − ωc
(
yn+1 − ŷn+1

)
+ o(h2). (36)

In principle, these estimates can be used to improve the solution so to get a
third order method (local extrapolation). As a matter of fact, once computed
the error estimate En+1, we compute ỹn+1 = yn+1 + En+1, raising by one the
order of the method. In Table 5 we show relative errors of predictor-corrector
schemes corrected with this a posteriori error estimation. We observe very slight
differences between the schemes, the PECE approach performing better than
the PEC approach. These schemes are more accurate than the second order
one (compare Table 5 with Tables 3 and 4), however we notice that for large
time-steps they become unstable. Moreover, using this local extrapolation, we
loose the favourable positivity properties of the non corrected schemes.

5.2 Time adaptive schemes

Given a vector of tolerances τ (possibly a different tolerance for each variable),
we look for the largest time-step such that Eni ≤ τi, i = 1, . . . ,m. Using a first
order method Eni ' Kih

2, being K a constant vector, if En is the error obtained

with a time-step h, then using a time-step h̃ = min
i
h

√
Eni
τi

we can obtain an error

Ẽ such that Ẽni ' τi for some i. Using a second order method the optimal time-

step is given by h̃ = min
i
h 3

√
Eni
τi

, (see [13]). Sometimes the vector of tolerances

is defined as τ = max(τ abs + τrely), being τ abs and τrel respectively a vector of
absolute tolerances and a relative tolerance. This is, for example, the choice of
Matlab for odexx suite. In our simulations, however, we weighted the tolerances
based on the infinity norm of the components of the solution, hence, for the
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Luo-Rudy model from Figure 1 we get τ = τ [84, 1, 1, 1, 1, 1, 1, 7e− 3]T . The
time adapting algorithm reads therefore While tn < T

1. Compute ŷn+1 and yn+1 with time-step h

2. Compute the error En+1

3. If En+1
i < τi then tn+1 = tn + h, n = n+ 1

4. Compute h̃, set h = 0.95 h̃ (0.95 is a cautelative parameter).

We define the recomputed percentage r as the percentage of the number of times
the conditional expression 3 is false over the total number of steps n.
In order to deal with variable time-steps we have to change the schemes co-
efficients. In particular, if ν = h

hold
is the ratio between the time-step at the

current iteration and the time-step at the previous iteration, we take c̃−1 = c−1,
c0 = c0 + c1(1 − ν) and c̃1 = νc1 as the coefficient of the variable step scheme.
Writing the Taylor expansions of an+ 1

2 and bn+ 1
2 and taking in account that

tn+1 − tn = h and tn − tn−1 = h
ν , we obtain:

an+ 1
2 = an + ω̃a′(tn)h+ θ̃a′′(tn)h

2

2 + o(h2);
bn+ 1

2 = bn + ω̃b′(tn)h+ θ̃b′′(tn)h
2

2 + o(h2);
(37)

with ω̃ = c̃−1−
c̃1

ν
= ω and θ̃ = c̃−1 +

c̃1

ν2
. The local truncation error expressions

(9), (10) and error estimates (35) and (36) still hold by replacing θ with θ̃.

Remark 5.1 From now on we will consider only second order time-adaptive
predictors and correctors method. First order methods are used only in the first
step, whose errors are estimated with (36). If we use CN∗ as a corrector, we
have, for the first iteration, a first order predictor (FE∗) and a second order
corrector (CN∗). In this case we cannot use the error estimates (35) nor (36).
In order to adapt the first time-step, in the following simulations, we use for
the first step the corrector scheme defined by coefficients (c−1 = 1, c0 = 0 and
c1 = 0) (Backward Euler) in place of of the Crank-Nicolson one.

We solved Luo-Rudy system with the time-adaptive algorithm, using dif-
ferent predictor-corrector methods fixed the predictor scheme to be the AB2∗

scheme. The corrector schemes are AM3∗, CN∗ and M(0.6)∗ schemes. Results
are shown in Table 6. M(0.6)∗ is more stable than CN∗ but results show that
performs slightly worst. In Figure 3 we compare the error curves as a function
of the average step h, using the Rush-Larsen scheme, the AB2∗ scheme and the
time adaptive algorithm with the AB2∗-CN∗ scheme with PEC approach.
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AB2∗-AM3∗ AB2∗-CN∗ AB2∗-M(0.6)∗

τ h r err h r err h r err
2.5e-2 1.25 3% 4.18e-2 1.23 4% 3.65e-2 1.24 3% 3.91e-2
5e-3 7.29e-1 3% 3.21e-3 7.23e-1 3% 2.94e-3 7.25e-1 3% 3.44e-2
1e-3 4.27e-1 2% 2.18e-3 4.25e-1 3% 9.09e-4 4.24e-1 2% 4.90e-3
1e-4 1.99e-1 1% 5.58e-4 1.98e-1 1% 2.31e-4 1.97e-1 1% 5.58e-4
1e-5 9.25e-1 8h 1.14e-4 9.19e-2 6h 7.31e-5 9.17e-2 7h 1.42e-4
1e-6 4.30e-1 6 h 2.43e-5 4.27e-2 3h 1.96e-5 4.26e-2 2h 3.64e-5

Table 6: Average time-step h, recomputed percentage r and relative error of
the solution computed using different predictor-corrector methods with time
adaptive strategy for different values of tolerance τ .

AB2∗-CN∗PEC AB2∗-CN∗e AB2∗-CN∗e−PEC
4 τ h r err h r err h r err

2.5e-2 1.19 10% 3.10e-2 1.18 8% 2.51e-2 1.20 9% 2.22e-2
5e-3 7.22e-1 4% 3.54e-3 7.22e-1 4% 4.73e-3 7.22e-1 3% 7.28e-3
1e-3 4.25e-1 2% 1.38e-3 4.25e-1 2% 9.30e-4 4.25e-1 2% 2.75e-3
1e-4 1.98e-1 1% 2.25e-4 1.98e-1 1% 1.19e-4 1.98e-2 1e% 4.13e-4
1e-5 9.19e-2 7h 5.50e-5 9.19e-2 7h 1.48e-5 9.19e-2 7h 4.79e-5
1e-6 4.27e-2 3h 1.75e-5 4.27e-2 3h 1.66e-6 4.27e-2 3h 5.13e-6

Table 7: Average time-step h, recomputed percentage r and relative error of the
solution computed using the predictor-corrector method AB2∗-CN∗ with time
adaptive strategy for different values tolerance τ . From left to right, the solution
is computed respectively with a PEC approach, with a PECE approach and local
extrapolation, with PEC approach and local extrapolation.
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Figure 3: Relative error curves as a function of the average step h, using FE∗

scheme, AB2∗ scheme and the time adaptive algorithm with the AB2∗-CN∗

scheme with PEC approach.
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6 Monodomain and Bidomain systems

The Bidomain model is one of the most popular and accurate model to describe
the propagation of action potential in the myocardium. A mathematical deriva-
tion of the Bidomain model is stressed in [7]. Well-posedness analysis results on
Bidomain system coupled with different ionic model are presented in [20, 21],
while several simulations of the action potential propagation using Monodomain
and Bidomain systems can be found in [5] or [6]. Here we report the Bidomain
system in a non-symmetric form:

∂u

∂t
− 1
χCm

∇ ·
(
λDi

1 + λ
∇u
)
− 1
χCm

∇ ·
(
λDi −De

1 + λ
∇ue

)
= I in Ω× (0, T ]

−∇ · [Di∇u+ (Di + De)∇ue] = 0. in Ω× (0, T ]

nTDi(∇u+∇ue) = 0 on ∂Ω× (0, T ],

nTDe∇ue = Ĩapp on ∂Ω× (0, T ],∫
Ω u

edx = 0 in (0, T ],

∂X
∂t

= g(u,X,w) in Ω× (0, T ]

∂wi
∂t

= ai(u)wi + bi(u) in Ω× (0, T ]

u(x, 0) = u0, u
e(x, 0) = 0, X(x, 0) = X0, w(x, 0) = w0 in Ω,

(38)
where Ω is the spatial domain, ue is the extracellular potential, Di and De

are the intracellular and extracellular conductivity tensors and χ the membrane
area per unit tissue. The source terms Ĩapp and I are defined respectively as

Ĩiapp = Iiapp + Ieapp and I =
1
Cm

(
λIiapp − Ieapp

λ+ 1
− Iion

)
, being Iiapp and Ieapp the

applied intracellular and the extracellular current stimuli. The current stimuli
must satisfy the compatibility condition

∫
Ω(Iiapp+ Ieapp) dx = 0. In the sequel we

take Iiapp = −Ieapp = Iapp. Coefficient λ is a chosen in such a way that λDi ' De

in order to weaken the coupling between the first and the second equation. In the
unrealistic case in which the conductivity tensors Di and De are proportional,
the Bidomain system can be reduced to the Monodomain system, and ue has
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not to be computed. The Monodomain system reads

∂u

∂t
− 1
χCm

∇ · (DM∇u) = I in Ω× (0, T ]

nTDM∇u = 0 on ∂Ω× (0, T ],

∂X
∂t

= g(u,X,w) in Ω× (0, T ]

∂wi
∂t

= ai(u)wi + bi(u) in Ω× (0, T ]

u(x, 0) = u0, X(x, 0) = X0, w(x, 0) = w0 in Ω;

(39)

where DM =
λDi

1 + λ
is the conductivity tensor and I is defined as: I =

1
Cm

(Iapp−
Iion).

6.1 Monodomain model discretization

In the time discretization of (39) we treat implicitly the diffusion term in order
to avoid small time-steps. Usually, Monodomain system is discretized as follows
: 

1
hu

n+1 −∇ · (DM∇un+1) = 1
hu

n + In

1
hw

n+1
i = 1

hw
n
i + Φ(ani h) (ani w

n
i + bni ) i = 1, . . . ,m

1
hXn+1 = 1

hXn + gn;

(40)

for n = 0, . . . , N . The PDE is solved with an IMEX [11] method that combines
Backward Euler (BE) with FE. The gate variables are solved with Rush-Larsen
model, and concentration variables with FE. We call this method IMEX-FE∗.
A slight improvement of IMEX-FE∗ method consists in replacing, in the first
equation, In with I(un,wn+1,Xn+1). Since this is similar to a Gauss-Seidel sub-
stitution approach, we call this method IMEX-FE∗-GS. A second order scheme
can be achieved using the AB2∗ scheme for the gate equations, AB2 for the
concentration equations and a second order IMEX scheme for the PDEs. We
choose as IMEX scheme the combination of CN scheme for the diffusion term
and AB2 for the forcing term. In this case the discrete system reads

1
hu

n+1 − 1
2∇ · (D

M∇un+1) = 1
hu

n + 1
2∇ · (D

M∇un) + 3
2I

n − 1
2I

n−1

1
hw

n+1
i = 1

hw
n
i + Φ(a

n+ 1
2

i h)
(
a
n+ 1

2
i wni + b

n+ 1
2

i

)
i = 1, . . . ,m

1
hXn+1 = 1

hXn + 3
2gn − 1

2gn−1

(41)

for n = 1, . . . , N , where we set In−1 = In, gn−1 = gn and an+ 1
2 , bn+ 1

2 are chosen
as in (7) with c−1 = 0, c0 = 3

2 and c1 = −1
2 .

This scheme becomes unstable for time-steps greater than 1 ms and oscillations
persist for time-steps greater than 0.5 ms. In order to overcame these problems
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and reduce at the same time computational efforts we apply our time adaptive
scheme. We still treat implicitly the diffusion term also in the predictor-corrector
scheme. This procedure does not affect the error estimate, since (9), (10), (35),
(36) still hold. The entire time discretized Monodomain problem reads

P :


1
h û

n+1 = 1
hu

n − c0∇ · (DM∇un)− c1∇ · (DM∇un−1) + c0 I
n + c1 I

n−1

1
h ŵ

n+1
i = 1

hw
n
i + Φ(a

n+ 1
2

i h)
(
a
n+ 1

2
i wni + b

n+ 1
2

i

)
i = 1, . . . ,m

1
hX̂n+1 = 1

hXn + c0 gn + c1 gn−1

C :



1
hu

n+1 − c−1∇ · (DM∇un+1) =
1
hu

n + c0∇ · (DM∇un) + c1∇ · (DM∇un−1) + c−1Î
n+1 + c0I

n + c1I
n−1

1
hw

n+1
i = 1

hw
n
i + Φ

(
â
n+ 1

2
i h

)(
â
n+ 1

2
i wni + b̂

n+ 1
2

i

)
i = 1, . . . ,m

1
hXn+1 = 1

hXn + c−1ĝn+1 + c0gn + c1 gn−1;
(42)

for n = 1, . . . , N , where În+1 and ĝn+1 are computed using the predictor solu-

tions ûn+1, ŵn+1, X̂n+1 and an+ 1
2 , bn+ 1

2 , an+ 1
2 and an+ 1

2 are defined as in (31).
We solve system (30) for the 1D Luo-Rudy model. Space discretization is carried
out with a Galerkin linear finite element method. This choice is motivated in
view of extending these computations to the 3D case. We consider Ω = (0, l)
and introduce the grid points {xk}Ne0 given by xk = k δx, being δx = l

Ne
the

grid spacing. We approximate yni with (ynh)i =
∑Ne

k=0 ỹ
n
i,kϕk being {ϕk}Ne0 the

Lagrangian base for the space of piecewise linear continuous functions on Ω. We
define the 1D L2(Ω) norm with a trapezoidal rule, namely

‖(ynh)i‖ =

√√√√1
2

M−1∑
k=0

[(
ỹni,k

)2
+
(
ỹni,k+1

)2
]
δx.

We refer then to the space-time norm ‖(ynh)i‖st = ‖‖(ynh)i‖‖. The relative error

is given by max
i

‖(ynh)i − yi(xk, tn)‖st
‖yi(xk, tn)‖st

. Unless stated otherwise, in the following

simulations we take T = 500, l = 5cm, Ne = 500 and

Iapp(t, x) =

{
Imax

(
1
2 −

1
2 cos

(
2π t

tp

))
t < tp, x < xp

0 otherwise,
(43)

where Imax = 60µA, tp = 1ms and xp = 1.5mm. We consider, as the ref-
erence solution, the one obtained using the predictor-corrector scheme AB2∗-
CN∗, adapted in time, with τ = 1e − 9 and Ne = 500. We are interested only
in time discretization errors, hence, the reference solution is computed on the
same grid used for the other numerical solutions. In Table 8 we report results
obtained for different time-steps, using IMEX-FE∗, IMEX-FE∗-GS and IMEX-
AB2∗ schemes. In Table 9 we report results obtained with the AB2∗-CN∗ scheme
and the predictor-corrector scheme AB2∗-M(0.6)∗. In Figure 4 we report rel-
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h IMEX-FE∗ IMEX-FE∗-GS IMEX-AB2∗

2e-1 4.47e-1 5.14e-2 NaN
1e-1 3.09e-1 6.85e-2 4.67e-2
5e-2 2.12e-1 5.71e-2 4.24e-2

2.5e-2 1.48e-1 3.71e-2 1.86e-2
1.25e-2 1.02e-1 2.17e-2 5.52e-3
6.25e-3 6.59e-2 1.18e-2 1.46e-3

Table 8: Relative errors using different time-steps and the methods IMEX-FE∗,
IMEX-FE∗-GS and IMEX-AB2∗. The results in the first two columns refer to
the PECE approach, while in the last two columns to the PEC approach.

AB2∗-CN∗ AB2∗-CN∗PEC AB2∗-M(0.6)∗PEC
τ h r err h r err h r err

1e-1 5.92e-1 1% 2.57e-1 4.78e-1 7% 1.71e-1 4.87e-1 28% 9.53e-2
2.5e-2 3.63e-1 6h 3.96e-2 3.43e-1 9h 4.04e-2 3.42e-1 15% 3.19e-2
5e-3 2.14e-1 6h 2.90e-2 2.11e-1 8h 2.70e-2 2.14e-1 7h 2.13-2
1e-3 1.26e-1 6h 1.34e-2 1.26e-1 5h 1.30e-2 1.24e-1 13% 1.10e-2
1e-4 5.70e-2 11% 3.14e-3 5.77e-2 7% 3.06e-3 5.53e-2 17% 2.67e-3
1e-5 2.62e-2 11% 6.21e-4 2.62e-2 10% 6.20e-4 2.55e-2 17% 6.13e-4

Table 9: Average time-step h, recomputed percentage r and relative error of the
solution of Monodomain model, computed using different predictor-corrector
methods with time adaptive strategy.

23



10
−3

10
−2

10
−1

10
0

10
−4

10
−3

10
−2

10
−1

 

 

IMEX−FE*−GS

IMEX−AB2*

AB2*−CN
PEC
*

∝  h2

∝  h

Figure 4: Relative error curves as a function of the average step h, using IMEX-
FE∗ scheme, IMEX-AB2∗ scheme and the time adaptive algorithm with the
AB2∗-CN∗ scheme with PEC approach.

AB2∗-CN∗PEC , δx = 5
125 AB2∗-CN∗PEC , δx = 5

250 AB2∗-CN∗PEC, δx = 5
500

τ h r err h r err h r err
1e-1 5.18e-1 30% 1.57e-1 4.80e-1 18% 2.11e-1 4.78e-1 7% 1.71e-1

2.5e-2 3.58e-1 27% 5.97e-2 3.55e-1 16% 3.11e-2 3.43e-1 9h 4.04e-2
5e-3 2.21e-1 22% 5.32e-2 2.15e-1 9h 3.56e-2 2.11e-1 8h 2.70e-2
1e-3 1.31e-1 10% 2.30e-2 1.27e-1 8h 1.65e-2 1.26e-1 5h 1.30e-2
1e-4 6.10e-2 8% 3.69e-3 5.89e-2 3% 3.56e-3 5.77e-2 7% 3.06e-3
1e-5 2.82e-2 4% 5.33e-4 2.71e-2 5% 6.77e-4 2.62e-2 10% 6.20e-4

Table 10: Average time-step h, recomputed percentage r and relative error of
the solution of Monodomain model, computed on different grids, using AB2∗-
CN∗PEC scheme with time adaptive strategy.

ative error curves as a function of the average time-step h, using IMEX-FE∗

scheme, IMEX-AB2∗ scheme and the time adaptive algorithm with the AB2∗-
CN∗ scheme. Second order methods with θ < 1

2 used as correctors and methods
corrected with local extrapolation present instabilities.
The numerical methods is robust with respect to the spatial resolution as shown
in Table 10 where we compare the average time-step h, the recomputed percent-
age r and the relative error for different mesh sizes. The reference solutions are
computed using the different grids and taking a tolerance defined as τ = 1e− 9.
The recomputed percentage increases on coarse grids, while h and the errors are
fairly insensitive.

Remark 6.1 The 3D Bidomain problem.
A complete analysis of the results of our solver coupled with the (2D-3D)
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Bidomain complete model is beyond the scope of the present work. However, we
want to address briefly a possible strategy for an efficient coupling of the PDE
solver and our method. Usually, the Bidomain system is written in a symmetric
form featuring the two variables ui and ue, where ui = u+ue is the intracellular
potential. However, if we resort to the non-symmetric form, in the predictor
step we avoid to solve the second equation of the system. The time discretized
problem reads, for n = 1, . . . , N

P :



1
h û

n+1 = 1
hu

n + c0∇ · (DM∇un) + c1∇ · (DM∇un−1)+
c0∇ · (D∆∇(ue)n) + c1∇ · (D∆∇(ue)n−1) + c0 I

n + c1 I
n−1

1
h ŵ

n+1
i = 1

hw
n
i + Φ(a

n+ 1
2

i h)
(
a
n+ 1

2
i wni + b

n+ 1
2

i

)
1
hX̂n+1 = 1

hXn + c0 gn + c1 gn−1

C :



1
hu

n+1 − c−1∇ · (DM∇un+1)− c−1∇ · (D∆∇(ue)n+1) =
1
hu

n + c0∇ · (DM∇un) + c1∇ · (DM∇un−1) + c0∇ · (D∆∇(ue)n)+
c1∇ · (D∆∇(ue)n−1) + c−1Î

n+1 + c0I
n + c1I

n−1

−∇ ·
[
Di∇un+1 + (Di + De)∇(ue)n+1

]
= 0∫

Ω(ue)n+1dx = 0
1
hw

n+1
i = 1

hw
n
i + Φ

(
â
n+ 1

2
i h

)(
â
n+ 1

2
i wni + b̂

n+ 1
2

i

)
1
hXn+1 = 1

hXn + c−1ĝn+1 + c0gn + c1 gn−1,
(44)

where DM = λDi
1+λ and D∆ = λDi−De

1+λ . The terms În+1, ĝn+1, an, bn, ân, b̂
n

are defined as in the system (42).
Most of the computational effort is required by the solution of the PDEs

system in the corrector step. An efficient way to solve this system is presented
in [8]. A detailed analysis of 3D Bidomain results with our method will be
presented elsewhere (see [15]).

7 Conclusions

We presented the generalization to the popular Rush-Larsen method used for
solving nonlinear ordinary differential systems for the ionic dynamics in electro-
physiology, in particular for the cardiac potential propagation. We extended
the method to a class of second order schemes. These can be regarded also a
generalization of classical multistep methods whenever the problem at hand is
naturally split into a part where it is worth to put in evidence a linear dependence
on the unknown and the remainder of the nonlinear terms. We have carried out
the analysis of the schemes, including the Rush-Larsen one which at the best
of our knowledge was never analyzed so far. One of the relevant properties of
these methods is that they can preserve bounds on the solution that guarantee
that the physical significance of the unknown is preserved. Moreover, analysis
shows that the approach pursued here introduces an improvement of the absolute
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stability properties of the corresponding multistep scheme, as numerical results
confirm. This goes beyond the specific applications that have originated this
work, suggesting that an appropriate splitting of any problem at hand can be
faced with a method of our class M∗(θ) with larger time steps respect to the
multistep M(θ). The major limitation of this approach is the accuracy, that at
the moment is limited to the second order.

We presented an extensive discussion on the predictor corrector formula-
tion of our method for the problems in electro-physiology and the consequent
time-adaptive implementation, which is of paramount relevance in cardiac ap-
plications. Preliminary results carried out on a simplified 1D model for cardiac
potential confirm the effectiveness of our approach in view of more realistic sim-
ulations over 3D domains.

Appendix

We report Luo-Rudy model phase I [14]. Variables w, X and functions I, a,
b and g of system (1) are specified as follows. We made slightly modifications
on the original model in functions αh, βh, αj , βj and Xi in order to make them
continuous. Modifications regards only the inequalities on u.

w = [h j m d f X]T ,
a = −[(αh + βh), (αj + βj), (αm + βm), (αd + βd), (αf + βf ), (αX + βX)]T ,
b = [αh αj αm αd αf αX ]T ,
X = [Ca], g = −10−4Isi + 0.07(10−4 − Ca),
Iion = IK1 + IKp + Ib + IK + INa + Isi,
u0 = −84mV, X0 = 2e− 4mM, w0 = [1 1 0 0 1 0]T ,
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where the gating functions are defined as follows:

INa = 23m3 h j (u− ENa), ENa = 54.4mV

αh = 0.135e−
80+u
6.8

βh=

{
0.13

(
1 + e−

u+10.66
11.1

)
u ≥ −38.7381

3.56e0.079u + 3.1 · 105e0.35u u < −38.7381

αj =


(u+ 37.78)

(
−1.2714 · 105 e0.2444u − 3.474 · 10−5 e−0.04391u

)
1 + e0.311(u+79.23)

u < −37.78

0 u ≥ −37.78

βj =


0.3e2.535·10−7u

1 + e−0.1(u+32)
u ≥ −39.826

0.1212e−0.01052u

1 + e−0.1378(u+40.14)
u < −39.826

αm = 0.32
u+ 47.13

1− e−0.1(u+47.13)
βm = 0.08e−

u
11

αd = 0.095
e−0.01(u−5)

1 + e−0.072(u−5)
, βd = 0.07

e−0.017(u+44)

1 + e0.05(u+44)

αf = 0.012
e−0.008(u+28)

1 + e0.15(u+28)
, βf = 0.0065

e−0.02(u+30)

1 + e−0.2(u+30)

αX = 0.0005
e0.083(u+50)

1 + e0.057(u+50)
, βX = 0.0013

e−0.06(u+20)

1 + e−0.04(u+20)
.

Ionic currents are defined as follows:

Isi = 0.09 d f(u− Esi),
Esi = 7.7− 13.0287 ln(Ca),

IK = GKXXi(u− EK), EK = −77.01mV, GK = 0.282
√

Ko
5.4 , Ko = 5.4mM,

Xi =

 2.837
e0.04(u+77) − 1

(u+ 77)e0.04(u+35)
u > −100.05,

1 u ≤ −100.05,

IK1 = GK1
αK1

αK1+βK1
(u− EK1), EK1 = −87.26mV, GK1 = 0.282

√
K0
5.4 ,

αK1 = 1.02
1

1 + e0.2385(u−EK1−59.215)
,

βK1 =
0.49124e0.08032(u−EK1+5.476) + e0.06175(u−EK1−594.31)

1 + e−0.5143(u−EK1+4.753)
,

IKp = 0.0183Kp(u− EKp), EKp = EK1,

Kp =
1

1 + e
7.488−u

5.98

,

Ib = 0.03921(u+ 59.87),
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