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Conditions at infinity for the inhomogeneous filtration equation

Gabriele Grillo∗, Matteo Muratori† and Fabio Punzo‡

Abstract

We investigate existence and uniqueness of solutions to the filtration equation with an
inhomogeneous density in R

N , approaching at infinity a given continuous datum of Dirichlet
type.

1 Introduction

We provide sufficient conditions for existence and uniqueness of bounded solutions to the
following nonlinear Cauchy problem (given T > 0):





ρ ∂tu = ∆
[
G(u)

]
in IRN × (0, T ] =: ST

u = u0 in IRN × {0} .
(1.1)

Concerning the density ρ, the initial condition u0 and the nonlinear function G we shall assume
the following:

(H0)





(i) ρ ∈ C(IRN ) , ρ > 0 ;
(ii) G ∈ C1(IR), G(0) = 0, G′(s) > 0 for any s ∈ IR \ {0} ,

G′ decreasing in (−δ, 0) and increasing in (0, δ),
if G′(0) = 0 (δ > 0);

(iii) u0 ∈ L∞(IRN ) ∩ C(IRN ) .

A typical choice for the function G is G(u) = |u|m−1u for some m ≥ 1. In this case, for
m > 1, the differential equation in problem (1.1) becomes the inhomogeneous porous media
equation, which arises in various situations of physical interest. We quote, without any claim of
generality, the papers [13], [14], [6], [21], [4], [5], [22], [23], [16]-[20] [11], [8], [9], as references on
this topic, and the recent monograph [24] as a general reference on the porous media equation.

As it is well-known, if assumption (H0) is satisfied, then there exists a bounded solution
of problem (1.1) (see, e.g., [14], [7], [21]). Moreover, if N = 1 or N = 2, and ρ ∈ L∞(IRN ),
then the solution of problem (1.1) is unique (see [10]).
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When N ≥ 3, we can have uniqueness or nonuniqueness of bounded solutions to problem
(1.1), in dependence of the behavior at infinity of the density ρ. In fact, given R > 0, set
BR := {x ∈ IRN

∣∣ |x| < R} . If

(H1)





there exist R̂ > 0 and ρ ∈ C([R̂,∞)) such that

(i) ρ(x) ≥ ρ(|x|) > 0 for any x ∈ IRN \BR̂, and

(ii)
∫∞

R̂
ηρ(η) dη = ∞ ,

then problem (1.1) admits at most one bounded solution (see [16], [20]). A natural choice in

(H1) is ρ(η) := η−α (η ∈ [R̂,∞)) for some α ∈ (−∞, 2] and R̂ > 0 .

On the contrary, if ρ satisfies the condition

(H2) Γ ∗ ρ ∈ L∞(IRN ) ,

where Γ is the fundamental solution of the Laplace equation in IRN , then nonuniqueness
prevails (see [16], [20]; see also [12] for the case G(u) = u). To be specific, for any function
A ∈ Lip([0, T ]) with A(0) = 0 there exists a solution u of problem (1.1) such that

lim
R→∞

1

|∂BR|

∫

∂BR

∣∣U(x, t)−A(t)
∣∣ dσ = 0 (1.2)

uniformly with respect to t ∈ [0, T ] , where

U(x, t) :=

∫ t

0

G(u(x, τ)) dτ
(
(x, t) ∈ ST

)
. (1.3)

If assumption (H2) is replaced by the stronger condition

(H3)





there exist R̂ > 0 and ρ ∈ C([R̂,∞)) such that

(i) ρ(x) ≤ ρ(|x|) for any x ∈ IRN \BR̂, and
(ii)

∫∞

R̂
ηρ(η) dη < ∞ ,

then, instead of (1.2), we can impose that

lim
|x|→∞

∣∣U(x, t)−A(t)
∣∣ = 0 (1.4)

uniformly with respect to t ∈ [0, T ], with U defined in (1.3) .

A natural choice in (H3) is ρ(η) := η−α (η ∈ [R̂,∞)) for some α ∈ (2,∞] and R̂ > 0 .

Observe that equalities (1.2) and (1.4) can be also regarded as nonhomogeneous Dirichlet
conditions at infinity .

It is natural to study whether imposing conditions at infinity restores uniqueness of solu-
tions. In this direction, it was only known that there exists at most one solution u ∈ L∞(ST )
to problem (1.1) satisfying condition (1.2) or (1.4) either when G(u) = u (see [12]) or when
u0 ≥ 0 and A ≡ 0 (see [7]) . Note that the methods used to obtain such uniqueness results
did not work for general G and A.

In this paper we shall address existence and uniqueness of bounded solutions to problem
(1.1) satisfying at infinity suitable nonhomogeneous Dirichlet conditions. More precisely, at
first we shall prove that if assumptions (H3) and

(H0)
∗





(i) ρ ∈ C(IRN ) , ρ > 0 ;
(ii) G ∈ C1(IR), G(0) = 0, G′(s) ≥ α0 > 0 for any s ∈ IR ;

(iii) u0 ∈ C(IRN ), lim|x|→∞ u0(x) exists and is finite

are satisfied, then for any a ∈ C([0, T ]) with

a(0) = lim
|x|→∞

u0(x) (1.5)

2



there exists a bounded solution u to problem (1.1) satisfying

lim
|x|→∞, t→t0

u(x, t) = a(t0) for any t0 ∈ [0, T ] (1.6)

(see Theorem 2.2). Observe that hypothesis (H0)
∗ is stronger than (H0), since it amounts

to considering nondegenerate nonlinearities G. Furthermore, we can remove assumption
(H0)

∗ for suitable classes of initial data u0 and conditions at infinity a. Indeed, if a0 :=
lim|x|→∞ u0(x) exists finite, and (H0) holds true, then there exists a bounded solution to
problem (1.1) such that

lim
|x|→∞

u(x, t) = a0 uniformly for t ∈ [0, T ] (1.7)

(see Theorem 2.3). Note that in this case assumption (H3) is not required (see Remark 2.4).
Moreover, if (H0), (H3) hold true, then there exists a bounded solution u to problem (1.1)

satisfying (1.6), for any a ∈ C([0, T ]) with a > 0 in [0, T ], provided u0 satisfies (1.5) (see
Theorem 2.5).

Finally, we shall prove that condition (1.6) implies uniqueness, for general G satisfying
(H0)(ii) and a ∈ C([0, T ]) (see Theorem 2.8) .

2 Existence and uniqueness results

Solutions, sub- and supersolutions of problem (1.1) are always meant in the following sense.

Definition 2.1 By a solution of problem (1.1) we mean a function u ∈ C(ST )∩L∞(ST ) such
that

∫ τ

0

∫

Ω1

{
ρ u ∂tψ +G(u)∆ψ

}
dxdt =

∫

Ω1

ρ
[
u(x, τ)ψ(x, τ)− u0(x)ψ(x, 0)

]
dx+

+

∫ τ

0

∫

∂Ω1

G(u)〈∇ψ, ν〉dσ dt
(2.1)

for any bounded open set Ω1 ⊆ IRN with smooth boundary ∂Ω1, τ ∈ (0, T ], ψ ∈ C2,1(Ω1 ×
[0, τ ]), ψ ≥ 0, ψ = 0 in ∂Ω1 × [0, τ ]; here ν denotes the outer normal to Ω1 and 〈·, ·〉 the scalar
product in IRN .

Supersolutions (subsolutions) of (1.1) are defined replacing “ = ” by “ ≤ ” (“ ≥ ”,
respectively) in (2.1).

These kind of solutions are sometimes referred to as very weak solutions. Observe that,
according to Definition 2.1, solutions of problem (1.1) we deal with are bounded in ST .

2.1 Existence

In the case of nondegenerate nonlinearities, we have the following result.

Theorem 2.2 Let N ≥ 3. Let assumptions (H0)
∗, (H3) be satisfied. Let a ∈ C([0, T ]) and

suppose that (1.5) holds true. Then there exists a solution to problem (1.1) satisfying condition
(1.6).

For appropriate classes of data and possibly degenerate nonlinearities of porous media
type, we shall prove the following two results.

Theorem 2.3 Let N ≥ 3. Let assumption (H0) be satisfied. Suppose that

lim
|x|→∞

u0(x) = a0 (2.2)

for some a0 ∈ IR. Then there exists a solution to problem (1.1) satisfying condition (1.7).
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Remark 2.4 Let assumptions (H0), (H1) be satisfied and suppose that (2.2) holds. Then by
the uniqueness result recalled in the Introduction, and by Theorem 2.3, the unique solution to
problem (1.1) necessarily satisfies condition (1.7).

Theorem 2.5 Let N ≥ 3. Let assumptions (H0), (H3) be satisfied. Let a ∈ C([0, T ]), with
mint∈[0,T ] a(t) > 0. Suppose that

lim
|x|→∞

u0(x) = a(0) . (2.3)

Then there exists a solution to problem (1.1) which satisfies condition (1.6).

Remark 2.6 Note that the hypotheses made in Theorem 2.5 allow to assume as initial data
functions u0 which may be nonpositive in some compact subset K ⊂ IRN .

Remark 2.7 As it can be easily seen by the forthcoming proofs, in Theorems 2.2 and 2.5,
instead of (1.6), we can impose

lim
|x|→∞

u(x, t) = a(t) uniformly for t ∈ [0, T ]. (2.4)

2.2 Uniqueness

We shall prove the following uniqueness result in the general case of possibly degenerate
nonlinearities.

Theorem 2.8 Let N ≥ 3. Let assumption (H0) be satisfied, and suppose that a ∈ C([0, T ]), ρ
∈ L∞(IRN ). Then there exists at most one solution to problem (1.1) satisfying condition (1.6).

From Theorems 2.3 and 2.8 we deduce the following.

Corollary 2.9 Let N ≥ 3. Let assumption (H0) be satisfied, and suppose that ρ ∈ L∞(IRN ).
Then there exists a unique solution to problem (1.1) satisfying condition (1.7).

Remark 2.10 When (H0) and (H1) are fulfilled, then the conclusion of Corollary 2.9 is in
agreement with Remark 2.4.

From Theorems 2.5 and 2.8 we get next.

Corollary 2.11 Let the assumptions of Theorems 2.5 and 2.8 be satisfied. Then there exists
a unique solution to problem (1.1) satisfying condition (2.4).

Finally, in the case of nondegenerate nonlinearities, from Theorems 2.2 and 2.8 we also
deduce the following.

Corollary 2.12 Let N ≥ 3. Let assumptions (H0)
∗ and (H3) be satisfied, and suppose that

a ∈ C([0, T ]), ρ ∈ L∞(IRN ). Then there exists a unique solution to problem (1.1) satisfying
condition (2.4).

3 Existence: proofs

In view of (H3) (see [16]) there exists a function V = V (|x|) ∈ C2(IRN \BR̂) (let R̂ > 0) such
that

∆V ≤ −ρ in IRN \BR̂ , (3.1)

V (|x|) > 0 for all x ∈ IRN \BR̂ , (3.2)

|x| 7→ V (|x|) is nonincreasing ,
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lim
|x|→∞

V (x) = 0 . (3.3)

In fact V is a supersolution of ∆V = −ρ in the whole of IRN , but we shall need it only outside
a fixed ball.

In some of the following proofs we shall make use of the function G−1, whose domain D
need not coincide with R. Since we are dealing with bounded data u0 (and, by the maximum
principle, with bounded solutions), this makes no problem since one can modify the definition
of G(x) for |x| large so that such a function is a bijection from R to itself, without changing
the evolution of u0.

Hereafter, for any j ∈ IN , ζj will always be a function with the following properties:
ζj ∈ C∞

c (Bj) with 0 ≤ ζj ≤ 1, ζj ≡ 1 in Bj/2.

Proof of Theorem 2.2 . Since a ∈ C([0, T ]) and G ∈ C1(IR) is increasing, for any t0 ∈
[0, T ], σ > 0 there exists δ = δ(σ) > 0 such that

G−1
[
G(a(t0))− σ

]
≤ a(t) ≤ G−1

[
G(a(t0)) + σ

]
for all t ∈ [tδ, tδ] , (3.4)

where tδ := max{t0 − δ, 0}, tδ := min{t0 + δ, T} . Moreover, in view of (H0)
∗(iii), for any

σ > 0 there exists R = R(σ) > R̂ such that

G−1
[
G(a(0))− σ

]
≤ u0(x) ≤ G−1

[
G(a(0)) + σ

]
for all x ∈ IRN \BR . (3.5)

For any j ∈ IN let uj ∈ C
(
Bj × [0, T ]

)
be the unique solution (see, e.g., [15]) to problem





ρ ∂tu = ∆
[
G(u)

]
in Bj × (0, T ]

u = a(t) in ∂Bj × (0, T )

u = u0,j in Bj × {0} ,

(3.6)

where
u0,j := ζju0 + (1− ζj)a(0) in Bj .

By comparison principles,

|uj | ≤ K := max{‖u0‖∞, ‖a‖∞} in Bj × (0, T ) . (3.7)

By means of usual compactness arguments (see, e.g., [15]), there exists a subsequence {ujk} ⊆
{uj} which converges, as k → ∞, locally uniformly in IRN × (0, T ) to a solution u of problem
(1.1).

Let t0 ∈ [0, T ]. Define

w(x, t) := G−1
[
−MV (x)− σ +G(a(t0))− λ(t− t0)

2
] (

x ∈ IRN \BR̂, t ∈ [tδ, tδ]
)
,

where M > 0 and λ > 0 are constants to be chosen later. By (H0)
∗(ii) and (3.1),

ρ(x)∂tw −∆[G(w)] = −ρ(x)2λ(t− t0)

G′(w)
+M∆V ≤

≤ ρ(x)

(
2λδ

α0
−M

)
≤ 0 in [IRN \BR̂]× (tδ, tδ)

(3.8)

provided that

M ≥ 2λδ

α0
. (3.9)
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For any j ∈ IN, j > R put, R being as in (3.5),

NR,j := Bj \BR .

We have
w(x, t) ≤ −K for all (x, t) ∈ ∂BR × (tδ, tδ), (3.10)

provided

M ≥ G(‖a‖∞)−G(−K)

V (R)
. (3.11)

Furthermore,

w(x, t) ≤ G−1
[
G(a(t0))− σ

]
for all (x, t) ∈ ∂Bj × (tδ, tδ). (3.12)

When tδ = 0 there holds

w(x, t) ≤ G−1
[
G(a(t0))− σ

]
for all (x, t) ∈ NR,j × {tδ} , (3.13)

whereas, when tδ > 0, we have

w(x, t) ≤ G−1
[
G(a(t0))− λδ2

]
≤ −K for all (x, t) ∈ NR,j × {tδ} , (3.14)

provided

λ ≥ G(‖a‖∞)−G(−K)

δ2
. (3.15)

Suppose that conditions (3.9), (3.11) and (3.15) are satisfied. Hence, from (3.8), (3.10),
(3.12)-(3.14) we can infer that w is a subsolution to problem





ρ ∂tu = ∆
[
G(u)

]
in NR,j × (tδ, tδ)

u = −K in ∂BR × (tδ, tδ)

u = G−1
[
G(a(t0))− σ

]
in ∂Bj × (tδ, tδ)

u = −K in NR,j × {tδ}

(3.16)

when tδ > 0, whereas it is a subsolution to problem





ρ ∂tu = ∆
[
G(u)

]
in NR,j × (tδ, tδ)

u = −K in ∂BR × (tδ, tδ)

u = G−1
[
G(a(t0))− σ

]
in ∂Bj × (tδ, tδ)

u = G−1
[
G(a(t0))− σ

]
in NR,j × {tδ}

(3.17)

when tδ = 0.

On the other hand, (3.4), (3.5), (3.7) show that the boundary data for (3.6) and (3.16),(3.17)
are correctly ordered on each part of the parabolic boundary, so that we deduce that uj is
a supersolution to problem (3.16) when tδ > 0, while it is a supersolution to problem (3.17)
when tδ = 0.

By comparison principles,

w ≤ uj in NR,j × (tδ, tδ) . (3.18)
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Define

w(x, t) := G−1
[
M̃V (x) + σ +G(a(t0)) + λ̃(t− t0)

2
] (

x ∈ IRN \BR̂, t ∈ [tδ, tδ]
)
,

with

M̃ ≥ max

{
2λ̃δ

α0
,
G(K)−G(−‖a‖∞)

V (R)

}
,

and

λ̃ ≥ G(K)−G(−‖a‖∞)

δ2
.

By analogous arguments to those used above, we can infer that w is a supersolution to problem




ρ ∂tu = ∆
[
G(u)

]
in NR,j × (tδ, tδ)

u = K in ∂BR × (tδ, tδ)

u = G−1
[
G(a(t0)) + σ

]
in ∂Bj × (tδ, tδ)

u = K in NR,j × {tδ}

(3.19)

when tδ > 0, whereas it is a subsolution to problem




ρ ∂tu = ∆
[
G(u)

]
in NR,j × (tδ, tδ)

u = K in ∂BR × (tδ, tδ)

u = G−1
[
G(a(t0)) + σ

]
in ∂Bj × (tδ, tδ)

u = G−1
[
G(a(t0)) + σ

]
in NR,j × {tδ}

(3.20)

when tδ = 0.
On the other hand, from (3.4), (3.5), (3.7) we deduce as before that uj is a subsolution

to problem (3.19) when tδ > 0, while it is a subsolution to problem (3.20) when tδ = 0. By
comparison principles,

uj ≤ w in NR,j × (tδ, tδ) . (3.21)

From (3.18) and (3.21) with j = jk, sending k → ∞, we obtain:

w ≤ u ≤ w in BcR × (tδ, tδ) . (3.22)

By (3.3), letting |x| → ∞ and t→ t0 in (3.22) we get

G−1
[
G(a(t0))− σ

]
≤ lim inf

|x|→∞,t→t0
u(x, t) ≤ lim sup

|x|→∞,t→t0

u(x, t) ≤ G−1
[
G(a(t0)) + σ

]
.

Letting σ → 0+ we have (1.6): this completes the proof. �

Proof of Theorem 2.3 . As in the proof of the previous result note that, in view of (2.2), for
any σ > 0 there exists R = R(σ) > 0 such that

G−1
[
G(a0)− σ

]
≤ u0(x) ≤ G−1

[
G(a0) + σ

]
for all x ∈ IRN \BR . (3.23)

In view of assumption (H0), by standard results (see, e.g., [1]), for any j ∈ IN there exists
a unique solution uj to problem





ρ ∂tu = ∆
[
G(u)

]
in Bj × (0, T ]

u = a0 in ∂Bj × (0, T )

u = u0,j in Bj × {0} ,

(3.24)
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where
u0,j := ζju0 + (1− ζj)a0 in Bj .

Note that, by results in [3], uj ∈ C
(
Bj × [0, T ]

)
. By comparison principles,

|uj | ≤ K := max{‖u0‖∞, |a0‖} in Bj × (0, T ) . (3.25)

By usual compactness techniques (one can use [2, Lemma 5.2] and a diagonal argument),
there exists a subsequence {ujk} ⊆ {uj} which converges, as k → ∞, locally uniformly in

IRN × (0, T ) to a solution u of problem (1.1).

Let
Γ(x) ≡ Γ(|x|) := |x|2−N , x ∈ IRN \ {0} .

Clearly,
∆Γ = 0 in IRN \ {0} , (3.26)

Γ > 0 in IRN \ {0} , (3.27)

lim
|x|→∞

Γ(|x|) = 0 . (3.28)

Define
W (x) := G−1

[
MΓ(x) + σ +G(a0)

]
, x ∈ IRN \ {0} ,

where

M ≥ G(K)−G(a0)

V (R)
. (3.29)

Then
∆[G(W )] = 0 in IRN \ {0} . (3.30)

In view of (3.29) there holds

W (x) ≥ K for all x ∈ ∂BR . (3.31)

Furthermore, we have
W (x) ≥ a0 for all x ∈ ∂Bj (3.32)

and
W (x) ≥ G−1

[
G(a0) + σ

]
for all x ∈ NR,j . (3.33)

From (3.30)-(3.33) it follows that W is a supersolution to problem





ρ ∂tu = ∆
[
G(u)

]
in NR,j × (0, T )

u = K in ∂BR × (0, T )

u = a0 in ∂Bj × (0, T )

u = G−1
[
G(a0) + σ

]
in NR,j × {0} .

(3.34)

On the other hand, uj is a subsolution to problem (3.34). Hence, by comparison principles,

uj ≤W in NR,j × (0, T ) . (3.35)

Define
W (x) := G−1

[
− M̂Γ(x)− σ +G(a0)

]
x ∈ IRN \ {0} ,

where

M̂ ≥ G(a0)−G(−K)

Γ(R)
. (3.36)
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By similar arguments to those used above we can infer that W is a subsolution to problem





ρ ∂tu = ∆
[
G(u)

]
in NR,j × (0, T )

u = −K in ∂BR × (0, T )

u = a0 in ∂Bj × (0, T )

u = G−1
[
G(a0)− σ

]
in NR,j × {0} .

(3.37)

On the other side, uj is a supersolution to problem (3.37). Hence, by comparison principles,

uj ≤W in NR,j × (0, T ) . (3.38)

From (3.35) and (3.38) with j = jk, sending k → ∞, we obtain

W ≤ u ≤W in [IRN \BR]× (0, T ) . (3.39)

Letting |x| → ∞ in (3.39), from (3.28) we obtain, for any t ∈ [0, T ],

G−1
[
G(a0)− σ

]
≤ lim inf

|x|→∞
u(x, t) ≤ lim sup

|x|→∞

u(x, t) ≤ G−1
[
G(a0) + σ

]
.

Letting σ → 0+ we get (1.7): the proof is completed. �

In order to prove Theorem 2.5 we need some intermediate results.

Lemma 3.1 Let N ≥ 3. For any α,R,M > 0 there exists a subsolution u0 to the equation
∆[G(u)] = 0 in IRN which is bounded, continuous, radial, nondecreasing as a function of
|x|, satisfies lim|x|→+∞ u0(x) = α and is equal to −M in BR.

Proof. Define

Ũ0(x) := G(α)− β

|x| (x ∈ IRN \Bε) ,

with 0 < ε < γ := β
G(α)−G(−M) . It is easily seen that

∆Ũ0(x) ≥ 0 for all x ∈ IRN \Bε .

Then ũ0 := G−1(Ũ0) is a subsolution to ∆[G(u)] = 0 in IRN \Bε. Define

û0 := sup
IRN\Bε

{
ũ0,−M

}
in IRN \Bε .

Since v ≡ −M solves ∆[G(u)] = 0 in IRN , from Kato’s inequality û0 is a subsolution to
∆[G(u)] = 0 in IRN \Bε. Now, since û0 = −M in Bγ \Bε, the function

u0 :=





û0 in IRN \Bε

−M in Bε

is a subsolution to ∆[G(u)] = 0 in IRN . The fact that u0 is bounded, continuous, radial,
nondecreasing as a function of |x| and satisfies the limit property at infinity is clear by con-
struction. The constant condition in BR is achieved by choosing β = R (G(α) − G(−M)).
�
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Lemma 3.2 Suppose that, besides the assumptions of Theorem 2.5, there exists a function
u0 having the properties stated in Lemma 3.1 and such that, for a suitable ε > 0 small enough,

u0(x) ≥ u0(x) for all x ∈ IRN , (3.40)

lim
|x|→∞

u0(|x|) = min
t∈[0,T ]

a(t)− ε > 0 . (3.41)

Moreover assume that, for the same ε given above,

2G

(
min
t∈[0,T ]

a(t)− ε

)
> G(‖a‖∞) . (3.42)

Then there exists a solution to problem (1.1) satisfying condition (1.6).

Proof. We can repeat the proof of Theorem 2.2 up to the construction of the sequence {uj},
keeping the same notation. Note that, as in Theorem 2.3, when we allow for a degenerate
nonlinearity G, in view of hypothesis (H0) existence of solutions to problem (3.6) is due to
standard results (see, e.g., [1]). Again by results in [3], uj ∈ C

(
Bj × [0, T ]

)
.

First of all, by the assumptions on u0, (3.41), (3.42) and (H0) we can find β > 0 and

R̃ > R̂ such that for all R ≥ R̃

β < u0(R) ,

2G
(
u0(R)

)
−G(β)−G(‖a‖∞) > 0 . (3.43)

Still from the assumptions on u0 we deduce that it is a subsolution to problem (3.6). By
comparison principles we have, K being as in (3.7),

u0(|x|) ≤ uj(x, t) ≤ K for all Bj × (0, T ) . (3.44)

Hence, by the monotonicity of u0,

u0(R) ≤ uj(x, t) ≤ K for all (x, t) ∈ NR,j × (0, T ) . (3.45)

Put
γ := min

[β,K]
G′ . (3.46)

Given σ > 0, in view of (3.3) we can choose R = R(σ) > R̃ in (3.5) great enough so that in
(3.4) we are allowed to set

δ =
2

γ
V (R) . (3.47)

Note that β and γ are independent of R and δ. Let t0 ∈ [0, T ]. Define

λ :=
G(a(t0))−G(u0(R))

δ2
, M :=

2λδ

γ
. (3.48)

From (3.43), (3.47), (3.48) it follows that

M =
G(a(t0))−G(u0(R))

V (R)
, (3.49)

−MV (R)− σ +G(a(t0))− λδ2 > G(β) (3.50)

for σ > 0 small enough.

Define

w(x, t) := G−1
[
−MV (x)− σ +G(a(t0))− λ(t− t0)

2
] (

x ∈ IRN \BR̂, t ∈ [tδ, tδ]
)
.
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Since |x| 7→ V (|x|) is nonincreasing, by (3.50)

w(x, t) ≥ β for all (x, t) ∈ NR,j × (tδ, tδ) . (3.51)

By (H0)(ii), (3.1), (3.51), (3.46) and (3.48),

ρ(x)∂tw −∆[G(w)] = −ρ(x)2λ(t− t0)

G′(w)
+M∆V ≤

≤ ρ(x)

(
2λδ

γ
−M

)
= 0 in [IRN \BR̂]× (tδ, tδ) .

(3.52)

By (3.49),
w(x, t) ≤ u0(R) for all (x, t) ∈ ∂BR × (tδ, tδ) . (3.53)

Furthermore,

w(x, t) ≤ G−1
[
G(a(t0))− σ

]
for all (x, t) ∈ ∂Bj × (tδ, tδ). (3.54)

When tδ = 0 there holds

w(x, t) ≤ G−1
[
G(a(t0))− σ

]
for all (x, t) ∈ NR,j × {tδ} (3.55)

whereas, when tδ > 0, we have

w(x, t) ≤ G−1
[
G(a(t0))− λδ2

]
= u0(R) for all (x, t) ∈ NR,j × {tδ} ; (3.56)

here (3.48) has been used.
From (3.52), (3.53), (3.54)-(3.56) we can infer that w is a subsolution to problem





ρ ∂tu = ∆
[
G(u)

]
in NR,j × (tδ, tδ)

u = u0(R) in ∂BR × (tδ, tδ)

u = G−1
[
G(a(t0))− σ

]
in ∂Bj × (tδ, tδ)

u = u0(R) in NR,j × {tδ}

(3.57)

when tδ > 0, whereas it is a subsolution to problem




ρ ∂tu = ∆
[
G(u)

]
in NR,j × (tδ, tδ)

u = u0(R) in ∂BR × (tδ, tδ)

u = G−1
[
G(a(t0))− σ

]
in ∂Bj × (tδ, tδ)

u = G−1
[
G(a(t0))− σ

]
in NR,j × {tδ}

(3.58)

when tδ = 0.

On the other hand, from (3.4), (3.5) (which, recall, holds true as a consequence of (2.3))
(3.45) we easily deduce that uj is a supersolution to problem (3.57) when tδ > 0, while it is a
supersolution to problem (3.58) when tδ = 0.

By comparison principles,

w ≤ uj in NR,j × (tδ, tδ) . (3.59)

Define

w(x, t) := G−1
[
M̃V (x) + σ +G(a(t0)) + λ̃(t− t0)

2
] (

x ∈ IRN \BR̂, t ∈ [tδ, tδ]
)
;
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we have
w ≥ min

t∈[0,T ]
a(t) in

(
IRN \BR̂

)
× [tδ, tδ] .

Choose

M̃ ≥ max

{
2λ̃δ

G′(mint∈[0,T ] a(t))
,
G(K)−G(−‖a‖∞)

V (R)

}
,

and

λ̃ ≥ G(K)−G(−‖a‖∞)

δ2
.

By analogous arguments to those used above, we can infer that w is a supersolution to problem
(3.19) when tδ > 0, whereas it is a subsolution to problem (3.20) when tδ = 0.

On the other hand, from (3.4), (3.5), (3.7) we easily deduce that uj is a subsolution to
problem (3.19) when tδ > 0, while it is a subsolution to problem (3.20) when tδ = 0. As in the
proof of Theorem 2.3, by a compactness argument which makes use of [2, Lemma 5.2] and by
a diagonal procedure, there exists a subsequence {ujk} ⊆ {uj} which converges, as k → ∞,

locally uniformly in IRN × (0, T ) to a solution u of problem (1.1). We conclude arguing as in
the final part of the proof of Theorem 2.2. �

Proof of Theorem 2.5 . First consider a datum a(t) at infinity such that, for some ε > 0, (3.42)
holds and mint∈[0,T ] a(t) − ε > 0. Consider then the function u0 given in Lemma 3.1 with
the choices α = mint∈[0,T ] a(t) − ε, R great enough so that u0(x) ≥ mint∈[0,T ] a(t) − ε for all
x ∈ BcR and M = max(0,− infx∈IRN u0(x)). Clearly, under these assumptions, u0(x) ≥ u0(x)
for all x ∈ IRN . Therefore the assertion of Lemma 3.2 holds true.

If there exists no ε > 0 such that a(t) fulfils (3.42) in the time interval [0, T ], we can always
find ε, τ > 0 small enough such that

2G

(
min

s∈[t,(t+τ)∧T ]
a(s)− ε

)
> G

(
max

s∈[t,(t+τ)∧T ]
a(s)

)
∀t ∈ [0, T ) . (3.60)

This is a consequence of the uniform continuity of G(a(t)) and of its strict positivity in [0, T ].
Hence we get existence in the time interval [0, τ ]. Repeating this procedure starting from
t = τ we get existence in the time interval [τ, 2τ ∧ T ] with initial datum u(τ) and hence, by
Definition 2.1, existence in the time interval [0, 2τ ∧ T ]. A finite number of iterations yields
the claim.

�

4 Uniqueness: proofs

Let u1, u2 be any two solutions to problem (1.1). Define

q(x, t) :=





G(u1)−G(u2)
u1−u2

if u1 6= u2

0 if u1 = u2 .

Observe that, in view of (H0) − (ii), q ≥ 0 in ST and q ∈ L∞(ST ) . Consider a sequence
{qn} ⊆ C∞(ST ) such that for every n ∈ IN there hold:

1

n2
≤ qn ≤ ‖q‖L∞(ST ) +

1

n2
in Qn,τ := Bn × (0, τ) (4.1)

and ∥∥∥∥
(qn − q)√

qn

∥∥∥∥
L2(Qn,τ )

→ 0 as n→ ∞ . (4.2)
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For any n ∈ IN let ψn ∈ C2(Qn,τ ) be the unique solution to the backward parabolic
problem 




ρ ∂tψn + qn∆ψn = 0 in Qn,τ

ψn = 0 in ∂Qn,τ

ψn = χ(x) in Bn × {τ} ,

(4.3)

where χ ∈ C∞(IRN ), 0 ≤ χ ≤ 1 and supp χ ⊆ Bn0
, for some n0 ∈ IN .

The following lemma will play a central role in the proof of Theorem 2.8.

Lemma 4.1 For every n ∈ IN let ψn ∈ C2(Qn,τ ) be the unique solution to problem (4.3).
Then, for every n ∈ IN ,

0 ≤ ψn ≤ 1 in Qn,τ . (4.4)

Furthermore, there exists a constant C > 0 such that for every n > n0

− C

RN−1
≤ 〈∇ψn, νn〉 ≤ 0 in ∂Bn × (0, τ) , (4.5)

where νn is the outer normal at ∂Bn .

Proof . Since ψ ≡ 0 is a subsolution, while ψ is a supersolution to problem (4.3), by compar-
ison principle we get (4.4). Now, since

ψn = 0 in ∂Bn × (0, τ) ,

for all n ∈ IN , from (4.4) we deduce that

〈∇ψn, νn〉 ≤ 0 in ∂Bn × (0, T ) . (4.6)

for all n ∈ IN. For every n > n0 set

En := Bn \Bn0
.

From (4.4), and the fact that suppχ ⊂ Bn0
, we can infer that, for all n > n0, the function ψn

is a subsolution to problem




ρ ∂tψn + qn∆ψn = 0 in En × (0, T )

ψ = 1 in ∂Bn0
× (0, T )

ψ = 0 in ∂Qn,τ

ψ = 0 in Bn × {τ} ,

(4.7)

For every n > n0 define

z(x) := Ĉ
|x|2−N − n2−N

1− n2−N

(
x ∈ En

)
.

It is easily seen that, for Ĉ = Ĉn0
sufficiently large, the function z is a supersolution to

problem (4.7) for all n > n0. Furthermore,

ψn = z = 0 in ∂Bn × (0, τ),

hence
〈ψn, νn〉 ≥ 〈z, νn〉 = (2−N)Ĉn1−N in ∂Bn × (0, τ) (4.8)
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for all n > n0. From (4.6) and (4.8) it follows (4.5) with C := (N − 2)Ĉ > 0. This completes
the proof. �

Proof of Theorem 2.8 . Let u1, u2 be two bounded solutions of problem (1.1) satisfying

lim
|x|→∞,t→t0

u1(x, t) = lim
|x|→∞,t→t0

u2(x, t) = a(t0) for any t0 ∈ [0, T ] .

Clearly, this implies that for any τ ∈ (0, T )

lim
R→∞

1

RN−1

∫ τ

0

∫

∂BR

∣∣G
(
u1(x, t)

)
−G

(
u2(x, t)

)∣∣dσdt = 0 . (4.9)

Put w := u1 − u2 . By Definition 2.1,
∫

Ω1

ρw(x, τ)ψ(x, τ)dx ≤

=

∫ τ

0

∫

Ω1

{
ρwψt + [G(u1)−G(u2)]∆ψ

}
dxdt−

−
∫ τ

0

∫

∂Ω1

[G(u1)−G(u2)]〈∇ψ, ν〉dσdt

(4.10)

for any τ,Ω1 and ψ as in Definition 2.1.
Moreover, multiplying the first equation in (4.3) by ∆ψn

ρ and integrating by parts, since

ρ ∈ L∞(IRN ), we obtain for any n ∈ IN :
∫ τ

0

∫

Bn

qn(∆ψn)
2dxdt ≤ C̃ . (4.11)

for some constant C̃ > 0.

Taking Ω1 = Bn and ψ = ψn in (4.10), we get for any n ∈ IN
∫ τ

0

∫

Bn

ρχw(x, τ)dx =

∫ τ

0

∫

Bn

(q − qn)∆ψndxdt−

−
∫ τ

0

∫

∂Bn

qw〈∇ψ, νn〉dσdt.
(4.12)

We shall prove that both integrals in the right-hand side of inequality (4.12) tend to 0 as
n→ ∞.

In fact, from (4.2) and (4.11) we have:
(∫ τ

0

∫

Bn

(q − qn)∆ψndxdt

)2

≤

≤ C

∫ τ

0

∫

Bn

∣∣∣∣
q − qn√
qn

∣∣∣∣
2

dxdt

∫ τ

0

∫

Bn

qn|∆ψn|2dxdt→ 0 as n→ ∞ ,

(4.13)

where C := (‖u1‖∞ + ‖u2‖∞)2 .

Moreover, for every n > n0, by (4.5) and (4.9),

∣∣
∫ τ

0

∫

∂Bn

qw〈∇ψn, νn〉dσdt
∣∣ =

=
∣∣
∫ τ

0

∫

∂Bn

[
G(u1)−G(u2)

]
〈∇ψn, νn〉dσdt

∣∣ ≤

≤ max
∂Bn

|〈∇ψn, νn〉|
∫ τ

0

∫

∂Bn

∣∣G(u1)−G(u2)
∣∣dσdt ≤

≤ C

nN−1

∫ τ

0

∫

∂Bn

∣∣G(u1)−G(u2)
∣∣dσdt→ 0

(4.14)
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as n→ ∞.

Sending n→ ∞ in (4.12), from (4.13) and (4.14) it follows that

∫

IRN

ρ(x)χ(x)w(x, τ)dx = 0 (4.15)

for any τ ∈ (0, T ) and χ ∈ C∞
c (IRN ) with 0 ≤ χ ≤ 1.

Fix any compact subset K ⊂ IRN and t ∈ (0, T ). Define

ζ(x, t) :=





1 if x ∈ K, t ∈ (0, T ), w(x) > 0

0 if [x ∈ K, t ∈ (0, T ), w(x) < 0 ] or [x ∈ IRN \K, t ∈ (0, T )] .

Now, choose a sequence {χn} ⊆ C∞
c (IRN ), with 0 ≤ χn ≤ 1 for any n ∈ IN , such that

χn(x) → ζ(x) as n→ ∞ for any x ∈ IRN . In view of (4.15) we deduce that for any n ∈ IN

∫

IRN

ρ(x)χn(x)w(x, τ)dµ = 0. (4.16)

Letting n→ ∞ in (4.16), by the dominated convergence theorem we get

∫

K

ρ(x)w(x, τ)dx = 0 . (4.17)

Hence w(x, τ) ≡ 0 for any x ∈ K. Since the compact subset K ⊂ IRN and τ ∈ (0, T ) were
arbitrary, we get

w ≡ 0 in IRN × (0, T ),

so
u1 ≡ u2 in IRN × (0, T ).

This completes the proof. �
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