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#### Abstract

In this paper we consider holomorphic functions on the $m$-dimensional Lie ball $\operatorname{LB}(0,1)$ which admit a square integrable extension on the Lie sphere. We then define orthogonal projections of this set onto suitable subsets of functions defined in lower dimensional spaces to obtain several Radon-type transforms. For all these transforms we provide the kernel and an integral representation, besides other properties. In particular, we introduce and study a generalization to the case of the Lie ball of the Szegö-Radon transform introduced in [2], and various types of Hua-Radon transforms.
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## 1 Introduction

In this paper we consider some transforms defined as orthogonal projections from modules of holomorphic functions in several variables onto suitable modules defined in lower dimensional spaces. For this reason we refer to these transforms as Radon-type transforms. We addressed this type of problem in our papers [2, 3]. In [2] we abstractly defined the Szegő-Radon transform as the orthogonal projection of a Hilbert module of left monogenic functions (i.e. nullsolutions of the Dirac operator) in the unit ball onto a suitable closed submodule of monogenic functions depending only on two variables. In [3] we define the Bargmann-Radon transform as the projection of a real Bargmann module (see [7]) on the closed submodule of monogenic functions spanned by the monogenic plane waves. In both cases, we prove that these projections can be written in integral form in terms of suitable kernels. Moreover, we have a characterization formula which gives the transform of a function in terms of its complex extension followed by its restriction to the nullcone in $\mathbb{C}^{m}$.
Monogenic functions in the unit ball are harmonic thus they admit holomorphic extension to the Lie ball $L B(0,1)$. Thus it is a natural question to ask if it possible to define Radon-type transforms in the Lie ball setting.
In this work, we consider the module $\mathcal{O L}^{2}(L B(0,1))$ of holomorphic functions on the unit Lie ball $L B(0,1)$ which admit a square integrable extension on the Lie sphere. Functions in $\mathcal{O} \mathcal{L}^{2}(L B(0,1))$ possess useful properties, like the fact that they admit a Fischer decomposition.

The reproducing kernel for the module $\mathcal{O} \mathcal{L}^{2}(L B(0,1))$ is the Cauchy-Hua kernel which is also considered in $[5,6,10]$. These two papers contain other useful results among which the study of spherical monogenics on the unit Lie sphere, see [10], that is a refinement of some results in [6] on spherical harmonics on the unit Lie sphere.
The Radon-type transforms considered in this paper are projections of $\mathcal{O} \mathcal{L}^{2}(L B(0,1))$ onto suitable submodules of holomorphic functions defined on lower dimensional sets. Specifically, in Section 2 and 3 we provide some basic material on monogenic functions in general and on the Fischer decomposition of holomorphic functions on the Lie ball. In particular, we introduce the Cauchy-Hua kernel and study the link with the Szegő kernel which is the reproducing kernel for submodules of monogenic functions. The core of the paper is contained in the section 4 to 7 where we introduce the Radon-type transforms via suitable projections. For all these transforms we provide the kernel and an integral representation, besides other properties. In Section 4, we study generalizations to the Lie ball of the Szegő-Radon transform that we introduced in [2]. A transform that can be defined for a subclass of functions of several complex variables is the Hua-Radon transform introduced in Section 5. In this section we in fact consider orthogonal projection from a module of holomorphic functions on the $m$-dimensional Lie ball to holomorphic functions in the two-dimensional Lie ball. This transformation is completely geometrical and does not use any theory of monogenic functions. In Section 6 we consider the so-called polarized Hua-Radon transform whose definition is based on the decomposition of the Hua-Radon transform into two complementary and orthogonal pieces defined using monogenic functions. In this section, the techniques of hypercomplex analysis are crucial to obtain the kernel. Finally, in Section 7 we introduce the monogenic Hua-Radon transform which may be seen as an extension of both the extended Szegö-Radon and the polarized Hua-Radon transforms. Some extra work is needed to compute an orthogonal system of plane waves which includes both the orthogonal bases used to construct the modules associated with the extended Szegő-Radon and the polarized Hua-Radon transforms. Using this orthogonal system one can provide an expression for the reproducing kernel as a series. A closed form for this kernel seems hard to obtain and may be the object of future research.

## 2 Preliminary results

In this section we introduce the necessary notation and the preliminary results that will useful in the sequel. Some classical sources to have more information are the books [1], [4].
Let us consider $m$ imaginary units $\underline{e}_{1}, \ldots, \underline{e}_{m}$ which satisfy the relations $\underline{e}_{i} \underline{e}_{j}+\underline{e}_{j} \underline{e}_{i}=-2 \delta_{i j}$. We denote by $\mathbb{R}_{m}$ and by $\mathbb{C}_{m}$ the real and complex Clifford algebra, respectively, generated by $\underline{e}_{1}, \ldots, \underline{e}_{m}$. An element $x$ in the Clifford algebra $\mathbb{R}_{m}$ (or $\mathbb{C}_{m}$ ) is of the form $x=\sum_{A} \underline{e}_{A} x_{A}$ where $x_{A} \in \mathbb{R}\left(\right.$ or $\left.x_{A} \in \mathbb{C}\right) A=i_{1} \ldots i_{r}, i_{\ell} \in\{1,2, \ldots, n\}, i_{1}<\ldots<i_{r}$ is a multi-index, $\underline{e}_{A}=\underline{e}_{i_{1}} \underline{e}_{i_{2}} \ldots \underline{e}_{i_{r}}$ and $\underline{e}_{\emptyset}=1$.

The complex Clifford algebra $\mathbb{C}_{m}$ can be seen as the complexification of the real Clifford algebra $\mathbb{R}_{m}$, i.e. $\mathbb{C}_{m}=\mathbb{R}_{m} \oplus i \mathbb{R}_{m}$. Any complex Clifford number $c \in \mathbb{C}_{m}$ may be written as $c=a+i b$, where $a, b \in \mathbb{R}_{m}$

The so called 1-vectors are elements in $\mathbb{R}_{m}$ which are linear combinations with real coefficients of the elements $\underline{e}_{i}, i=1, \ldots, m$. The map given by $\left(x_{1}, x_{2}, \ldots, x_{m}\right) \mapsto \underline{x}=x_{1} \underline{e}_{1}+\ldots+x_{m} \underline{e}_{m}$ allows to identify a 1 -vector with an element in the Euclidean space. The norm of a 1 -vector is defined as $|\underline{x}|=\left(x_{1}^{2}+\cdots+x_{n}^{2}\right)^{1 / 2}$ and the scalar product of $\underline{x}$ and $\underline{y}=y_{1} \underline{e}_{1}+\cdots+y_{m} \underline{e}_{m}$ is

$$
\langle\underline{x}, \underline{y}\rangle=x_{1} y_{1}+\cdots+x_{m} y_{m}
$$

In the sequel, we will denote by $B(0,1)$ the unit ball with center at the origin in $\mathbb{R}^{m}$ while the symbol $\mathbb{S}^{m-1}$ will denote its boundary, that is the sphere of unit 1-vectors in $\mathbb{R}^{m}$ :

$$
\mathbb{S}^{m-1}=\left\{\underline{x}=\underline{e}_{1} x_{1}+\ldots+\underline{e}_{m} x_{m}: x_{1}^{2}+\ldots+x_{m}^{2}=1\right\}
$$

whose area, denoted by $A_{m}$ is given by

$$
A_{m}=\frac{2 \pi^{m / 2}}{\Gamma\left(\frac{m}{2}\right)}
$$

Similarly to what has been done in the real setting, we can identify an element in $\mathbb{C}^{m}$ with a 1vector with complex coefficients. The scalar product of two complex vectors $\underline{z}=z_{1} \underline{e}_{1}+\cdots+z_{m} \underline{e}_{m}$, $z_{\ell} \in \mathbb{C}$ and $\underline{w}=w_{1} \underline{e}_{1}+\cdots+w_{m} \underline{e}_{m}, w_{\ell} \in \mathbb{C}$ is

$$
\langle\underline{z}, \underline{w}\rangle=\bar{z}_{1} w_{1}+\cdots+\bar{z}_{m} w_{m}
$$

Definition 2.1. The Lie ball can be defined as

$$
L B(0,1)=\left\{\underline{z}=\underline{x}+i \underline{y} \in \mathbb{C}^{m} \mid S_{\underline{x}, \underline{y}} \subset B(0,1)\right\}
$$

where $S_{\underline{x}, \underline{y}}$ is the codimension 2 sphere

$$
S_{\underline{x}, \underline{y}}=\left\{\underline{u} \in \mathbb{R}^{m}| | \underline{u}-\underline{x}|=|\underline{y}|, \quad\langle\underline{u}-\underline{x}, \underline{y}\rangle=0\} .\right.
$$

Remark 2.2. Another way to introduce the Lie ball is to consider the Lie norm

$$
L(\underline{z})^{2}=L(\underline{x}+i \underline{y})^{2}=\sup _{\underline{u} \in S_{\underline{x}, \underline{y}}}|\underline{u}|^{2}=|\underline{x}|^{2}+|\underline{y}|^{2}+2|\underline{x} \wedge \underline{y}|
$$

where $\underline{z}=\underline{x}+i \underline{y} \in \mathbb{C}^{m}$ so that

$$
L B(0,1)=\left\{\underline{z} \in \mathbb{C}^{m} \mid L(\underline{z})<1\right\}
$$

The boundary $\partial L B(0,1)$ corresponds to the set of spheres $S_{\underline{x}, \underline{y}} \subset \overline{B(0,1)}$ for which $S_{\underline{x}, \underline{y}} \cap$ $\mathbb{S}^{m-1} \neq \emptyset$, see e.g. [10]. The Lie sphere $L S^{m-1}$ is the set of points $\underline{z} \in \mathbb{C}^{m}$ for which $S_{\underline{x}, \underline{y}} \subset \mathbb{S}^{m-1}$, which allows to write it as

$$
L S^{m-1}=\left\{\underline{\omega} e^{i \theta} \mid \underline{\omega} \in \mathbb{S}^{m-1}, \theta \in[0, \pi)\right\}=\left(\mathbb{S}^{m-1} \times \mathbb{S}^{1}\right) / \mathbb{Z}_{2}
$$

where the equivalence relation is given by $\left(\underline{\omega}, e^{i \theta}\right) \sim\left(-\underline{\omega},-e^{i \theta}\right)$. The Lie sphere $L S^{m-1}$ is the Shilov boundary of the Lie ball, moreover, it is a minimal set for which

$$
|f(\underline{z})| \leq \sup _{e^{i \theta} \underline{\omega} \in L S^{m-1}}\left|f\left(e^{i \theta} \underline{\omega}\right)\right|, f \text { holomorphic in } \overline{L B(0,1)}
$$

We now introduce an automorphism in $\mathbb{C}_{m}$ called Hermitian conjugation and defined for $\lambda, \mu \in$ $\mathbb{C}_{m}$ by

$$
(\lambda \mu)^{\dagger}=\mu^{\dagger} \lambda^{\dagger}, \quad\left(\mu_{A} \underline{e}_{A}\right)^{\dagger}=\mu_{A}^{c} \underline{e}_{A}^{\dagger}, \quad \underline{e}_{j}^{\dagger}=-\underline{e}_{j}, \quad j=1, \ldots, m
$$

where $\mu_{A}^{c}$ stands for the complex conjugate of the complex number $\mu_{A}$.
The following result is proved in [2]:
Proposition 2.3. Let $\underline{t}, \underline{s} \in \mathbb{R}^{n}$ be such that $|\underline{t}|=|\underline{s}|=1$ and $\langle\underline{t}, \underline{s}\rangle=0$ and let $\underline{\tau}=\underline{t}+i \underline{s} \in \mathbb{C}^{m}$. Then $\underline{\tau}^{\dagger}=-\underline{t}+i \underline{s}$ and

1. $\underline{\tau} \underline{\tau}^{\dagger} \underline{\tau}=4 \underline{\tau}$,
2. $\underline{\tau}^{2}=0$,
3. $\underline{\tau}^{\dagger} \underline{\tau}+\tau \underline{\tau}^{\dagger}=4$.

Remark 2.4. Let $\underline{z} \in \mathbb{C}^{m}$ and consider $\underline{\tau}=\underline{t}+i \underline{s}=\sum_{\ell=1}^{m}\left(t_{\ell}+i s_{\ell}\right) \underline{e}_{i}$ as above. Then

$$
\langle\underline{z}, \underline{\tau}\rangle^{\dagger}=\left(\sum_{\ell=1}^{m} \bar{z}_{\ell}\left(t_{\ell}+i s_{\ell}\right)\right)^{\dagger}=\sum_{\ell=1}^{m} z_{\ell}\left(t_{\ell}-i s_{\ell}\right)
$$

In particular, when $\underline{x} \in \mathbb{R}^{m}$ we have

$$
\begin{aligned}
& \langle\underline{x}, \underline{\tau}\rangle^{\dagger}=\sum_{\ell=1}^{m} x_{\ell}\left(t_{\ell}-i s_{\ell}\right) \\
& \left\langle\underline{x}, \underline{\tau}^{\dagger}\right\rangle=\sum_{\ell=1}^{m}-x_{\ell}\left(t_{\ell}-i s_{\ell}\right)
\end{aligned}
$$

so that

$$
\begin{equation*}
\langle\underline{x}, \underline{\tau}\rangle^{\dagger}=-\left\langle\underline{x}, \tau^{\dagger}\right\rangle . \tag{1}
\end{equation*}
$$

To conclude the part on the preliminaries we recall the definition of monogenic functions.
Definition 2.5. A function $f: \Omega \subseteq \mathbb{R}^{m} \rightarrow \mathbb{C}_{m}$ defined and continuously differentiable in the open set $\Omega$ is said to be (left) monogenic if it satisfies

$$
\partial_{\underline{x}} f(\underline{x})=\sum_{j=1}^{m} \underline{e}_{i} \partial_{x_{j}} f(\underline{x})=0 .
$$

If $f: \Omega \subseteq \mathbb{C}^{m} \rightarrow \mathbb{C}_{m}$ is as above, we say that $f$ is (left) monogenic in $\Omega$ if it is holomorphic and in the kernel of the complexified Dirac operator $\sum_{j=1}^{m} \underline{e}_{i} \partial_{z_{j}}$. We denote by $\mathcal{M}(\Omega)$ the right $\mathbb{C}_{m}$-module of (left) monogenic functions in $\Omega$.

## 3 Spherical monogenics on the Lie sphere

In this section we recall some results on the module $\mathcal{M L}^{2}(B(0,1))$ from [2]. We then generalize this module of monogenic functions to the case of the Lie ball and we study the Fischer decomposition of its elements as well as a reproducing kernel, namely the Cauchy-Hua kernel.

Definition 3.1. We will denote by $\mathcal{M L}^{2}(B(0,1))$ the right $\mathbb{C}_{m}$-module of monogenic functions $f: B(0,1) \rightarrow \mathbb{C}_{m}$ which extend to $\mathcal{L}^{2}\left(\mathbb{S}^{m-1}\right)$ and such that

$$
\left[\int_{\mathbb{S}^{m-1}} f^{\dagger}(\underline{\omega}) f(\underline{\omega}) d S(\underline{\omega})\right]_{0}<\infty
$$

We note that $\mathcal{M} \mathcal{L}^{2}(B(0,1))$ is a closed submodule of $\mathcal{L}^{2}(B(0,1))$. It is also clear that $\mathcal{M} \mathcal{L}^{2}(B(0,1))$ is a right submodule of the right $\mathbb{C}_{m}$-module of monogenic functions. It can be equipped with the inner product

$$
\langle f, g\rangle_{\mathcal{M} \mathcal{L}^{2}(B(0,1))}:=\int_{\mathbb{S}^{m-1}} f^{\dagger}(\underline{\omega}) g(\underline{\omega}) d S(\underline{\omega}) .
$$

For the sake of simplicity, in the sequel we will denote this inner product by $\langle\cdot, \cdot\rangle_{\mathcal{M} \mathcal{L}^{2}}$. Note that the norm of $f$ is given by

$$
\|f\|_{\mathcal{L}^{2}\left(\mathbb{S}^{m-1}\right)}^{2}:=\left[\int_{\mathbb{S}^{m-1}} f^{\dagger}(\underline{\omega}) f(\underline{\omega}) d S(\underline{\omega})\right]_{0}<\infty
$$

The following result is in [3], Section 4:
Proposition 3.2. The reproducing kernel for $\mathcal{M} \mathcal{L}^{2}(B(0,1))$ is the Szegö kernel

$$
S(\underline{x}, \underline{u})=\frac{1+\underline{x} \underline{u}}{\left(1+|\underline{x}|^{2}|\underline{u}|^{2}-2\langle\underline{x}, \underline{u}\rangle\right)^{m / 2}}
$$

so that

$$
f(\underline{x})=\frac{1}{A_{m}} \int_{S^{m-1}} \frac{1+\underline{x} \underline{u}}{\left(1+|\underline{x}|^{2}|\underline{u}|^{2}-2\langle\underline{x}, \underline{u}\rangle\right)^{m / 2}} f(\underline{u}) d \underline{u} .
$$

A monogenic function $f(\underline{x})$ admits a holomorphic extension $f(\underline{z})$ to the Lie ball $L B(0,1)$.
Definition 3.3. By $\mathcal{O} \mathcal{L}^{2}(L B(0,1))$ we denote the right $\mathbb{C}_{m}$-module of holomorphic functions $f: L B(0,1) \rightarrow \mathbb{C}_{m}$ whose boundary value $f\left(e^{i \theta} \underline{\omega}\right)$ belongs to $\mathcal{L}^{2}\left(L S^{m-1}\right)$ and such that

$$
\left[\int_{\mathbb{S}^{m-1}} \int_{0}^{\pi} f^{\dagger}\left(e^{i \theta} \underline{\omega}\right) f\left(e^{i \theta} \underline{\omega}\right) d S(\underline{\omega}) d \theta\right]_{0}<\infty
$$

The $\mathbb{C}_{m}$-module $\mathcal{O} \mathcal{L}^{2}(L B(0,1))$ can be equipped with the inner product

$$
\langle f, g\rangle_{\mathcal{O} \mathcal{L}^{2}(L B(0,1))}=\int_{\mathbb{S}^{m-1}} \int_{0}^{\pi} f^{\dagger}\left(e^{i \theta} \underline{\omega}\right) g\left(e^{i \theta} \underline{\omega}\right) d S(\underline{\omega}) d \theta
$$

For the sake of simplicity, this inner product will be denoted by $\langle\cdot, \cdot\rangle_{\mathcal{O} \mathcal{L}^{2}}$.
Remark 3.4. We recall that a monogenic function $f$ (over $\mathbb{R}^{m}$ ) admits an expansion of the form

$$
f(\underline{x})=\sum_{k=0}^{\infty} P_{k}[f](\underline{x}),
$$

where $P_{k}[f]$ are spherical monogenics of degree $k$, i.e.

$$
P_{k}[f](\lambda \underline{x})=\lambda^{k} P_{k}(\underline{x}), \quad \partial_{\underline{x}} P_{k}[f](\underline{x})=0
$$

We have that

$$
P_{k}[f](\underline{x})=\frac{1}{A_{m}} \int_{\mathbb{S}^{m-1}} C_{k}(\underline{x}, \underline{u}) f(\underline{u}) d \underline{u}
$$

where $A_{m}=\frac{2 \pi^{m / 2}}{\Gamma\left(\frac{m}{2}\right)}$ and $C_{k}(\underline{x}, \underline{u})$ are zonal spherical monogenics (see [?]) of the form

$$
\begin{align*}
C_{k}(\underline{x}, \underline{u}): & =\frac{(\underline{x}| | \underline{y} \mid)^{k}}{(m-2)}\left((k+m-2) C_{k}^{m / 2-1}(t)+(m-2) \frac{\underline{x} \wedge \underline{u}}{|\underline{x}||\underline{u}|} C_{k-1}^{m / 2}(t)\right)  \tag{2}\\
& =(|\underline{x}||\underline{y}|)^{k}\left(C_{k}^{m / 2}(t)+\frac{\underline{x} \underline{u}}{|\underline{x}||\underline{u}|} C_{k-1}^{m / 2}(t)\right),
\end{align*}
$$

$C_{k}^{m / 2}(t)$ are the Gegenbauer polynomials and $t=\langle\underline{x}, \underline{u}\rangle /|\underline{x}||\underline{u}|$.
Note that the Szegő kernel can be written as $S(\underline{x}, \underline{u})=\sum_{k=0}^{\infty} C_{k}(\underline{x}, \underline{u})$.

Remark 3.5. Every function $f \in \mathcal{O} \mathcal{L}^{2}(L B(0,1))$ can be decomposed into homogeneous polynomials

$$
\begin{equation*}
f(\underline{z})=\sum_{k=0}^{\infty} R_{k}(\underline{z}), \quad \quad R_{k} \in \mathcal{P}_{k} \tag{3}
\end{equation*}
$$

where $\mathcal{P}_{k}$ denotes the set of polynomials in the variable $\underline{z}$ homogeneous of degree $k$, see [9] and [10]. The decomposition (3) converges in the set of holomorphic functions $\mathcal{O}(L B(0,1))$ moreover it is orthogonal, i.e., $\mathcal{P}_{k} \perp \mathcal{P}_{\ell}$ for $k \neq \ell$.
Conversely, given a series $\sum_{k=0}^{\infty} R_{k}(\underline{x})$ of homogeneous polynomials in $\underline{x}$ which converges in $B(0,1)$, its complex extension converges in $L B(0,1)$. This is due to the estimate

$$
\left|R_{k}(\underline{z})\right| \leq c_{k} L(\underline{z})^{k} \sup _{|\underline{x}|=1}\left|R_{k}(\underline{x})\right|
$$

where $c_{k}$ is a slowly increasing constant, see $[10$, Section 2$]$.
This fact also implies that the complex extension $f(\underline{z})$ of the function $f(\underline{x})$ solution in $B(0,1)$ of $\partial_{\underline{x}}^{s} f(\underline{x})=0$ is generally holomorphic in the Lie ball and not beyond.
Remark 3.6. Every $R_{z} \in \mathcal{P}_{k}$ admits a monogenic decomposition, the so-called Fischer decomposition:

$$
\begin{equation*}
R_{k}(\underline{z})=\sum_{\ell=0}^{k} \underline{z}^{\ell} P_{k-\ell}(\underline{z}) \tag{4}
\end{equation*}
$$

where $\partial_{\underline{z}} P_{k-\ell}(\underline{z})=0$ and $P_{k-\ell} \in \mathcal{P}_{k-\ell}$ and, in general, for any $(\ell, k) \in \mathbb{N}^{2},\left(\ell^{\prime}, k^{\prime}\right) \in \mathbb{N}^{2}$

$$
\begin{aligned}
\left\langle\underline{z}^{\ell^{\prime}} P_{k^{\prime}}(\underline{z}), \underline{z}^{\ell} P_{k}(\underline{z})\right\rangle & =\int_{\mathbb{S}^{m-1}} \int_{0}^{\pi} P_{k^{\prime}}^{\dagger}(\underline{\omega}) e^{-i\left(k^{\prime}+\ell^{\prime}\right) \theta}(-\omega)^{\ell^{\prime}} \underline{\omega}^{\ell} e^{i(k+\ell) \theta} P_{k}(\underline{\omega}) d S(\underline{\omega}) d \theta \\
& =\delta_{k, k^{\prime}} \delta_{\ell, \ell^{\prime}} \pi \int_{\mathbb{S}^{m-1}} P_{k^{\prime}}^{\dagger}(\underline{\omega}) P_{k}(\underline{\omega}) d S(\underline{\omega})
\end{aligned}
$$

so the monogenic decomposition is orthogonal.
Taking into account these remarks we can prove the following:
Theorem 3.7 (Monogenic Fischer decomposition). Every function $f \in \mathcal{O} \mathcal{L}^{2}(L B(0,1))$ admits an orthogonal Fischer decomposition of the form

$$
f(\underline{z})=\sum_{k, \ell=0}^{\infty} \underline{z}^{\ell} P_{k, \ell}[f](\underline{z})
$$

where

$$
\begin{equation*}
P_{k, \ell}[f](\underline{z})=\frac{1}{\pi A_{m}} \int_{\mathbb{S}^{m-1}} \int_{0}^{\pi} C_{k}\left(\underline{z}, e^{-i \theta} \underline{\omega}\right)\left(e^{i \theta} \underline{\omega}\right)^{-\ell} f\left(e^{i \theta} \underline{\omega}\right) d \theta d S(\underline{\omega}) \tag{5}
\end{equation*}
$$

is an inner spherical monogenic of degree $k$ and $C_{k}$ is as in (2).
Proof. The decomposition (4) is orthogonal and leads to the identity in $\mathcal{O} \mathcal{L}^{2}(L B(0,1))$, see Remark 3.5. To show the assertion, we rewrite the integral on the right hand side of (5) using the orthogonality:

$$
\begin{aligned}
& \frac{1}{\pi A_{m}} \int_{\mathbb{S}^{m-1}} \int_{0}^{\pi} C_{k}\left(\underline{z}, e^{-i \theta} \underline{\omega}\right)\left(e^{i \theta} \underline{\omega}\right)^{-\ell} P_{k, \ell}[f]\left(e^{i \theta} \underline{\omega}\right) d \theta d S(\underline{\omega}) \\
& =\frac{1}{\pi A_{m}} \int_{\mathbb{S}^{m-1}} \int_{0}^{\pi} C_{k}(\underline{z}, \underline{\omega}) e^{-i k \theta} e^{i k \theta} P_{k, \ell}[f](\underline{\omega}) d \theta d S(\underline{\omega}) \\
& =\frac{1}{A_{m}} \int_{\mathbb{S}^{m-1}} C_{k}(\underline{z}, \underline{\omega}) P_{k, \ell}[f](\underline{\omega}) d S(\underline{\omega}) \\
& =P_{k, \ell}[f](\underline{z})
\end{aligned}
$$

as stated.
Proposition 3.8. The reproducing kernel for $\mathcal{O} \mathcal{L}^{2}(L B(0,1))$ is the Cauchy-Hua kernel

$$
\frac{1}{\pi A_{m}} H\left(\underline{z}, e^{-i \theta} \underline{\omega}\right)=\frac{1}{\pi A_{m}}\left(-\left(\underline{\omega}-e^{-i \theta} \underline{z}\right)^{2}\right)^{-m / 2} .
$$

The Cauchy-Hua kernel can also be written in the following three forms:

$$
\begin{aligned}
\frac{1}{\pi A_{m}} H\left(\underline{z}, e^{-i \theta} \underline{\omega}\right) & =\sum_{k, \ell=0}^{\infty} \underline{z}^{\ell} C_{k}\left(\underline{z}, e^{-i \theta} \underline{\omega}\right)\left(e^{-i \theta} \underline{\omega}\right)^{-\ell} \\
& =\frac{1}{\pi A_{m}}\left(1-e^{-2 i \theta} \underline{z}^{2}+2 e^{-i \theta}\langle\underline{\omega}, \underline{z}\rangle\right)^{-m / 2} \\
& =\frac{1}{\pi A_{m}} \sum_{\ell=0}^{\infty} \underline{z}^{\ell} S\left(\underline{z}, e^{-i \theta} \underline{\omega}\right)\left(e^{i \theta} \underline{\omega}\right)^{-\ell}
\end{aligned}
$$

where $S\left(\underline{z}, e^{-i \theta} \underline{\omega}\right)$ is the Szegő kernel.
Proof. The Cauchy-Hua kernel is the reproducing kernel for $\mathcal{O} \mathcal{L}^{2}(L B(0,1))$, see [5], [6]. From Theorem 3.7 we deduce the monogenic decomposition of the kernel. This in turn leads to the expression in terms of the Szegő kernel. One may also proceed by direct computations from the equality

$$
\sum_{\ell=0}^{\infty} \underline{z}^{\ell}\left(1+\underline{z} e^{-i \theta} \underline{\omega}\right) e^{-i \ell \theta}(-\underline{\omega})^{\ell}=1
$$

which can be easily verified.
Remark 3.9. (1) The Cauchy-Hua kernel has an anti-holomorphic extension obtained by extending $-e^{-i \theta} \underline{\omega}$ to $\underline{u}^{\dagger}=-\sum_{j=1}^{m} \bar{u}_{j} \underline{e}_{j}$ :

$$
\frac{1}{\left(1+\underline{z}^{2}\left(\underline{u}^{\dagger}\right)^{2}+2\left\langle\underline{u}^{\dagger}, \underline{z}\right\rangle\right)^{m / 2}}=\sum_{\ell=0}^{\infty} \underline{z}^{\ell} S\left(\underline{z},-\underline{u}^{\dagger}\right)\left(\underline{u}^{\dagger}\right)^{\ell}=\sum_{k, \ell=0}^{\infty} \underline{z}^{\ell} C_{k}\left(\underline{z},-\underline{u}^{\dagger}\right)\left(\underline{u}^{\dagger}\right)^{\ell} .
$$

This is in fact a reproducing kernel for $\underline{z}, \underline{u} \in L B(0,1)$, however with an abuse of terminology we call it reproducing kernel also its version in Proposition 3.8, where the variable in the second component is $-e^{-i \theta} \underline{\omega}$ and belongs to $L S^{m-1}$.
(2) Note that the monogenic Szegő kernel $S\left(\underline{z}, \underline{u^{\dagger}} \underline{ }^{\dagger}\right)$ is the monogenic part of the Cauchy-Hua kernel $H\left(\underline{z},-\underline{u}^{\dagger}\right)=\left(1+\underline{z}^{2}\left(\underline{u}^{\dagger}\right)^{2}+2\left\langle\underline{z}, \underline{u}^{\dagger}\right\rangle\right)^{-m / 2}$.

## 4 The extended Szegö-Radon transform

The Szegő-Radon transform was originally defined in [2]. In this section we recall its definition and we then introduce and study the so-called extended Szegö-Radon transform.

Definition 4.1. Let $\underline{t}, \underline{s} \in \mathbb{R}^{m}$ be such that $|\underline{t}|=|\underline{s}|=1$ and $\langle\underline{t}, \underline{s}\rangle=0$ and let $\underline{\tau}=\underline{t}+i \underline{s} \in \mathbb{C}^{m}$. By $\mathcal{M L}^{2}(\underline{\tau})$ we denote the completion of the right $\mathbb{C}_{m}$-Hilbert module consisting of all finite linear combinations of the form

$$
\sum_{\ell}\langle\underline{x}, \underline{\tau}\rangle^{\ell} \underline{\tau} a_{\ell}, \quad a_{\ell} \in \mathbb{C}_{m}
$$

Note that $\mathcal{M} \mathcal{L}^{2}(\underline{\tau})$ is a closed submodule of $\mathcal{M} \mathcal{L}^{2}(B(0,1))$. In the sequel, we will denote by $f_{\underline{\tau}, \ell}(\underline{x})$ the plane wave monogenics

$$
f_{\underline{\tau}, \ell}(\underline{x})=\langle\underline{x}, \underline{\tau}\rangle^{\ell} \underline{\tau} .
$$

Definition 4.2. The (polarized) Szegö-Radon transform is the orthogonal projection operator

$$
\mathcal{R}_{\underline{\tau}}: \mathcal{M} \mathcal{L}^{2}(B(0,1)) \rightarrow \mathcal{M L}^{2}(\underline{\tau})
$$

Remark 4.3. The kernel of the Szegő-Radon transform is given by

$$
\begin{aligned}
& K_{\underline{\tau}}(\underline{x}, \underline{u})=\frac{1}{A_{m}} \frac{\tau}{4} \frac{\tau}{}^{\dagger}\left(1+\langle\underline{x}, \underline{\tau}\rangle\left\langle\underline{u}, \underline{\tau}^{\dagger}\right\rangle\right)^{-m / 2} \\
&=\frac{\tau}{4} \underline{\tau}^{\dagger} \\
& \sum_{\ell=0}^{\infty}(-1)^{\ell} \frac{\Gamma\left(\frac{m}{2}+\ell\right)}{2 \pi^{m / 2} \Gamma(\ell+1)}\langle\underline{x}, \underline{\tau}\rangle^{\ell}\left\langle\underline{u}, \underline{\tau}^{\dagger}\right\rangle^{\ell}
\end{aligned}
$$

because $f_{\underline{\tau}, k}$ is orthogonal to $f_{\underline{\tau}, \ell}$ for $k \neq \ell$ and

$$
\left\langle f_{\underline{\tau}, \ell}, f_{\underline{\tau}, \ell}\right\rangle=\frac{2 \pi^{m / 2} \Gamma(\ell+1)}{\Gamma\left(\frac{m}{2}+\ell\right)} \underline{\tau}^{\dagger} \underline{\tau}
$$

see Proposition 2.9 in [2] and Remark 3.7 in [3].
Next result corresponds to Theorem 2.19 in [2] (the first equality) and Theorem 4.5 in [3] (the second equality):

Theorem 4.4. The Szegö-Radon transform of $f \in \mathcal{M} \mathcal{L}^{2}(B(0,1))$ can be expressed as

$$
\mathcal{R}_{\underline{\tau}}[f](\underline{x}):=\int_{\mathbb{S}^{m-1}} K_{\underline{\tau}}(\underline{x}, \underline{\omega}) f(\underline{\omega}) d S(\underline{\omega})=\frac{\tau}{4} \underline{\tau}^{\dagger} f\left(-\frac{1}{2} \underline{\tau}^{\dagger}\langle\underline{x}, \underline{\tau}\rangle\right)
$$

Our next goal is to extend this transform to $\mathcal{O} \mathcal{L}^{2}(L B(0,1))$ and to this end, we consider the modified plane waves

$$
f_{\underline{\tau}, \ell}^{s}(\underline{z})=\underline{z}^{s}\langle\underline{z}, \underline{\tau}\rangle^{\ell} \underline{\tau}
$$

Note that, from now on, the superscript $s$ is a natural number which does not have to be confused with the 1-vector $\underline{s}$.

Definition 4.5. For any given $\underline{\tau}$ and $s \in \mathbb{N}$, by $\mathcal{M}^{s}(\underline{\tau})$ we denote the completion of the right $\mathbb{C}_{m}$-Hilbert module consisting of all finite linear combinations of the form

$$
\sum_{s, \ell} \underline{z}^{s}\langle\underline{z}, \underline{\tau}\rangle^{\ell} \underline{\tau} a_{\ell}=\sum_{s, \ell} f_{\underline{\tau}, \ell}^{s}(\underline{z}) a_{\ell}, \quad a_{\ell} \in \mathbb{C}_{m}
$$

Note that $\mathcal{M}^{s}(\underline{\tau})$ is a submodule of $\mathcal{O} \mathcal{L}^{2}(L B(0,1))$.
Definition 4.6. For any $s \in \mathbb{N}$, the extended Szegö-Radon transform is the orthogonal projection operator

$$
\mathcal{R}_{\underline{\tau}}^{s}: \mathcal{O} \mathcal{L}^{2}(L B(0,1)) \rightarrow \mathcal{M}^{s}(\underline{\tau})
$$

To compute the kernel for this transform, we first prove the following result whose proof follows the one of Proposition 2.9 in [2]:

Lemma 4.7. Let $\underline{t}, \underline{s} \in \mathbb{R}^{m}$ be such that $|\underline{t}|=|\underline{s}|=1$ and $\langle\underline{t}, \underline{s}\rangle=0$, let $\underline{\tau}=\underline{t}+i \underline{s} \in \mathbb{C}^{m}$ and $\omega \in \mathbb{S}^{m-1}$. Then for $k \neq \ell$

$$
\int_{\mathbb{S}^{m-1}}\left\langle\underline{\omega}, \underline{\tau}^{\dagger}\right\rangle^{k}\langle\underline{\omega}, \underline{\tau}\rangle^{\ell} d S(\underline{\omega})=0
$$

and

$$
\int_{\mathbb{S}^{m-1}}\left\langle\underline{\omega}, \underline{\tau}^{\dagger}\right\rangle^{k}\langle\underline{\omega}, \underline{\tau}\rangle^{k} d S(\underline{\omega})=(-1)^{k} 2 \pi^{\frac{m}{2}} \frac{\Gamma(k+1)}{\Gamma(m / 2+k)} .
$$

Proof. Up to a change of the basis, we may set $\underline{t}=\underline{e}_{1}$ and $\underline{s}=\underline{e}_{2}$. We consider for $n>3$ the decomposition $\mathbb{R}^{m}=\mathbb{R}^{2} \oplus \mathbb{R}^{m-2}$. Let $\theta$ be the angle between $\underline{\omega}$ and the projection of $\underline{\omega}$ on $\mathbb{R}^{2}$. Then the element $d S(\underline{\omega})$ can be written as

$$
d S(\underline{\omega})=\cos \varphi d \varphi d S\left(\underline{\omega}_{1,2}\right) \sin ^{m-3} \varphi d S\left(\underline{\omega}_{m-3}\right)
$$

where $\underline{\omega}=\cos \varphi\left(\cos \psi \underline{e}_{1}+\sin \psi \underline{e}_{2}\right)+\sin \varphi \underline{\eta}$, with $\varphi \in[0, \pi / 2)$ and $\psi \in[0,2 \pi)$, so that in fact $d S\left(\underline{\omega}_{1,2}\right):=d \psi$, and $\underline{\eta}:=\underline{\omega}_{m-3}$. Thus we can write where $\underline{\eta}$ is a suitable element in $\mathbb{S}^{m-3}$, $m>3$. We also have $\underline{\tau}=\underline{e}_{1}+i \underline{e}_{2}$ and $\underline{\tau}^{\dagger}=-\underline{e}_{1}+i \underline{e}_{2}$ and so the scalar product in $\mathbb{C}^{n}$ of $\underline{\omega}$ and $\underline{\tau}$ is

$$
\begin{gathered}
\langle\underline{\omega}, \underline{\tau}\rangle=\cos \varphi(\cos \psi+i \sin \psi)=\cos \varphi e^{i \psi} \\
\left\langle\underline{\omega}, \underline{\tau}^{\dagger}\right\rangle=\cos \varphi(-\cos \psi+i \sin \psi)=-\cos \varphi e^{-i \psi}
\end{gathered}
$$

Then we have:

$$
\begin{aligned}
& =\int_{\mathbb{S}^{m-1}}\left\langle\underline{\omega}, \underline{\tau}^{\dagger}\right\rangle^{k}\langle\underline{\omega}, \underline{\tau}\rangle^{\ell} d S(\underline{\omega}) \\
& =\int_{0}^{\pi / 2} \int_{0}^{2 \pi} \int_{\mathbb{S}^{m}-3}(-1)^{k}(\cos \varphi)^{k+\ell+1} e^{i(\ell-k) \psi}(\sin \varphi)^{m-3} d \varphi d \psi d S(\underline{\eta})
\end{aligned}
$$

The last integral vanishes for $k \neq \ell$. When $k=\ell$ with standard computations we have:

$$
\int_{0}^{\pi / 2} \int_{0}^{2 \pi} \int_{\mathbb{S}^{m-3}}(-1)^{k}(\cos \varphi)^{2 k+1}(\sin \varphi)^{m-3} d \varphi d \psi d S(\underline{\eta})=(-1)^{k} 2 \pi^{\frac{m}{2}} \frac{\Gamma(k+1)}{\Gamma(m / 2+k)}
$$

Proposition 4.8. Let $\underline{t}, \underline{s} \in \mathbb{R}^{m}$ be such that $|\underline{t}|=|\underline{s}|=1$ and $\langle\underline{t}, \underline{s}\rangle=0$ and let $\underline{\tau}=\underline{t}+i \underline{s} \in \mathbb{C}^{m}$. Let $s, s^{\prime} \in \mathbb{N}$ be fixed. The functions $f_{\tau}^{s},(\underline{z})$ are such that

$$
\begin{array}{r}
\left\langle f_{\mathcal{\tau}, \ell}^{s}, f_{\mathcal{\tau}, \ell^{\prime}}^{s^{\prime}}\right\rangle_{\mathcal{L}^{2}}=0, \quad \text { for }(\ell, s) \neq\left(\ell^{\prime}, s^{\prime}\right) \\
\left\langle f_{\mathcal{\tau}, \ell}^{s}, f_{\boldsymbol{\tau}, \ell}^{s}\right\rangle_{\mathcal{O L}^{2}}=2 \pi^{\frac{m}{2}+1} \underline{\tau}^{\dagger} \frac{\tau}{\Gamma\left(\frac{\Gamma}{2}+\ell\right)} .
\end{array}
$$

Proof. Using Lemma 4.7 and the fact that $\left\langle e^{i \theta} \underline{\omega}, \underline{\tau}\right\rangle^{\dagger}=\left\langle e^{-i \theta} \underline{\underline{\omega}},-\underline{\tau}^{\dagger}\right\rangle$, we have

$$
\begin{align*}
\left\langle f_{\underline{\tau}, \ell}^{s}, f_{\tilde{\tau}, \ell}^{s}\right\rangle & =\int_{\mathbb{S}^{m-1}} \int_{0}^{\pi}\left\langle e^{-i \theta} \underline{\omega},-\underline{\tau}^{\dagger}\right\rangle^{\ell}\left(e^{i \theta} \underline{\omega}\right)^{-s}\left(e^{i \theta} \underline{\omega}\right)^{s}\left\langle e^{i \theta} \underline{\omega}, \underline{\tau}\right\rangle^{\ell} \underline{\tau}^{\dagger} \underline{\tau} d S(\underline{\omega}) d \theta \\
& =\underline{\tau}^{\dagger} \underline{\tau} \pi \int_{\mathbb{S}^{m-1}}\left\langle\underline{\omega},-\underline{\tau}^{\dagger}\right\rangle^{\ell}\langle\underline{\omega}, \underline{\tau}\rangle^{\ell} d S(\underline{\omega})  \tag{6}\\
& =2 \pi^{m / 2+1} \underline{\tau}^{\dagger} \underline{\tau} \frac{\Gamma(\ell+1)}{\Gamma\left(\frac{m}{2}+\ell\right)}
\end{align*}
$$

Moreover, Lemma 4.7 also yields orthogonality for $(\ell, s) \neq\left(\ell^{\prime}, s^{\prime}\right)$, i.e.

$$
\left\langle f_{\bar{\tau}, \ell}^{s}, f_{\underline{\tau}, \ell^{\prime}}^{s^{\prime}}\right\rangle=0 .
$$

As a consequence we have:
Theorem 4.9. The extended Szegő-Radon transform can be expressed as

$$
\mathcal{R}_{\underline{\tau}}^{s}[f](z)=\int_{\mathbb{S}^{m-1}} \int_{0}^{\pi} K_{\underline{\tau}}^{s}\left(\underline{z}, e^{-i \theta} \underline{\omega}\right) f\left(e^{i \theta} \underline{\omega}\right) d S(\underline{\omega}) d \theta
$$

where

$$
K_{\underline{\tau}}^{s}\left(\underline{z}, e^{-i \theta} \underline{\omega}\right)=\frac{\underline{z}^{s} \underline{\tau} \underline{\tau}^{\dagger}}{4 \pi} \sum_{\ell=0}^{\infty}(-1)^{\ell} \frac{\Gamma\left(\frac{m}{2}+\ell\right)}{2 \pi^{m / 2} \Gamma(\ell+1)}\langle\underline{z}, \underline{\tau}\rangle^{\ell}\left\langle e^{-i \theta} \underline{\omega}, \underline{\tau}^{\dagger}\right\rangle^{\ell}\left(e^{i \theta} \underline{\omega}\right)^{-s} .
$$

Proof. To prove the statement, it is enough to show that the kernel $K_{\tau}^{s}\left(\underline{z}, e^{-i \theta} \underline{\omega}\right)$ reproduces the generators of $\mathcal{M}^{s}(\underline{\tau})$. In fact, we have:

$$
\begin{aligned}
\int_{\mathbb{S}^{m-1}} & \int_{0}^{\pi} K_{\underline{\tau}}^{s}\left(\underline{z}, e^{-i \theta} \underline{\omega}\right) f_{\underline{\tau}, \ell}^{s}\left(e^{i \theta} \underline{\omega}\right) \\
& =\frac{\underline{z}^{s}\langle\underline{z},\rangle^{\ell}{ }^{\ell} \underline{\underline{\tau}}}{4 \pi} \frac{\Gamma\left(\frac{m}{2}+\ell\right)}{2 \pi^{m / 2} \Gamma(\ell+1)} \int_{\mathbb{S}^{m-1}} \int_{0}^{\pi} \sum_{\ell=0}^{\infty}(-1)^{\ell}\left\langle e^{-i \theta} \underline{\omega}, \underline{\tau}^{\dagger}\right\rangle^{\ell}\left(e^{i \theta} \underline{\omega}\right)^{-s} \underline{\tau}^{\dagger} f_{\underline{\tau}, \ell}^{s}\left(e^{i \theta} \underline{\omega}\right) d S(\underline{\omega}) d \theta \\
& =\underline{z}^{s}\langle\underline{z}, \underline{\tau}\rangle^{\ell} \frac{\underline{\tau}}{4 \pi} \frac{\Gamma\left(\frac{m}{2}+\ell\right)}{2 \pi^{m / 2} \Gamma(\ell+1)}\left\langle f_{\underline{\tau}, \ell}^{s}, f_{\tilde{\tau}, \ell}^{s}\right\rangle \\
& =\underline{z}^{s}\langle\underline{z}, \underline{\tau}\rangle^{\ell} \frac{\tau}{\tau^{\dagger}} \frac{\underline{\tau}}{4}=\underline{z}^{s}\langle\underline{z}, \underline{\tau}\rangle^{\ell} \underline{\tau}=f_{\underline{\tau}, \ell}^{s}(\underline{z}),
\end{aligned}
$$

where we used (6). The statement follows.
Remark 4.10. It is immediate to rewrite the above kernel in closed form:

$$
K_{\underline{\tau}}^{s}\left(\underline{z}, e^{-i \theta} \underline{\omega}\right)=\frac{1}{\pi A_{m}} \underline{z}^{s} \frac{\underline{\tau} \underline{\tau}^{\dagger}}{4}\left(1+\langle\underline{z}, \underline{\tau}\rangle\left\langle e^{-i \theta} \underline{\omega}, \underline{\tau}^{\dagger}\right\rangle\right)^{-m / 2}\left(e^{i \theta} \underline{\omega}\right)^{-s} .
$$

We now prove the following result which shows that the extended Szegö-Radon transform $\mathcal{R}_{工}^{s}$ is in fact the Szegő-Radon transform $\mathcal{R}_{\mathcal{I}}$ of the monogenic part $f_{s}$ multiplied by $\underline{z}^{s}$ :
Proposition 4.11. Let $f \in \mathcal{O} \mathcal{L}^{2}(L B(0,1))$ admit the monogenic decomposition

$$
f(\underline{u})=\sum_{\ell=0}^{\infty} \underline{u}^{\ell} f_{\ell}(\underline{u})
$$

with $\partial_{\underline{u}} f_{\ell}(\underline{u})=0$. Then:

$$
\mathcal{R}_{\underline{I}}^{s}[f]=\underline{z}^{s} \mathcal{R}_{\underline{I}}\left[f_{s}\right] .
$$

Proof. We have the following equalities:

$$
\begin{aligned}
\mathcal{R}_{\underline{\tau}}^{s}[f](\underline{z}) & =\int_{\mathbb{S}^{m-1}} \int_{0}^{\pi} K_{\underline{\tau}}^{s}\left(\underline{z}, e^{-i \theta} \underline{\omega}\right) f\left(e^{i \theta} \underline{\omega}\right) d S(\underline{\omega}) d \theta \\
& =\int_{\mathbb{S}^{m-1}} \int_{0}^{\pi} K_{\underline{\tau}}^{s}\left(\underline{z}, e^{-i \theta} \underline{\omega}\right)\left(e^{i \theta}\right)^{s} f_{s}\left(e^{i \theta} \underline{\omega}\right) d S(\underline{\omega}) d \theta \\
& =\frac{1}{\pi A_{m}} \underline{z}^{s} \frac{\tau}{} \frac{\tau^{\dagger}}{4} \int_{\mathbb{S}^{m-1}} \int_{0}^{\pi}\left(1+\langle\underline{z}, \underline{\tau}\rangle\left\langle e^{-i \theta} \underline{\omega}, \underline{\tau}^{\dagger}\right\rangle\right)^{-m / 2} f_{s}\left(e^{i \theta} \underline{\omega}\right) d S(\underline{\omega}) d \theta \\
& =\frac{1}{A_{m}} \underline{z}^{s} \frac{\tau}{\underline{\tau}} \underline{\tau}^{\dagger} \int_{\mathbb{S}^{m-1}}\left(1+\langle\underline{z}, \underline{\tau}\rangle\left\langle\underline{\omega}, \underline{\tau}^{\dagger}\right\rangle\right)^{-m / 2} f_{s}(\underline{\omega}) d S(\underline{\omega}) \\
& =\underline{z}^{s} \mathcal{R}_{\underline{\tau}}\left[f_{s}\right](\underline{z}),
\end{aligned}
$$

and the statement follows.

Let us set $\mathcal{M}(\underline{\tau})=\oplus_{s \in \mathbb{N}} \mathcal{M}^{s}(\underline{\tau})$. Then $\mathcal{M}(\underline{\tau})$ is the closure of the span of all polynomials of the form

$$
\underline{z}^{s}\langle\underline{z}, \underline{\tau}\rangle^{k} \underline{\tau} .
$$

Note that these are not plane waves as they are defined on a two-dimensional complex subspace. We now introduce the following:

Definition 4.12. The complete Szegö-Radon transform $\mathcal{R}_{\underline{\tau}}: \mathcal{O} \mathcal{L}^{2}(L B(0,1)) \rightarrow \mathcal{M}(\underline{\tau})$ is defined by

$$
\mathcal{R}_{\underline{\tau}}[f]=\sum_{s=0}^{\infty} \mathcal{R}_{\underline{\tau}}^{s}[f]
$$

for any $f \in \mathcal{O} \mathcal{L}^{2}(L B(0,1))$.
Remark 4.13. It follows from the definition that the kernel of the complete Szegö-Radon transform on the whole $\mathcal{O} \mathcal{L}^{2}(L B(0,1))$ is given by

$$
\begin{aligned}
K_{\underline{\tau}}\left(\underline{z}, e^{-i \theta} \underline{\omega}\right) & =\sum_{s=0}^{\infty} K_{\underline{\tau}}^{s}\left(\underline{z}, e^{-i \theta} \underline{\omega}\right) \\
& =\frac{1}{4 \pi A_{m}}\left(\underline{\tau} \underline{\tau}^{\dagger}-\underline{z} \underline{\tau}^{\dagger} \underline{\tau}^{-i \theta} \underline{\omega}\right) \frac{\left(1+\underline{z}^{2} e^{-2 i \theta}\right)^{-1}}{\left.1+\langle\underline{z}, \underline{\tau}\rangle\left\langle e^{-i \theta} \underline{\omega}, \underline{\tau}^{\dagger}\right\rangle\right)^{m / 2}}
\end{aligned}
$$

where, as usual, $\underline{z}^{2}=-\sum_{j=1}^{m} z_{j}^{2}$.

## 5 The Hua-Radon transform

In this section we discuss another transform that can be defined for functions in several complex variables, the so-called Hua-Radon transform, and to this end we need to define a suitable submodule of $\mathcal{O} \mathcal{L}^{2}(L B(0,1))$ :

Definition 5.1. Let $\underline{t}, \underline{s} \in \mathbb{R}^{m}, \underline{\tau}=\underline{t}+i \underline{s}$, with $|\underline{t}|=|\underline{s}|=1, \underline{t} \perp \underline{s}$, be fixed. By $\mathcal{O} \mathcal{L}^{2}(\underline{\tau})$ we denote the closed submodule of $\mathcal{O} \mathcal{L}^{2}(L B(0,1))$ consisting of holomorphic functions defined in the 2-dimensional Lie ball in the variables $\langle\underline{z}, \underline{s}\rangle,\langle\underline{z}, \underline{t}\rangle$ and with boundary values in $\mathcal{L}^{2}\left(L S^{m-1}\right)$.

We note that a function defined in the 2-dimensional Lie ball may be seen as a function of the variables $\langle\underline{z}, \underline{\tau}\rangle,\left\langle\underline{z}, \underline{\tau}^{\dagger}\right\rangle$ :

$$
f\left(\langle\underline{z}, \underline{\tau}\rangle,\left\langle\underline{z}, \underline{\tau}^{\dagger}\right\rangle\right), \quad \tau=\underline{t}+i \underline{s},
$$

that is holomorphic for

$$
|\langle\underline{z}, \underline{\tau}\rangle|<1, \quad\left|\left\langle\underline{z}, \underline{\tau}^{\dagger}\right\rangle\right|<1
$$

in other words, the 2-dimensional Lie ball is a 2-dimensional polydisc. A natural basis for $\mathcal{O} \mathcal{L}^{2}(\underline{\tau})$ is given by the functions

$$
\begin{equation*}
f_{\underline{\tau}, k, \ell}(\underline{z})=\langle\underline{z}, \underline{\tau}\rangle^{k}\left\langle\underline{z}, \underline{\tau}^{\dagger}\right\rangle^{\ell} \tag{7}
\end{equation*}
$$

whose orthogonality properties are studied in the next result.

Proposition 5.2. Let $\underline{t}, \underline{s} \in \mathbb{R}^{m}$ be such that $|\underline{t}|=|\underline{s}|=1$ and $\langle\underline{t}, \underline{s}\rangle=0$ and let $\underline{\tau}=\underline{t}+i \underline{s} \in \mathbb{C}^{m}$. The functions $f_{\underline{\tau}, k, \ell}(\underline{z})$ are such that

$$
\left\langle f_{\underline{\tau}, k, \ell}(\underline{z}), f_{\underline{\tau}, k^{\prime}, \ell^{\prime}}(\underline{z})\right\rangle_{\mathcal{O} \mathcal{L}^{2}}=0, \quad(k, \ell) \neq\left(k^{\prime}, \ell^{\prime}\right)
$$

and

$$
\left\langle f_{\mathcal{\tau}, k, \ell}(\underline{z}), f_{\mathcal{T}, k, \ell}(\underline{z})\right\rangle_{\mathcal{O} \mathcal{L}^{2}}=2 \pi^{m / 2+1} \frac{\Gamma(k+\ell+1)}{\Gamma(k+\ell+m / 2)}
$$

Proof. It is easy to verify that for $(k, \ell) \neq\left(k^{\prime}, \ell^{\prime}\right)$ the functions $f_{\underline{\tau}, k, \ell}(\underline{z}), f_{\underline{\tau}, k^{\prime}, \ell^{\prime}}$ are orthogonal with respect to the inner product in $\mathcal{O} \mathcal{L}^{2}(L B(0,1))$, namely

$$
\begin{equation*}
\int_{\mathbb{S}^{m-1}} \int_{0}^{\pi} f_{\underline{\tau}, k, \ell}^{\dagger}\left(e^{i \theta} \underline{\omega}\right) f_{\underline{\tau}, k^{\prime}, \ell^{\prime}}\left(e^{i \theta} \underline{\omega}\right) d S(\underline{\omega}) d \theta=0 \tag{8}
\end{equation*}
$$

To prove the second equality, we set

$$
\begin{aligned}
I: & =\int_{\mathbb{S}^{m-1}} \int_{0}^{\pi} f_{\underline{\tau}, k, \ell}^{\dagger}\left(e^{i \theta} \underline{\omega}\right) f_{\underline{\tau}, k, \ell}\left(e^{i \theta} \underline{\omega}\right) d S(\underline{\omega}) d \theta \\
& =(-1)^{k+\ell} \int_{\mathbb{S}^{m-1}} \int_{0}^{\pi}\left\langle\underline{\omega}, \underline{\tau}^{\dagger}\right\rangle^{k}\left\langle\underline{\omega}, \underline{\tau}^{\ell} e^{-i(k+\ell) \theta} e^{i(k+\ell) \theta}\langle\underline{\omega}, \underline{\tau}\rangle^{k}\left\langle\underline{\omega}, \underline{\tau}^{\dagger}\right\rangle^{\ell} d S(\underline{\omega}) d \theta\right. \\
& =(-1)^{k+\ell} \pi \int_{\mathbb{S}^{m-1}}\left\langle\underline{\omega}, \underline{\tau}^{\dagger}\right\rangle^{k+\ell}\langle\underline{\omega}, \underline{\tau}\rangle^{k+\ell} d S(\underline{\omega})
\end{aligned}
$$

If we take $\underline{\tau}=\underline{e}_{1}+i \underline{e}_{2}$ we obtain that the previous integral equals

$$
I=\pi \int_{\mathbb{S}^{m-1}}\left(\omega_{1}^{2}+\omega_{2}^{2}\right)^{k+\ell} d S(\underline{\omega})
$$

Using the polar decomposition and assuming $m \geq 3$, we set

$$
\underline{\omega}=\cos \varphi\left(\cos \psi \underline{e}_{1}+\sin \psi \underline{e}_{2}\right)+\sin \varphi \underline{\nu}, \quad \varphi \in[0, \pi / 2), \psi \in[0,2 \pi), \underline{\nu} \in \mathbb{S}^{m-3}
$$

The surface element $d S(\underline{\omega})$ rewrites as

$$
d S(\underline{\omega})=\cos \varphi(\sin \varphi)^{m-3} d \varphi d \psi d \underline{\nu}
$$

We obtain

$$
\begin{aligned}
I & =\pi \int_{0}^{\pi / 2} \int_{0}^{2 \pi} \int_{\mathbb{S}^{m-3}}(\cos \varphi)^{2 k+2 \ell}(\sin \varphi)^{m-3} \cos \varphi d \psi d \varphi d \underline{\nu} \\
& =2 \pi^{2} A_{m-2} \int_{0}^{2 \pi}\left(\cos ^{2} \varphi\right)^{k+\ell}(\sin \varphi)^{m-3} d(\sin \varphi) \\
& =2 \pi^{2} A_{m-2} \int_{0}^{1}\left(1-t^{2}\right)^{k+\ell} t^{m-3} d t \\
& =\pi^{2} A_{m-2} \int_{0}^{1}(1-s)^{k+\ell} s^{m / 2-2} d s \\
& =\frac{2 \pi^{m / 2+1}}{\Gamma(m / 2-1)} B\left(k+\ell, \frac{m}{2}-1\right) \\
& =2 \pi^{m / 2+1} \frac{\Gamma(k+\ell+1)}{\Gamma(k+\ell+m / 2)}
\end{aligned}
$$

where we have set $t=\sin \varphi$ and then $s=t^{2}$ and this concludes the proof.

Definition 5.3. The Hua-Radon transform is the projection

$$
\mathcal{O} \mathcal{L}^{2}(L B(0,1)) \rightarrow \mathcal{O} \mathcal{L}^{2}(\underline{\tau})
$$

As a consequence of Proposition 5.2, we obtain that the kernel for the Hua-Radon transform is given by

$$
\mathcal{K}_{\underline{\tau}}\left(z, e^{-i \theta} \underline{\omega}\right)=\frac{1}{2 \pi^{m / 2+1}} \sum_{k, \ell=0}^{\infty} \frac{\Gamma(k+\ell+m / 2)}{\Gamma(k+\ell+1)}(-1)^{k+\ell} a^{k} b^{\ell}
$$

where

$$
a=\langle\underline{z}, \underline{\tau}\rangle\left\langle e^{-i \theta} \underline{\omega}, \underline{\tau}^{\dagger}\right\rangle, \quad b=\left\langle\underline{z}, \underline{\tau}^{\dagger}\right\rangle\left\langle e^{-i \theta} \underline{\omega}, \underline{\tau}\right\rangle .
$$

Remark 5.4. We can rewrite the kernel of the Hua-Radon transform as:

$$
\begin{aligned}
\mathcal{K}_{\underline{\tau}}\left(z, e^{-i \theta} \underline{\omega}\right) & =\frac{1}{\pi A_{m}} \sum_{s=0}^{\infty}(-1)^{s} \frac{\Gamma(s+m / 2)}{\Gamma(s+1) \Gamma(m / 2)} \frac{a^{s+1}-b^{s+1}}{a-b} \\
& =\frac{1}{\pi A_{m}(a-b)}\left[a(1+a)^{-m / 2}-b(1+b)^{-m / 2}\right]
\end{aligned}
$$

which, for $m=2$ reduces to

$$
\begin{aligned}
\mathcal{K}_{\underline{\tau}}\left(z, e^{-i \theta} \underline{\omega}\right) & =\frac{1}{2 \pi^{2}} \frac{1}{(1+a)(1+b)} \\
& =\frac{1}{2 \pi^{2}} \frac{1}{\left(1+\langle\underline{z}, \underline{\tau}\rangle\left\langle e^{-i \theta} \underline{\omega}, \underline{\tau}^{\dagger}\right\rangle\right)\left(1+\left\langle\underline{z}, \underline{\dagger}^{\dagger}\right\rangle\left\langle e^{-i \theta} \underline{\omega}, \underline{\tau}\right\rangle\right)}
\end{aligned}
$$

i.e. to the Cauchy-Hua kernel in $\mathbb{C}^{2}$.

## 6 The polarized Hua-Radon

The Hua-Radon transform deals with copies of $\mathbb{C}^{2}$ embedded in $\mathbb{C}^{m}$. We will show that using techniques typical from Clifford analysis we are able to construct a subspace $\mathfrak{M}(\underline{\tau})$ of $\mathcal{O} \mathcal{L}^{2}(\underline{\tau})$ such that

$$
\mathcal{O} \mathcal{L}^{2}(\underline{\tau})=\mathfrak{M}(\underline{\tau}) \oplus \mathfrak{M}\left(\underline{\tau}^{\dagger}\right), \quad \mathfrak{M}(\underline{\tau}) \perp \mathfrak{M}\left(\underline{\tau}^{\dagger}\right)
$$

In order to define $\mathfrak{M}(\underline{\tau})$, we introduce the functions

$$
\begin{aligned}
& \psi_{\underline{\tau}, 2 s, k}(\underline{z})=\underline{\tau}\langle\underline{z}, \underline{\tau}\rangle^{s+k}\left\langle\underline{z}, \underline{\tau}^{\dagger}\right\rangle^{s}=\underline{\tau}_{\underline{\tau}, k+s, s}(\underline{z}) \\
& \psi_{\underline{\tau}, 2 s+1, k}(\underline{z})=\underline{\tau}^{\dagger} \underline{\tau}\langle\underline{z}, \underline{\tau}\rangle^{s+k+1}\left\langle\underline{z}, \underline{\tau}^{\dagger}\right\rangle^{s}=\underline{\tau}^{\dagger} \underline{\tau} f_{\underline{\tau}, k+s+1, s}(\underline{z})
\end{aligned}
$$

where $f_{\underline{\tau}, r, s}$ is as in (7). We have:
Proposition 6.1. The function $\psi_{\underline{\tau}, 0, k}(\underline{z})=\underline{\tau}\langle\underline{z}, \underline{\tau}\rangle^{k}$ is monogenic, i.e. $\partial_{\underline{z}} \psi_{\underline{\tau}, 0, k}(\underline{z})=0$. Moreover:

$$
\begin{aligned}
& \partial_{\underline{z}} \psi_{\underline{\tau}, 2 s+1, k}(\underline{z})=4(s+k+1) \psi_{\underline{\tau}, 2 s, k}(\underline{z}) \\
& \partial_{\underline{z}} \psi_{\underline{\tau}, 2 s+2, k}(\underline{z})=(s+1) \psi_{\underline{\tau}, 2 s+1, k}(\underline{z})
\end{aligned}
$$

Proof. We proceed by direct computations. The first assertion is immediate. The other formulas follow from:

$$
\begin{aligned}
\partial_{\underline{z}} \psi_{\underline{\tau}, 2 s+1, k}(\underline{z}) & =(s+k+1) \underline{\tau} \underline{\tau}^{\dagger} \underline{\underline{\tau}}\langle\underline{z}, \underline{\tau}\rangle^{s+k}\left\langle\underline{z}, \underline{\tau}^{\dagger}\right\rangle^{s} \\
& =4(s+k+1) \psi_{\underline{\tau}, 2 s, k}(\underline{z}) \\
\partial_{\underline{z}} \psi_{\underline{\tau}, 2 s+2, k}(\underline{z}) & \left.=(s+1) \underline{\tau}^{\dagger} \underline{\underline{z}} \underline{\boldsymbol{z}}, \underline{\tau}\right\rangle^{s+k+1}\left\langle\underline{z}, \underline{\tau}^{\dagger}\right\rangle^{s} \\
& =(s+1) \psi_{\boldsymbol{\tau}, 2 s+1, k}(\underline{z}) .
\end{aligned}
$$

Definition 6.2. Let $s \in \mathbb{N}_{0}$. We denote by $\mathfrak{M}^{s}(\underline{\tau})$ the completion of the right $\mathbb{C}_{m}$-module spanned by the set $\left\{\psi_{\tau, s, k}, k \in \mathbb{N}\right\}$.
We denote by $\mathcal{R}_{工}^{H, s}$ the projection from $\mathcal{O} \mathcal{L}^{2}(L B(0,1))$ to $\mathfrak{M}^{s}(\underline{\tau})$.
Proposition 6.3. Let $s \in \mathbb{N}$. The following properties hold:

1. The map

$$
\partial_{\underline{z}}: \mathfrak{M}^{s}(\underline{\tau}) \rightarrow \mathfrak{M}^{s-1}(\underline{\tau})
$$

is an isomorphism.
2. Every $f \in \mathfrak{M}^{s}(\underline{\tau})$ satisfies $\partial_{\underline{z}}^{s+1} f=0$.
3. For all $s, \ell \in \mathbb{N}$ we have

$$
\begin{aligned}
& \mathfrak{M}^{2 s}(\tau) \perp \mathfrak{M}^{2 \ell+1}(\tau), \\
& \mathfrak{M}^{2 s}(\tau) \perp \mathfrak{M}^{2 \ell}(\underline{\tau}), \quad s \neq \ell \\
& \mathfrak{M}^{2 s+1}(\underline{\tau}) \perp \mathfrak{M}^{2 \ell+1}(\underline{\tau}), \quad s \neq \ell .
\end{aligned}
$$

Proof. To show the first assertion we use Proposition 6.1 which shows that indeed $\partial_{\underline{z}}: \mathfrak{M}^{s}(\underline{\tau}) \rightarrow$ $\mathfrak{M}^{s-1}(\underline{\tau})$. It is also clear that the kernel of $\partial_{\underline{z}}$ is trivial and that, given any $\psi_{\underline{\tau}, s-1, k}$ it can be obtained as $\partial_{\underline{z}}\left(C \psi_{\mathcal{\tau}, s, k}\right)$ where $C$ is a suitable constant depending on $s, k$.
To show the second assertion, we show that it holds for the generators. To this end, we compute:

$$
\partial_{\underline{z}}^{s+1}\left(\psi_{\mathcal{\tau}, s, s}\right)=\partial_{\underline{z}}^{s}\left(C_{1} \psi_{\underline{\mathcal{\tau}}, s-1, k}\right)=\partial_{\underline{z}}^{s-1}\left(C_{2} \psi_{\mathcal{\tau}, s-2, k}\right)=\ldots=\partial_{\underline{z}}\left(C_{s-1} \psi_{\mathcal{\tau}}, 0, k\right)=0
$$

by virtue of Proposition 6.1.
To prove the third assertion, we observe that $\psi_{\tau, 2 s, k}^{\dagger} \psi_{\tau, 2 s^{\prime}+1, k^{\prime}}=0$ since $\left(\underline{\tau}^{\dagger}\right)^{2}=0$ so the orthogonality of $\mathfrak{M}^{2 s}(\underline{\tau})$ and $\mathfrak{M}^{2 s^{\prime}+1}(\underline{\tau})$ follows immediately. Moreover, see Proposition 5.2, for $s \neq s^{\prime}$ we have

$$
\int_{\mathbb{S}^{m-1}} \int_{0}^{\pi} \psi_{\underline{\mathcal{I}}, 2 s, k}^{\dagger}\left(e^{i \theta} \underline{\omega}\right) \psi_{\boldsymbol{\tau}, 2 s^{\prime}, k^{\prime}}^{\dagger}\left(e^{i \theta} \underline{\omega}\right) d S(\underline{\omega}) d \theta=0
$$

so that $\mathfrak{M}^{2 s}(\underline{\tau}) \perp \mathfrak{M}^{2 s^{\prime}}(\underline{\tau})$ and similarly $\mathfrak{M}^{2 s+1}(\underline{\tau}) \perp \mathfrak{M}^{2 s^{\prime}+1}(\underline{\tau})$.
In view of this result, the direct sum $\oplus_{s=0}^{\infty} \mathfrak{M}^{s}(\underline{\tau})$ is also orthogonal, and this is the ground for the next definition:

Definition 6.4. The orthogonal and direct sum

$$
\mathfrak{M}(\underline{\tau})=\oplus_{s=0}^{\infty} \mathfrak{M}^{s}(\underline{\tau})
$$

is called the polarized Hua-Radon module.

We have the following result:
Theorem 6.5. The following equality holds

$$
\mathcal{O} \mathcal{L}^{2}(\underline{\tau})=\mathfrak{M}(\underline{\tau}) \oplus \mathfrak{M}\left(\underline{\tau}^{\dagger}\right)
$$

where the direct sum is also orthogonal.
Proof. The fact that $\underline{\tau}^{2}=\left(\tau^{\dagger}\right)^{2}=0$ immediately gives

$$
\begin{aligned}
& \psi_{\tau, 2 s, k}^{\dagger} \psi_{\tau^{\dagger}, 2 s^{\prime}, k^{\prime}}=0, \\
& \psi_{\tau, 2 s+1, k}^{\dagger} \psi_{\tau^{\dagger}, 2 s^{\prime}+1, k^{\prime}}=0 .
\end{aligned}
$$

Moreover

$$
\int_{\mathbb{S}^{m-1}} \int_{0}^{\pi} \psi_{\underline{\tau}, 2 s, k}^{\dagger}\left(e^{i \theta} \underline{\omega}\right) \psi_{\underline{\tau}^{\dagger}, 2 s^{\prime}+1, k^{\prime}}\left(e^{i \theta} \underline{\omega}\right) d S(\underline{\omega}) d \theta=0, \quad \forall k, k^{\prime}, s, s^{\prime} .
$$

In fact the integral equals

$$
\begin{aligned}
& \int_{\mathbb{S}^{m-1}} \int_{0}^{\pi} \psi_{\underline{\tau}, 2 s, k}^{\dagger}\left(e^{i \theta} \underline{\omega}\right) \psi_{\tau^{\dagger}, 2 s^{\prime}+1, k^{\prime}}\left(e^{i \theta} \underline{\omega}\right) \\
&=4 \underline{\tau}^{\dagger} \int_{\mathbb{S}^{m-1}} \int_{0}^{\pi} e^{i \theta\left(k+k^{\prime}+1\right)}\left\langle\underline{\omega}, \underline{\tau}^{\dagger}\right\rangle^{s+k+s^{\prime}+k+1}\langle\underline{\omega}, \underline{\tau}\rangle^{s+s^{\prime}} d S(\underline{\omega}) d \theta
\end{aligned}
$$

and we can use Lemma 4.7. Now we note that $\mathcal{M}(\underline{\tau}) \oplus \mathcal{M}\left(\underline{\tau}^{\dagger}\right)$ is the closure of the span of elements of the form

$$
\begin{array}{lll}
\underline{\tau}^{\dagger} \underline{\tau}^{\dagger}\langle\underline{z}, \underline{\tau}\rangle^{s+k+1}\left\langle\underline{z}, \underline{\tau}^{\dagger}\right\rangle^{s}, & \underline{\tau} \underline{\tau}^{\dagger}\langle\underline{z}, \tau\rangle^{s}\left\langle\underline{z}, \underline{\tau}^{\dagger}\right\rangle^{s} & \underline{\tau}^{\dagger} \underline{\tau}\langle\underline{z}, \underline{\tau}\rangle^{s+k+1}\left\langle\underline{z}, \tau^{\dagger}\right\rangle^{s} \\
\underline{\tau}^{\dagger} \underline{\tau}\langle\underline{z}, \underline{\tau}\rangle^{s}\left\langle\underline{z}, \underline{\tau}^{\dagger}\right\rangle^{k+s+1}, & \underline{\tau}^{\dagger} \underline{\tau}\langle\underline{z}, \underline{\tau}\rangle^{s}\left\langle\underline{z}, \underline{\tau}^{\dagger}\right\rangle^{s} & \underline{\tau} \underline{\tau}^{\dagger}\langle\underline{z}, \underline{\tau}\rangle^{s}\left\langle\underline{z}, \underline{\tau}^{\dagger}\right\rangle^{k+s+1}
\end{array}
$$

which covers the whole set $\left\{f_{\tau, k, s}\right\}, k, s \in \mathbb{N}$ hence the statement follows.
Definition 6.6. The projection

$$
\mathcal{R}_{\tau}^{H}: \mathcal{O} \mathcal{L}^{2}(L B(0,1)) \rightarrow \mathfrak{M}(\underline{\tau})
$$

is called polarized Hua-Radon transform.
Theorem 6.7. The kernel of the polarized Hua-Radon transform is

$$
\begin{aligned}
K_{\underline{\underline{\tau}}}\left(\underline{z}, e^{-i \theta} \underline{\omega}\right) & =\frac{1}{\pi A_{m}(a-b)}\left[a(1+a)^{-m / 2}-b(1+b)^{-m / 2}\right] \\
& +\frac{1}{\pi A_{m}} \sum_{\ell=0}^{\infty} \frac{\Gamma(2 \ell+m / 2)}{\Gamma(2 \ell+1) \Gamma(m / 2)} a^{\ell} b^{\ell}
\end{aligned}
$$

where $a=\langle\underline{z}, \underline{\tau}\rangle\left\langle e^{-i \theta} \underline{\omega}, \underline{\tau}^{\dagger}\right\rangle, b=\left\langle\underline{z}, \underline{\tau}^{\dagger}\right\rangle\left\langle e^{-i \theta} \underline{\omega}, \underline{\tau}\right\rangle$.
Our next task is to compute the reproducing kernel $L_{\underline{\tau}}\left(\underline{z}, e^{-i \theta} \underline{\omega}\right)$ of the polarized Hua-Radon transform $\mathcal{R}_{\tau}^{H}$. To that end, we compute the kernel $L_{\mathcal{I}}^{s}\left(\underline{z}, e^{-i \theta} \underline{\omega}\right)$ of the projection $\mathcal{R}_{\mathcal{I}}^{H, s}$. Then, by construction, the kernel for the polarized Hua-Radon transform equals

$$
L_{\underline{\mathcal{I}}}\left(\underline{z}, e^{-i \theta} \underline{\omega}\right)=\sum_{s=0}^{\infty} L_{\underline{\tilde{q}}}^{s}\left(\underline{z}, e^{-i \theta} \underline{\omega}\right)
$$

while the kernel of the Hua-Radon transform is decomposed as

$$
\mathcal{K}_{\underline{I}}\left(\underline{z}, e^{-i \theta} \underline{\omega}\right)=L_{\underline{\tau}}\left(\underline{z}, e^{-i \theta} \underline{\omega}\right)+L_{\mathcal{I}^{\dagger}}\left(\underline{z}, e^{-i \theta} \underline{\omega}\right) .
$$

This decomposition will be verified explicitly as a double check for the calculations. First we have:

Theorem 6.8. The kernel for the polarized Hua-Radon transform is given by

$$
\begin{align*}
L_{\mathcal{I}}\left(\underline{(\underline{ }}, e^{-i \theta} \underline{\omega}\right) & =\frac{1}{\pi A_{m}} \sum_{s=0}^{\infty} \sum_{k=0}^{\infty}(-1)^{k} \frac{\Gamma\left(k+2 s+\frac{m}{2}\right)}{\Gamma(k+2 s+1) \Gamma\left(\frac{m}{2}\right)} a^{k+s} b^{s}  \tag{9}\\
& -\frac{1}{\pi A_{m}} \frac{\tau^{\dagger} \tau}{4} \sum_{s=0}^{\infty} \frac{\Gamma\left(2 s+\frac{m}{2}\right)}{\Gamma(2 s+1) \Gamma\left(\frac{m}{2}\right)} a^{s} b^{s},
\end{align*}
$$

where, as before, $a=\langle\underline{z}, \underline{\tau}\rangle\left\langle e^{-i \theta} \underline{\omega}, \underline{\tau}^{\dagger}\right\rangle, b=\left\langle\underline{z}, \underline{\tau}^{\dagger}\right\rangle\left\langle e^{-i \theta} \underline{\omega}, \underline{\tau}\right\rangle$.
Proof. To perform the computations, we consider two cases: in the even case we have

$$
L_{\underline{\tau}}^{2 s}\left(\underline{z}, e^{-i \theta} \underline{\omega}\right)=\sum_{k=0}^{\infty} \frac{\tau \underline{\tau}^{\dagger}}{4} \lambda_{k}^{2 s} f_{\mathcal{\tau}, k+s, s}(\underline{z}) f_{\mathcal{I}^{\dagger}, k+s, s}\left(e^{-i \theta} \underline{\omega}\right)
$$

where, according to Proposition 5.2:

$$
\lambda_{k}^{2 s}=(-1)^{k} \frac{1}{2 \pi^{m / 2+1}} \frac{\Gamma\left(k+2 s+\frac{m}{2}\right)}{\Gamma(k+2 s+1)} .
$$

Thus, in terms of the variables $a=\langle\underline{z}, \underline{\tau}\rangle\left\langle e^{-i \theta} \underline{\omega}, \underline{\tau}^{\dagger}\right\rangle, b=\left\langle\underline{z}, \underline{\tau}^{\dagger}\right\rangle\left\langle e^{-i \theta} \underline{\omega}, \underline{\tau}\right\rangle$ we have

$$
L_{\underline{\tau}}^{2 s}\left(\underline{z}, e^{-i \theta} \underline{\omega}\right)=\frac{1}{\pi A_{m}} \frac{\tau}{\tau} \underline{\tau}^{\dagger} \sum_{k=0}^{\infty}(-1)^{k} \frac{\Gamma\left(k+2 s+\frac{m}{2}\right)}{\Gamma(k+2 s+1) \Gamma\left(\frac{m}{2}\right)} a^{k+s} b^{s} .
$$

Similarly, in the odd case, we have

$$
L_{\underline{\tau}}^{2 s+1}\left(\underline{z}, e^{-i \theta} \underline{\omega}\right)=\sum_{k=0}^{\infty} \frac{\underline{\tau} \underline{\tau}^{\dagger}}{4} \lambda_{k}^{2 s+1} f_{\underline{\mathcal{T}}, k+s+1, s}(\underline{z}) f_{\mathcal{\tau}^{\dagger}, k+s+1, s}\left(e^{-i \theta} \underline{\omega}\right)
$$

where

$$
\lambda_{k}^{2 s+1}=(-1)^{k+1} \frac{1}{2 \pi^{m / 2+1}} \frac{\Gamma\left(k+2 s+1+\frac{m}{2}\right)}{\Gamma(k+2 s+2)}
$$

which yields, in terms of the variables $a$ and $b$,

$$
L_{\underline{\tau}}^{2 s+1}\left(\underline{z}, e^{-i \theta} \underline{\omega}\right)=\frac{1}{\pi A_{m}} \frac{\tau^{\dagger} \tau}{4} \sum_{k=1}^{\infty}(-1)^{k} \frac{\Gamma\left(k+2 s+\frac{m}{2}\right)}{\Gamma(k+2 s+1) \Gamma\left(\frac{m}{2}\right)} a^{k+s} b^{s} .
$$

Using $\frac{1}{4}\left(\underline{\tau \tau^{\dagger}}+\underline{\tau}^{\dagger} \underline{\tau}\right)=1$ and

$$
\sum_{k=1}^{\infty}(-1)^{k} \frac{\Gamma\left(k+2 s+\frac{m}{2}\right)}{\Gamma(k+2 s+1) \Gamma\left(\frac{m}{2}\right)} a^{k+s} b^{s}=\sum_{k=0}^{\infty}(-1)^{k} \frac{\Gamma\left(k+2 s+\frac{m}{2}\right)}{\Gamma(k+2 s+1) \Gamma\left(\frac{m}{2}\right)} a^{k+s} b^{s}-\frac{\Gamma\left(2 s+\frac{m}{2}\right)}{\Gamma(2 s+1) \Gamma\left(\frac{m}{2}\right)} a^{s} b^{s}
$$

we obtain the result by adding the kernels for $\mathcal{R}_{\mathcal{I}}^{H, s}$.

For the sequel, it is useful to introduce the functions

$$
\phi(t)=\sum_{s=0}^{\infty} \frac{\Gamma\left(2 s+\frac{m}{2}\right)}{\Gamma(2 s+1) \Gamma\left(\frac{m}{2}\right)} t^{s}={ }_{2} F_{1}\left(\frac{m}{4}, \frac{m+2}{4}, \frac{1}{2} ; t\right)
$$

where ${ }_{2} F_{1}$ is the hypergeometric function, and

$$
\psi(t)=t \sum_{s=0}^{\infty} \frac{\Gamma\left(2 s+1+\frac{m}{2}\right)}{\Gamma(2 s+2) \Gamma\left(\frac{m}{2}\right)} t^{s}
$$

We have:
Lemma 6.9. We have the identity:

$$
\begin{equation*}
\phi\left(a^{2}\right)-\frac{1}{a} \psi\left(a^{2}\right)=(1+a)^{-m / 2} \tag{10}
\end{equation*}
$$

Proof. The identity follows from the following computations:

$$
\begin{aligned}
\phi\left(a^{2}\right)-\frac{1}{a} \psi\left(a^{2}\right) & =\sum_{\ell=0}^{\infty} \frac{\Gamma(2 \ell+m / 2)}{\Gamma(2 \ell+1) \Gamma(m / 2)} a^{2 \ell}-\sum_{\ell=0}^{\infty} \frac{\Gamma(2 \ell+1+m / 2)}{\Gamma(2 \ell+2) \Gamma(m / 2)} a^{2 \ell+1} \\
& =\sum_{j=0}^{\infty} \frac{\Gamma(j+m / 2)}{\Gamma(j+1) \Gamma(m / 2)}(-a)^{j} \\
& =(1+a)^{-m / 2}
\end{aligned}
$$

Remark 6.10. By some computations, not relevant for the present work, one may show that also the function $\psi$ can be written in terms of the hypergeometric function ${ }_{2} F_{1}$. Formula (10) is a functional equation satisfied by the hypergeometric function which is proved within the framework of hypercomplex analysis.

We now have to study the term (which is scalar):

$$
\check{L}_{\underline{\tau}}\left(\underline{z}, e^{-i \theta \underline{\omega}}\right)=\frac{1}{\pi A_{m}} \sum_{s=0}^{\infty} \sum_{k=0}^{\infty}(-1)^{k} \frac{\Gamma\left(k+2 s+\frac{m}{2}\right)}{\Gamma(k+2 s+1) \Gamma\left(\frac{m}{2}\right)} a^{k+s} b^{s}
$$

Lemma 6.11. In terms of the functions $\phi, \psi$ the function $\check{L}_{\underline{\tau}}\left(\underline{z}, e^{-i \theta \underline{\omega}}\right)$ can be written as

$$
\begin{aligned}
\check{L}_{\underline{\tau}}\left(\underline{z}, e^{-i \theta} \underline{\omega}\right) & =\frac{1}{\pi A_{m}(a-b)}\left[a \phi\left(a^{2}\right)-b \phi(a b)-\psi\left(a^{2}\right)+\psi(a b)\right] \\
& =\frac{1}{\pi A_{m}(a-b)}\left[a\left(\phi\left(a^{2}\right)-\frac{1}{a} \psi\left(a^{2}\right)\right)-(b \phi(a b)-\psi(a b))\right] .
\end{aligned}
$$

Proof. We decompose $\check{L}_{\underline{\tau}}\left(\underline{z}, e^{-i \theta} \underline{\omega}\right)$ into its even and odd parts as

$$
\check{L}_{\underline{\tau}}\left(\underline{z}, e^{-i \theta} \underline{\omega}\right)=\check{L}_{\mathrm{even}}\left(\underline{z}, e^{-i \theta} \underline{\omega}\right)+\check{L}_{\mathrm{odd}}\left(\underline{z}, e^{-i \theta} \underline{\omega}\right)
$$

by taking $k$ even and $k$ odd respectively. We obtain, for $k=2 j$ :

$$
\begin{aligned}
\check{L}_{\text {even }}\left(\underline{z}, e^{-i \theta} \underline{\omega}\right) & =\frac{1}{\pi A_{m}} \sum_{s=0}^{\infty} \sum_{j=0}^{\infty} \frac{\Gamma\left(2(j+s)+\frac{m}{2}\right)}{\Gamma(2(j+s)+1) \Gamma\left(\frac{m}{2}\right)} a^{2(j+s)}\left(\frac{b}{a}\right)^{s} \\
& =\frac{1}{\pi A_{m}} \sum_{s=0}^{\infty} \sum_{\ell=s}^{\infty} \frac{\Gamma\left(2 \ell+\frac{m}{2}\right)}{\Gamma(2 \ell+1) \Gamma\left(\frac{m}{2}\right)} a^{2 \ell}\left(\frac{b}{a}\right)^{s} \\
& =\frac{1}{\pi A_{m}} \sum_{\ell=0}^{\infty} \frac{\Gamma\left(2 \ell+\frac{m}{2}\right)}{\Gamma(2 \ell+1) \Gamma\left(\frac{m}{2}\right)} a^{2 \ell} \sum_{s=0}^{\ell}\left(\frac{b}{a}\right)^{s} \\
& =\frac{1}{\pi A_{m}} \sum_{\ell=0}^{\infty} \frac{\Gamma\left(2 \ell+\frac{m}{2}\right)}{\Gamma(2 \ell+1) \Gamma\left(\frac{m}{2}\right)} a^{\ell} \frac{a^{\ell+1}-b^{\ell+1}}{a-b} \\
& =\frac{1}{\pi A_{m}}\left[\frac{a}{a-b} \sum_{\ell=0}^{\infty} \frac{\Gamma\left(2 \ell+\frac{m}{2}\right)}{\Gamma(2 \ell+1) \Gamma\left(\frac{m}{2}\right)} a^{2 \ell}-\frac{b}{a-b} \sum_{\ell=0}^{\infty} \frac{\Gamma\left(2 \ell+\frac{m}{2}\right)}{\Gamma(2 \ell+1) \Gamma\left(\frac{m}{2}\right)}(a b)^{\ell}\right] \\
& =\frac{1}{\pi A_{m}}\left[a \frac{\phi\left(a^{2}\right)}{a-b}-b \frac{\phi(a b)}{a-b}\right] .
\end{aligned}
$$

Moreover, for $k=2 j+1$ with similar computations we have

$$
\begin{aligned}
\check{L}_{\mathrm{odd}}\left(\underline{z}, e^{-i \theta} \underline{\omega}\right) & =-\frac{1}{\pi A_{m}} \sum_{s=0}^{\infty} \sum_{j=0}^{\infty} \frac{\Gamma\left(2(j+s)+1+\frac{m}{2}\right)}{\Gamma(2(j+s)+2) \Gamma\left(\frac{m}{2}\right)} a^{2(j+s)+1}\left(\frac{b}{a}\right)^{s} \\
& =-\frac{1}{\pi A_{m}} \sum_{s=0}^{\infty} \sum_{\ell=s}^{\infty} \frac{\Gamma\left(2 \ell+1+\frac{m}{2}\right)}{\Gamma(2 \ell+2) \Gamma\left(\frac{m}{2}\right)} a^{2 \ell+1}\left(\frac{b}{a}\right)^{s} \\
& =-\frac{1}{\pi A_{m}} \sum_{s=0}^{\infty} \sum_{\ell=0}^{\infty} \frac{\Gamma\left(2 \ell+1+\frac{m}{2}\right)}{\Gamma(2 \ell+2) \Gamma\left(\frac{m}{2}\right)} a^{\ell+1} \frac{a^{\ell+1}-b^{\ell+1}}{a-b} \\
& =-\frac{1}{\pi A_{m}}\left[\frac{\psi\left(a^{2}\right)}{a-b}-\frac{\psi(a b)}{a-b}\right]
\end{aligned}
$$

and the assertion follows.
Remark 6.12. The term $b \phi(b)-\psi(a b)$ can only be rewritten as

$$
\begin{aligned}
b \phi(a b)-\psi(a b) & =b\left(\phi(a b)-\frac{1}{b} \psi(a b)\right) \\
& =b\left(\sum_{\ell=0}^{\infty} \frac{\Gamma(2 \ell+m / 2)}{\Gamma(2 \ell+1) \Gamma(m / 2)} a^{\ell} b^{\ell}-a \sum_{\ell=0}^{\infty} \frac{\Gamma(2 \ell+1+m / 2)}{\Gamma(2 \ell+2) \Gamma(m / 2)} a^{\ell} b^{\ell}\right) .
\end{aligned}
$$

Combining the foregoing results we arrive at
Theorem 6.13. The kernel $L_{\underline{\underline{\tau}}}$ for the polarized Hua-Radon transform is given by:

$$
\begin{aligned}
L_{\underline{\mathcal{I}}}\left(\underline{z}, e^{-i \theta} \underline{\omega}\right) & =\frac{1}{\pi A_{m}(a-b)}\left[a(1+a)^{-m / 2}-b \sum_{\ell=0}^{\infty} \frac{\Gamma(2 \ell+m / 2)}{\Gamma(2 \ell+1) \Gamma(m / 2)} a^{\ell} b^{\ell}\right. \\
& \left.+a b \sum_{\ell=0}^{\infty} \frac{\Gamma(2 \ell+1+m / 2)}{\Gamma(2 \ell+2) \Gamma(m / 2)} a^{\ell} b^{\ell}\right]-\frac{1}{\pi A_{m}} \frac{\tau^{\dagger}}{} \frac{\underline{\tau}}{4} \sum_{\ell=0}^{\infty} \frac{\Gamma\left(2 \ell+\frac{m}{2}\right)}{\Gamma(2 \ell+1) \Gamma\left(\frac{m}{2}\right)} a^{\ell} b^{\ell} .
\end{aligned}
$$

Proof. Substitution of the previous Lemmas in Theorem 6.8.
As a verification of all the results so far we now prove
Theorem 6.14. The kernel for the Hua-Radon transform is given by

$$
\mathcal{K}_{\underline{\tau}}\left(\underline{z}, e^{-i \theta} \underline{\omega}\right)=L_{\underline{\tau}}\left(\underline{z}, e^{-i \theta} \underline{\omega}\right)+L_{{\underline{\mathcal{I}^{\dagger}}}\left(\underline{z}, e^{-i \theta} \underline{\omega}\right) . . ~ . ~}^{\text {. }}
$$

Proof. It is similar to the proof of Theorem 6.13. The kernel $L_{\mathcal{I}^{\dagger}}\left(\underline{z}, e^{-i \theta} \underline{\omega}\right)$ is obtained from $L_{\underline{\tau}}\left(\underline{z}, e^{-i \theta} \underline{\omega}\right)$ by intertwining $\underline{\tau}, \tau^{\dagger}$ and $a, b$. This leads to

$$
\begin{aligned}
L_{\mathcal{I}^{\dagger}}\left(\underline{z}, e^{-i \theta} \underline{\omega}\right) & =\frac{1}{\pi A_{m}(a-b)}\left[-b(1+b)^{-m / 2}+a \sum_{\ell=0}^{\infty} \frac{\Gamma(2 \ell+m / 2)}{\Gamma(2 \ell+1) \Gamma(m / 2)} a^{\ell} b^{\ell}\right. \\
& \left.-a b \sum_{\ell=0}^{\infty} \frac{\Gamma(2 \ell+1+m / 2)}{\Gamma(2 \ell+2) \Gamma(m / 2)} a^{\ell} b^{\ell}\right]-\frac{1}{\pi A_{m}} \frac{\tau^{\dagger} \underline{\tau}}{4} \sum_{\ell=0}^{\infty} \frac{\Gamma\left(2 \ell+\frac{m}{2}\right)}{\Gamma(2 \ell+1) \Gamma\left(\frac{m}{2}\right)} a^{\ell} b^{\ell} .
\end{aligned}
$$

Hence we obtain

$$
\begin{aligned}
& L_{\underline{\mathcal{I}}}\left(\underline{z}, e^{-i \theta} \underline{\omega}\right)+L_{\underline{\tau}^{\dagger}}\left(\underline{z}, e^{-i \theta} \underline{\omega}\right)= \\
& \quad=\frac{1}{\pi A_{m}(a-b)}\left[a(1+a)^{-m / 2}-b \sum_{\ell=0}^{\infty} \frac{\Gamma(2 \ell+m / 2)}{\Gamma(2 \ell+1) \Gamma(m / 2)} a^{\ell} b^{\ell}\right. \\
& \left.\quad+a b \sum_{\ell=0}^{\infty} \frac{\Gamma(2 \ell+1+m / 2)}{\Gamma(2 \ell+2) \Gamma(m / 2)} a^{\ell} b^{\ell}\right]-\frac{1}{\pi A_{m}} \frac{\tau^{\dagger} \tau}{4} \sum_{\ell=0}^{\infty} \frac{\Gamma\left(2 \ell+\frac{m}{2}\right)}{\Gamma(2 \ell+1) \Gamma\left(\frac{m}{2}\right)} a^{\ell} b^{\ell} \\
& \quad+\frac{1}{\pi A_{m}(a-b)}\left[-b(1+b)^{-m / 2}+a \sum_{\ell=0}^{\infty} \frac{\Gamma(2 \ell+m / 2)}{\Gamma(2 \ell+1) \Gamma(m / 2)} a^{\ell} b^{\ell}\right. \\
& \left.\quad-a b \sum_{\ell=0}^{\infty} \frac{\Gamma(2 \ell+1+m / 2)}{\Gamma(2 \ell+2) \Gamma(m / 2)} a^{\ell} b^{\ell}\right]-\frac{1}{\pi A_{m}} \frac{\tau^{\dagger} \underline{\tau}}{4} \sum_{\ell=0}^{\infty} \frac{\Gamma\left(2 \ell+\frac{m}{2}\right)}{\Gamma(2 \ell+1) \Gamma\left(\frac{m}{2}\right)} a^{\ell} b^{\ell} \\
& \quad=\frac{1}{\pi A_{m}(a-b)}\left[a(1+a)^{-m / 2}-b(1+b)^{-m / 2}\right] \\
& \quad-\frac{1}{\pi A_{m}(a-b)}(b-a) \sum_{\ell=0}^{\infty} \frac{\Gamma(2 \ell+m / 2)}{\Gamma(2 \ell+1) \Gamma(m / 2)} a^{\ell} b^{\ell} \\
& -\frac{1}{\pi A_{m}}\left(\frac{\tau^{\dagger} \underline{\tau}+\underline{\tau \tau}^{\dagger}}{4}\right) \sum_{\ell=0}^{\infty} \frac{\Gamma(2 \ell+m / 2)}{\Gamma(2 \ell+1) \Gamma(m / 2)} a^{\ell} b^{\ell} \\
& \quad=\mathcal{K}_{\underline{\tau}}\left(\underline{z}, e^{-i \theta} \underline{\omega}\right) .
\end{aligned}
$$

## 7 The monogenic Hua-Radon transform

It is not immediate to see if there is a link between the extended Szegö-Radon transform and the polarized Hua-Radon transform. However, they admit a common extension that is obtained from the functions $\underline{z}^{j} \psi_{\mathcal{\tau}, 2 s, k}(\underline{z})$ and $\underline{z}^{j} \psi_{\mathcal{\tau}, 2 s+1, k}(\underline{z})$ which clearly include the basis of the modules $\mathcal{M}^{s}(\underline{\tau})$ and $\mathfrak{M}^{s}(\underline{\tau})$ used to define the extended Szegő-Radon transform and the polarized HuaRadon transform, respectively. Unfortunately, the functions above do not form an orthogonal
system. Thus we consider a suitable modification of these functions. To this end, let $M$ denote the projection onto the monogenic part and define

$$
\begin{aligned}
& \psi_{\underline{\tau}, 2 s, k}^{j}(\underline{z})=\underline{z}^{j} M\left[\psi_{\underline{\tau}, 2 s, k}\right](\underline{z}) \\
& \psi_{\underline{\tau}, 2 s+1, k}^{j}(\underline{z})=\underline{z}^{j} M\left[\psi_{\underline{\tau}, 2 s+1, k}\right](\underline{z}) .
\end{aligned}
$$

It is immediate that the degrees of homogeneity of $\psi_{\underline{\tau}, 2 s, k}^{j}, \psi_{\underline{\tau}, 2 s+1, k}^{j}$ are $j+k+2 s$ and $j+k+2 s+1$ respectively. Moreover with respect to the scalar product in $\mathcal{O} \mathcal{L}^{2}(L B(0,1))$ we have:

Proposition 7.1. Consider the family of functions $\left\{\psi_{\tau, \alpha, k}^{j}, \quad \alpha, k \in \mathbb{N}\right\}$. Then elements with different degrees of homogeneity are orthogonal and any two elements $\psi_{\tau, \alpha, k}^{j}, \psi_{\underline{\tau}, \alpha^{\prime}, k^{\prime}}^{j^{\prime}}$ with $j \neq j^{\prime}$ are orthogonal. Furthermore

$$
\left\langle\psi_{\underline{\tau}, \alpha, k}^{j}, \psi_{\underline{\tau}, \alpha^{\prime}, k^{\prime}}^{j}\right\rangle=\left\langle M\left[\psi_{\underline{\tau}, \alpha, k}\right], M\left[\psi_{\underline{\tau}, \alpha^{\prime}, k^{\prime}}\right]\right\rangle=\left\langle M\left[\psi_{\underline{\tau}, \alpha, k}\right], \psi_{\underline{\tau}, \alpha^{\prime}, k^{\prime}}\right\rangle .
$$

Lemma 7.2. For suitable constants $\mu_{\ell}=\mu_{\ell, \alpha, k}, \ell=1, \ldots, \mu_{\alpha}$ we have

$$
M\left[\psi_{\underline{\tau}, \alpha, k}\right]=\psi_{\underline{\tau}, \alpha, k}+\mu_{1 \underline{z}} \psi_{\underline{\tau}, \alpha-1, k}+\cdots+\mu_{\alpha \underline{z}^{\alpha}} \psi_{\underline{\tau}, 0, k}
$$

Proof. The result directly follows from the formulas in Proposition 6.1.
By virtue of this result, to compute $\left\langle\psi_{\underline{\tau}, \alpha, k}^{j}, \psi_{\underline{\tau}, \alpha^{\prime}, k^{\prime}}^{j}\right\rangle$ it is enough to compute $\left\langle M\left[\psi_{\underline{\tau}, \alpha, k}\right], \psi_{\underline{\tau}, \alpha^{\prime}, k^{\prime}}\right\rangle$. The following technical lemma will be useful in the sequel:

Lemma 7.3. For $\ell \geq 0, s>0$ and $k^{\prime}=k-2 s$

$$
\int_{\mathbb{S}^{m-1}}\left(\psi_{\underline{\tau}, \alpha-2 \ell, k}(\underline{\omega})\right)^{\dagger} \psi_{\underline{\tau}, \alpha+2 s, k^{\prime}}(\underline{\omega})=0
$$

Proof. Let $\alpha$ be even, then the statement follows from

$$
\begin{align*}
\psi_{\underline{\tau}, \alpha-2 \ell, k}(\underline{\omega}) & =\underline{\tau}\langle\underline{\omega}, \underline{\tau}\rangle^{k}|\langle\underline{\omega}, \underline{\tau}\rangle|^{\alpha-2 \ell}  \tag{11}\\
\psi_{\underline{\tau}, \alpha+2 s, k-2 s}(\underline{\omega}) & =\underline{\tau}\langle\underline{\omega}, \underline{\tau}\rangle^{k-2 s}|\langle\underline{\omega}, \underline{\tau}\rangle|^{\alpha+2 s} .
\end{align*}
$$

The case $\alpha$ odd is based on similar computations.
we can now prove the following result:
Proposition 7.4. For $\alpha^{\prime}>\alpha$ the following equality holds

$$
\left\langle\underline{z}^{j} \psi_{\underline{\tau}, \alpha-j, k}, \psi_{\underline{\tau}, \alpha^{\prime}, k^{\prime}}\right\rangle=0
$$

Proof. To prove the statement we consider two cases: $j$ even and $j$ odd.
(i) Case $j$ even, i.e. $j=2 \ell$. Then, it can be easily verified that the inner product

$$
\left\langle\underline{z}^{j} \psi_{\underline{\tau}, \alpha-j, k}, \psi_{\underline{\tau}, \alpha^{\prime}, k^{\prime}}\right\rangle
$$

equals, up to a constant,

$$
\int_{\mathbb{S}^{m-1}}\left(\psi_{\underline{\tau}, \alpha-j, k}(\underline{\omega})\right)^{\dagger} \psi_{\underline{\tau}, \alpha^{\prime}, k^{\prime}}(\underline{\omega}) d S(\underline{\omega}) .
$$

When $\alpha^{\prime}-\alpha$ is odd the integrand is identically zero since $\underline{\tau}^{2}=\left(\underline{\tau}^{\dagger}\right)^{2}=0$, so we consider the case $\alpha^{\prime}-\alpha=2 s$. We note that for $s>0, \ell \geq 0$ and $k^{\prime}=k-2 s$ we have

$$
\int_{\mathbb{S}^{m-1}}\left(\psi_{\underline{\tau}, \alpha-2 \ell, k}(\underline{\omega})\right)^{\dagger} \psi_{\underline{\tau}, \alpha+2 s, k^{\prime}}(\underline{\omega}) d S(\underline{\omega})=0
$$

by Lemma 7.3.
(ii) Case $j$ odd, i.e. $j=2 \ell+1$. Then we have to compute the integral

$$
\int_{\mathbb{S}^{m-1}}\left(\psi_{\underline{\tau}, \alpha-2 \ell-1, k}(\underline{\omega})\right)^{\dagger} \underline{\omega} \psi_{\underline{\tau}, \alpha^{\prime}, k^{\prime}}(\underline{\omega}) d S(\underline{\omega})
$$

for $\alpha^{\prime}>\alpha$ and $\alpha+k=\alpha^{\prime}+k^{\prime}$. By selecting suitable the basis, it suffices to take $\underline{\tau}=\underline{e}_{1}+i \underline{e}_{2}$ and to write $\underline{\omega}=\omega_{1} \underline{e}_{1}+\omega_{2} \underline{e}_{2}+\underline{\omega}_{\perp}$, so that $\underline{\omega}_{\perp}$ can be neglected in the previous integral and we are led to compute

$$
\int_{\mathbb{S}^{m}-1}\left(\psi_{\underline{\tau}, \alpha-2 \ell-1, k}(\underline{\omega})\right)^{\dagger}\left(\omega_{1} \underline{e}_{1}+\omega_{2} \underline{e}_{2}\right) \psi_{\underline{\tau}, \alpha^{\prime}, k^{\prime}}(\underline{\omega}) d S(\underline{\omega}) .
$$

The above integral vanishes when $\alpha^{\prime}>\alpha$. To prove this assertion we note that

$$
\left(\underline{e}_{1} \pm i \underline{e}_{2}\right)\left(\omega_{1} \underline{e}_{1}+\omega_{2} \underline{e}_{2}\right)=\left(\omega_{1} \underline{e}_{1}-\omega_{2} \underline{e}_{2}\right)\left(\underline{e}_{1} \mp i \underline{e}_{2}\right)
$$

Thus if $\alpha$ is even and $\alpha^{\prime}-\alpha$ is odd, we use the equality

$$
\underline{\tau}^{\dagger} \underline{\tau} \underline{\omega} \underline{\tau}^{\dagger} \underline{\tau}=0
$$

while if $\alpha$ is odd we use $\underline{\tau}^{\dagger} \underline{\omega \tau}=0$. So we are reduced to the case $\alpha^{\prime}=\alpha+2 s, s>0$ and $k^{\prime}=k-2 s$.
For $\alpha$ even, we use again formulas of the form (11)

$$
\begin{aligned}
\psi_{\underline{\tau}, \alpha-2 \ell-1, k}(\underline{\omega}) & =\underline{\tau}^{\dagger} \underline{\tau}\langle\underline{\omega}, \underline{\tau}\rangle^{k+1}|\langle\underline{\omega}, \underline{\tau}\rangle|^{\alpha-2 \ell-1} \\
\psi_{\underline{\tau}, \alpha+2 s, k-2 s}(\underline{\omega}) & =\underline{\tau}\langle\underline{\omega}, \underline{\tau}\rangle^{k-2 s}|\langle\underline{\omega}, \underline{\tau}\rangle|^{\alpha+2 s}
\end{aligned}
$$

and the fact that $\left(\omega_{1} \underline{e}_{1}+\omega_{2} \underline{e}_{2}\right) \underline{\tau}\langle\underline{\omega}, \underline{\tau}\rangle^{k-2 s}$ is spherical harmonic of degree $k-2 s+1$ for $s>0$ we have orthogonality.
Let now $\alpha$ odd. Formulas of the form (11) give

$$
\begin{aligned}
\psi_{\underline{\tau}, \alpha-2 \ell-1, k}(\underline{\omega}) & =\underline{\tau}\langle\underline{\omega}, \underline{\tau}\rangle^{k}|\langle\underline{\omega}, \underline{\tau}\rangle|^{\alpha-2 \ell+1} \\
\psi_{\underline{\tau}, \alpha+2 s, k-2 s}(\underline{\omega}) & =\underline{\tau}^{\dagger} \underline{\tau}\langle\underline{\omega}, \underline{\tau}\rangle^{k+1-2 s}|\langle\underline{\omega}, \underline{\tau}\rangle|^{\alpha+2 s-1}
\end{aligned}
$$

and we use them together with the fact that $\psi_{\underline{\tau}, \alpha-2 \ell-1, k}^{\dagger}(\underline{\omega})\left(\omega_{1} \underline{e}_{1}+\omega_{2} \underline{e}_{2}\right)$ is spherical harmonic of degree $k+1$. The statement follows.

Corollary 7.5. For $\alpha^{\prime}>\alpha$ the following equality holds

$$
\left\langle M\left[\psi_{\underline{\tau}, \alpha, k}\right], \psi_{\underline{\tau}, \alpha^{\prime}, k^{\prime}}\right\rangle=0
$$

Proof. To show the assertion, we use Lemma 7.2 to decompose $M\left[\psi_{\underline{\tau}, \alpha, k}\right]$ in terms of $\psi_{\underline{\tau}, \alpha-j, k}$, then the statement follows from Proposition 7.4.

Definition 7.6. By $\mathfrak{M}^{j, \alpha}(\underline{\tau})$ be the right $\mathbb{C}_{m}$-module spanned by $\left\{\psi_{\tau, \alpha, k}^{j}, k \in \mathbb{N}\right\}$ and let

$$
\mathcal{R}_{\underline{I}}^{j, \alpha}: \mathcal{O} \mathcal{L}^{2}(L B(0,1)) \rightarrow \mathfrak{M}^{j, \alpha}(\underline{\tau}) .
$$

The projection operator

$$
\sum_{\alpha \in \mathbb{N}} \mathcal{R}_{工}^{j, \alpha}: \mathcal{O} \mathcal{L}^{2}(L B(0,1)) \rightarrow \oplus_{\alpha \in \mathbb{N}} \mathfrak{M}^{j, \alpha}(\underline{\tau}),
$$

where $\oplus_{\alpha \in \mathbb{N}} \mathfrak{M}^{j, \alpha}(\underline{\tau})$ is a direct, orthogonal sum, is called monogenic Hua-Radon transform.
As in the case of the other transforms, our next task is to compute the kernel of this operator.
Theorem 7.7. The monogenic kernel of the Hua-Radon transform is given by

$$
K^{j}\left(\underline{z}, e^{-i \theta} \underline{\omega}\right)=\sum_{\alpha \in \mathbb{N}} K^{j, \alpha}\left(\underline{z}, e^{-i \theta} \underline{\omega}\right)
$$

where

$$
K^{j, \alpha}\left(\underline{z}, e^{-i \theta} \underline{\omega}\right)=\underline{z}^{j} L^{\alpha}\left(\underline{z}, e^{-i \theta} \underline{\omega}\right)\left(\underline{\omega} e^{i \theta}\right)^{-j}
$$

and, for suitable coefficients $\lambda_{k}^{\alpha}$

$$
L^{\alpha}\left(\underline{z}, e^{-i \theta} \underline{\omega}\right)=\sum_{k=0}^{\infty} \lambda_{k}^{\alpha} M\left[\psi_{\underline{\tau}, \alpha, k}(\underline{z})\right] M\left[\psi_{\underline{\tau}, \alpha, k}\left(e^{i \theta \underline{\omega}}\right)\right]^{\dagger} .
$$

Proof. To prove the result, it is enough to show that $K^{j, \alpha}$ reproduces the elements of the basis, namely

$$
\begin{equation*}
\psi_{\tau, \alpha, k}^{j}(\underline{z})=\int_{\mathbb{S}^{m-1}} \int_{0}^{\pi} K^{j, \alpha}\left(\underline{z}, e^{-i \theta} \underline{\omega}\right) \psi_{\tau, \alpha, k}^{j}\left(e^{i \theta} \underline{\omega}\right) d S(\underline{\omega}) d \theta \tag{12}
\end{equation*}
$$

and then the result follows using the orthogonality relations. Formula (12) is equivalent to

$$
\int_{\mathbb{S}^{m-1}} \int_{0}^{\pi} L^{\alpha}\left(\underline{z}, e^{-i \theta} \underline{\omega}\right) M\left[\psi_{\tau, \alpha, k}\left(e^{i \theta} \underline{\omega}\right)\right]=M\left[\psi_{\tau}, \alpha, k(\underline{z})\right],
$$

or, using orthogonality, to

$$
\lambda_{k}^{\alpha} M\left[\psi_{\tau, \alpha, k}(\underline{z})\right]=\int_{\mathbb{S}^{m-1}} \int_{0}^{\pi} M\left[\psi_{\tau, \alpha, k}\left(e^{i \theta} \underline{\omega}\right)\right]^{\dagger} M\left[\psi_{\underline{\tau}, \alpha, k}\left(e^{i \theta} \underline{\omega}\right)\right] d S(\underline{\omega}) d \theta=M\left[\psi_{\tau}, \alpha, k(\underline{z})\right] .
$$

We have

$$
\begin{aligned}
\frac{\tau^{\dagger} \boldsymbol{\tau}}{4}\left(\lambda_{k}^{\alpha}\right)^{-1} & =\int_{\mathbb{S}^{m-1}} \int_{0}^{\pi} M\left[\psi_{\underline{\tau}, \alpha, k}\left(e^{i \theta} \underline{\omega}\right)\right]^{\dagger} M\left[\psi_{\tau}, \alpha, k\right. \\
& \left.=\int_{\mathbb{S}^{m-1}} \int_{0}^{i \theta} M\left[\psi_{\underline{\tau}, \alpha, k}\left(e^{i \theta} \underline{\omega}\right)\right]\right]^{\dagger} \psi_{\underline{\tau}, \alpha, k}\left(e^{i \theta} \underline{\omega}\right) d S(\underline{\omega}) d \theta \\
& =\sum_{j=0}^{\alpha} \mu_{j} \int_{\mathbb{S}^{m-1}} \int_{0}^{\pi}\left(\psi_{\underline{\tau}, \alpha-j, k}\left(e^{i \theta} \underline{\omega}\right)\right)^{\dagger}\left(e^{-i \theta} \underline{\omega}\right)^{-j} \psi_{\underline{\tau}, \alpha, k}\left(e^{i \theta} \underline{\omega}\right) d S(\underline{\omega}) d \theta .
\end{aligned}
$$

Let us now set

$$
\Phi_{j}=\int_{\mathbb{S}^{m-1}} \int_{0}^{\pi}\left(\psi_{\tau, \alpha-j, k}\left(e^{i \theta} \underline{\omega}\right)\right)^{\dagger}\left(e^{-i \theta} \underline{\omega}\right)^{-j} \psi_{\tau, \alpha, k}\left(e^{i \theta} \underline{\omega}\right) d S(\underline{\omega}) d \theta .
$$

First, we consider the case $\alpha$ even.
For $j=2 \ell$ we have

$$
\Phi_{2 \ell}=\pi \int_{\mathbb{S}^{m-1}}\left(\psi_{\underline{\tau}, \alpha-2 \ell, k}(\underline{\omega})\right)^{\dagger}(\underline{\omega})^{-j} \psi_{\underline{\tau}, \alpha, k}\left(e^{i \theta} \underline{\omega}\right) d S(\underline{\omega})
$$

and since $\alpha$ is even:

$$
\psi_{\underline{\tau}, \alpha-2 \ell, k}(\underline{\omega})=\underline{\tau}\langle\underline{\omega}, \underline{\tau}\rangle^{k}|\langle\underline{\omega}, \underline{\tau}\rangle|^{\alpha-2 \ell}, \quad \psi_{\underline{\tau}, \alpha, k}(\underline{\omega})=\underline{\tau}\langle\underline{\omega}, \underline{\tau}\rangle^{k}|\langle\underline{\omega}, \underline{\tau}\rangle|^{\alpha} .
$$

Thus we conclude that for $\alpha=2 s$ :

$$
\Phi_{2 \ell}=\pi \underline{\tau}^{\dagger} \underline{\tau} \int_{\mathbb{S}^{m-1}}|\langle\underline{\omega}, \underline{\tau}\rangle|^{2(k-\ell+2 s)} d S(\underline{\omega})
$$

Now let us set $\underline{\tau}=\underline{e}_{1}+i \underline{e}_{2},\langle\underline{\omega}, \underline{\tau}\rangle=\omega_{1}+i \omega_{2}$ and $\underline{\omega}=\cos \varphi\left(\cos \psi e_{1}+\sin \psi e_{2}\right)+\sin \phi \underline{\nu}$, $n=k-\ell+2 s$, with computations similar to those done in Section 5 we get

$$
\begin{aligned}
\int_{\mathbb{S}^{m-1}}|\langle\underline{\omega}, \underline{\tau}\rangle|^{2 n} d S(\underline{\omega}) & =\int_{0}^{\pi / 2} \int_{0}^{2 \pi} \int_{S^{m-3}}(\cos \varphi)^{2 n}(\sin \varphi)^{m-3} \cos \varphi d \psi d \varphi d \underline{\nu} \\
& =2 \pi A_{m-2} \int_{0}^{\pi / 2}(\cos \varphi)^{2 n}(\sin \varphi)^{m-3} d(\sin \varphi) \\
& =2 \pi A_{m-2} \int_{0}^{1}\left(1-t^{2}\right) n t^{m-3} d t=\pi A_{m-2} B\left(n, \frac{m}{2}-1\right)
\end{aligned}
$$

so that

$$
\Phi_{2 \ell}=(-1)^{\ell} \pi^{2} \frac{2 \pi^{m / 2-1}}{\Gamma(m / 2-1)} \underline{\tau}^{\dagger} \underline{\tau} B\left(k-\ell+2 s, \frac{m}{2}-1\right)
$$

Let us now reason as before to treat the case $j=2 \ell+1$ :

$$
\Phi_{2 \ell+1}=(-1)^{\ell+1} \pi \int_{S^{m-1}}\left(\psi_{\underline{\tau}, \alpha-2 \ell-1, k}(\underline{\omega})\right)^{\dagger} \underline{\omega}
$$

$$
, \psi_{\underline{\tau}, \alpha, k}(\underline{\omega}) d S(\underline{\omega})
$$

$$
=(-1)^{\ell+1} \pi \int_{S^{m-1}}\left(\psi_{\underline{\tau}, 2 s-2 \ell-1, k}(\underline{\omega})\right)^{\dagger}\left(\omega_{1} \underline{e}_{1}+\omega_{2} \underline{e}_{2}\right) \psi_{\underline{\tau}, 2 s, k}(\underline{\omega}) d S(\underline{\omega})
$$

where

$$
\psi_{\underline{\tau}, 2 s-2 \ell-1, k}(\underline{\omega})=\underline{\tau}^{\dagger} \underline{\tau}\langle\underline{\omega}, \underline{\tau}\rangle^{k+1}|\langle\underline{\omega}, \underline{\tau}\rangle|^{2 s-2 \ell-2}, \quad \quad \psi_{\underline{\tau}, 2 s, k}(\underline{\omega})=\underline{\tau}\langle\underline{\omega}, \underline{\tau}\rangle^{k}|\langle\underline{\omega}, \underline{\tau}\rangle|^{2 s} .
$$

Thus we have:

$$
\Phi_{2 \ell+1}=(-1)^{\ell+1} \pi \underline{\tau}^{\dagger} \underline{\tau} \int_{S^{m-1}}\left(\omega_{1} \underline{e}_{1}+\omega_{2} \underline{e}_{2}\right) \underline{\tau}|\langle\underline{\omega}, \underline{\tau}\rangle|^{2(2 s+k-1-\ell)}(\langle\underline{\omega}, \underline{\tau}\rangle)^{\dagger} d S(\underline{\omega})
$$

Since

$$
\underline{\tau}^{\dagger} \underline{\tau}\left(\omega_{1} \underline{e}_{1}+\omega_{2} \underline{e}_{2}\right) \underline{\tau}=-\underline{\tau}^{\dagger} \underline{\tau}\left(1-i \underline{e}_{1} \underline{e}_{2}\right)\left(\omega_{1}+i \omega_{2}\right)=4 \underline{\tau}^{\dagger} \underline{\tau}\langle\underline{\omega}, \underline{\tau}\rangle
$$

we finally have

$$
\Phi_{2 \ell+1}=(-1)^{\ell+1} 4 \pi \underline{\tau}^{\dagger} \underline{\tau} \int_{S^{m-1}}|\langle\underline{\omega}, \underline{\tau}\rangle|^{2(k+2 s-\ell)} d S(\underline{\omega})=(-1)^{\ell+1} \frac{8 \pi^{m / 2+1}}{\Gamma(m / 2-1)^{\prime}} \underline{\tau}^{\dagger} \underline{\tau} B\left(n, \frac{m}{2}-1\right)
$$

Summarizing, in the case $\alpha$ even we have

$$
\begin{aligned}
& \int_{\mathbb{S}^{m-1}} \int_{0}^{\pi} M\left[\psi_{\underline{\tau}, \alpha, k}\left(e^{i \theta} \underline{\omega}\right)\right]^{\dagger} \psi_{\underline{\tau}, \alpha, k}\left(e^{i \theta} \underline{\omega}\right)=\sum_{\ell=0}^{s} \mu_{2 \ell} \Phi_{2 \ell}+\sum_{\ell=0}^{s-1} \mu_{2 \ell+1} \Phi_{2 \ell+1} \\
&=\frac{2 \pi^{m / 2+1}}{\Gamma\left(\frac{m}{2}-1\right)} \underline{\tau}^{\dagger} \underline{\tau}\left(\sum_{\ell=0}^{s}(-1)^{\ell} \mu_{2 \ell} B(k-\ell+2 s, m / 2-1)\right. \\
&\left.-4 \sum_{\ell=0}^{s-1}(-1)^{\ell} \mu_{2 \ell+1} B(k-\ell+2 s, m / 2-1)\right)
\end{aligned}
$$

We conclude that

$$
\begin{aligned}
\left(\lambda_{k}^{2 s}\right)^{-1} & =\frac{8 \pi^{m / 2+1}}{\Gamma(m / 2-1)}\left(\sum_{\ell=0}^{s}(-1)^{\ell} \mu_{2 \ell} B(k-\ell+2 s, m / 2-1)\right. \\
& \left.-4 \sum_{\ell=0}^{s-1}(-1)^{\ell} \mu_{2 \ell+1} B(k-\ell+2 s, m / 2-1)\right)
\end{aligned}
$$

The case $\alpha$ odd can be treated in a similar way.
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