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FREE VIBRATIONS IN SPACE OF THE SINGLE MODE FOR
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ABSTRACT. We study a single mode for the Kirchhoff string vibrating in space.
In 3D a single mode is generally almost periodic in contrast to the 2D periodic
case. In order to show a complete geometrical description of a single mode
we prove some monotonicity properties of the almost periods of the solution,
with respect to the mechanical energy and the momentum. As a consequence of
these properties, we observe that a planar single mode in 3D is always unstable,
while it is known that a single mode in 2D is stable (under a suitable definition
of stability), if the energy is small.

1. Introduction and main results. The Kirchhoff equation is a classical non-
linear model for a vibrating string, that allows the definition of single or multiple
modes, formally developing the solution by Fourier series depending on time. Sev-
eral papers study the stability of a single mode for the planar case, see for example
[4], [9], [11], showing stability (under various definitions) for single modes of low
energy, and instability for higher energies.

The Kirchhoff model can be extended to the motion of a string in space, with
few variations of the general properties of a solution. On the contrary, the study of
a single mode in 3D is quite different. The main purpose of the present paper is to
supply a qualitative geometrical description of a single mode in 3D, with respect to
the mechanical energy and the angular momentum, which are natural invariants for
the motion. As a consequence we show that: first, a single mode in 3D is generally
almost periodic and not periodic in time, second, a planar mode, intended as a
special case of a 3D simple mode, is always unstable. I found few references about
single modes and no ones about stability (see for example [3] ) even though a 3D
frame is more realistic than a 2D one, and an elementary study needs only classical
tools.

Let us first recall the definition of a single mode for the Kirchhoff string equation
in space.
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The vector u(z,t) = {Z((a;’ ?)} describes the position of a string of length 7, moving
in space (z, v, w) under conditions

uy — (a+ bfoTr | u ||? dz)ug, =0, a>0,b>0,
u(z,0) = ugsin(nr), uy(x,0) = u;sin(nz), (1)
u(0,t) = u(m,t) =0,

where || u, ||?= u, - u,, as usual.
The solution of system (1) is u = u,(¢) sin(nz), where

is a solution of the autonomous system

V" + (a+ B(v? +w?))v =0 @)
w” + (o + B(v? + w?))w = 0,
where oo = n?a, B = n%b.
The position vector u,(t) describes the trajectory in the plane (v, w) of the point

of the string of coordinate 2 = 5-. The system (2) is a system with two degrees of

freedom, whose invariants are the mechanical energy E and the angular momentum
k

1
E:§(U'2+w’2+a(v2+w2)+§( 21 w?)?),  k=ow —vw.
When k = 0, u,(t) has the same direction as u/,(t) for any ¢t. Therefore we have
a planar motion, which we can suppose, under a suitable change of coordinates, to
happen in the plane (z,v) i. e. w = 0. The system (2) becomes a single equation

v + (a4 o = 0. (3)

Studying (3) is a simple exercise: all its solutions are periodic, with period Tj
depending on E.

In Theorem 1.1 we prove that the period is decreasing with respect to F, as a
collateral result of the 3D case.

Papers [4], [11] study the stability of a planar single mode as a particular case of a
two-mode. It is worth noting that a planar two-mode depends on a system formally
similar to (2), but substantially different, because it lacks the second invariant k.

If instead k # 0, a system such as (2) is classically studied using polar coordinates
(see for example [6], [10]), and its solutions are generally only almost periodic with
two periods T7, T5.

More precisely, let v = pcosf, w = psinf. The dynamical relations say

pp/ = v’ _’_ww/7 p29/ — v — wv/7 H u H2: 1}/2 +w/2 _ p/2 + (p9/)2. (4)

Differentiating the first equation in (4), and using the third equation, we obtain
pp" — (p0')? = vv” + ww”, while the second equation becomes p20’ = k. If k # 0,
then it follows p # 0, and the system(2) is equivalent to
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2
P == — pla+Bp?)
o=k

(5)

For every fixed k, the first equation in (5) is a system with one degree of freedom,
its invariant is (obviously!) the mechanical energy of (2)

/ 1 2 k2 2 1 4
E(p,p') = 5(p o tar +5607) (6)
and it can be studied using the “effective” potential energy
1 k2 1
Uk(p) = = (= ? 4+ =B’ 7
k(p) 2(p2+ap +560%) (7)

(precisely Uk(p) is equal to the potential energy of (2) plus the rotational part of
the kinetic energy).

The function Ug(p) is strictly convex for p > 0, and has a minimum in pp, unique
solution of ’;—i = (a+ Bp?).

So the first equation in (5) has an equilibrium point in pg, corresponding to the
minimal energy Ey = Uy (po) and all its other orbits are closed cycles with py (F, k) <
p < p2(E, k), where pi, ps are the positive solution of Uy (p) = E, E > Ej.

The period of the periodic solutions p = p(t) depends on E and k, and its formula
is

pg(E,k:) d
T(E.k) =2 / S (8)

mEkR V2E - Uklp))

Let us now define, for £ > FEj,

- T(E,k)
0(E, k) = /0 0'(t) dt = 6(T) — 6(0). 9)

Since p(t) is periodic, we can suppose without loss of generality that p(0) = p2 >
p1. Then, geometrically, § is the angle covered by the point u,(t), departing at
t = 0 at the maximum distance from the origin, to come back to the same distance
0, (0)] = [un(T)| = po.

In the linear case, it is |#] = 7, corresponding to half oscillation. Then in a full
oscillation the trajectory of the point (v, w) closes itself , and it is well known that
it is an ellipse with center in the origin.

As another example, the Kepler first law of the planetary motion corresponds
to a system with two degrees of freedom, with mechanical energy and angular
momentum as its invariants, with Uy (p) = % — %. For this system it is § = 27
(also in this case the trajectory is an ellipse, but with a focus in the origin instead
of the center).

In general, knowing # provides a useful geometrical information that allows us to

describe the trajectory, and to select between periodic and not periodic motions.

The first equation in (5) corresponds, for every fixed k, to an Hamiltonian planar
system as in the examples in [5], [7], [2]. Unfortunately the Chicone’s Theorem
about the monotonicity of T" with respect to E does not apply to our system and
verifying the weaker criteria in [7], [2] is not so easy (see the Remark at the end
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of this section). Besides, writing down an analytical formula for the integral (8),
which involves elliptic integrals, we are able to state the following results about
the properties of T'(E, K), obtaining also the monotonicity with respect to the
momentum k, and as a limit case for £ — 0, the result for the planar motion:

Theorem 1.1. Let T(E, k) be the oscillatory period in (8), k # 0: then

0
1. 5=T(E.F) <0.

2. Let To(E) be the period of the planar solutions in (3):
. d
then 1113%) 2T(E k) =To(E) , d—ETO(E) < 0.

0
5. 5rT(E.K) <0.
4. lim T(E.k)=0.

Section 3 is dedicated to the proof of this theorem.

As observed before, if 8 = 0 (linear case) all the solutions of (2) are periodic, with
minimal period independent of F, k, and equal to 2—’;; passing in polar coordinates
is useless, but, by the way, the period T of p(t) is half the period of v, w.

The techniques introduced for the monotonicity of T'(E, k) apply also on #: in the
following Theorem 1.2 (for the proof see section 4) we prove that, in the nonlinear
case, we have always |0| < 7 for every k # 0, E > Ej.

This is a crucial result, because it means that the angle covered in a full oscillation
is < 2w, and the orbit can never close in a single oscillation, as it happens in the
linear case.

More precisely, because of the second equation in (5), we obtain

p2(E.k) dp

o) PP AR(E - Uk(p) (10)

The sign of 6 depends only on the sign of k, so it suffices to study # only for k& > 0.
The integral in (10) is elliptic too, and its direct analysis enables us to prove the
following properties:

) T(E,k)/2
MEJﬁ:Z/ 0'(t) dt = 2k
0

Theorem 1.2. Let (E, k) be the the angle spanned in half an oscillation in (9),
k> 0: then

0 -

1. —06(F .
aEG(,k)>O

2. lim O(E,k)=m for every fized k > 0.
E—+oco

3. 0(E, k) < for every E > FEy, that is: the orbit can never be closed in a single
full oscillation.

4. lim O(E,k)=m for every fived E > Ey.

k—0+t
5. 0(E, k) > \/%ﬂ' for every E > Ey.

9 -
6. 5-0(E.k) <0.
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The properties of T and 6 impact also on the properties of the solution’s periods.
The second equation in (5) implies that 6’(¢) is periodic, with period T. If we
introduce the mean value of #'(t) in a period

1 TER) (B k)
M(E,k):m/o Q(t)dt—T(E’k),

then 6'(t) — M has null mean value on a period, and then 6(¢t) = g(¢t) + M¢t, where
g(t) is periodic of period T. Coming back to (v, w), we obtain:

v(t) = p(t) cos(g(t) + Mt), w(t) = p(t)sin(g(t) + Mt),
which implies that v(t), w(t) are almost periodic, with periods T3 = T(E, k) and
Ty =27 /M(E, k) (see also [10] for a more detailed exposition).
We recall that v(t), w(t) are periodic if and only if % is rational, that is

h_0ER _»p (11)
Ts 2m q

The monotonicity properties of §(E, k) imply that there are infinite periodic and

non periodic motions.

Finally the monotonicity properties of T' and @ imply monotonicity properties on
T, and T3 too.
As a consequence of Theorems 1.1, 1.2 we have

Corollary 1. :

1. Both the maps (E, k) — (T(E,k),0(E,k)), (E,k) — (T1(E, k), To(E,k)) are
locally invertible.

2. Ty =T(E, k) is decreasing with respect to both E and k.

T
3. Ty =27 7 1s decreasing with respect to E and increasing with respect to

Proof. Let g((gi)) be the Jacobian matrix of (E, k) + (T, 8), then det g((gi)) >0,
det < 0.

AT\Ty) _ _ 2nT(Ek) qop O(T.0)
(E.k) 92(E k) (E.k)
The second item is already proved in Theorem 1.1, and the monotonicity with
respect to E of Tb is an immediate consequence of Theorems 1.1, 1.2.
Instead of proving directly that % is positive, is more convenient to study the

8(%{;3’7%) invertible, we have 25 = (det aé{é”%) )1 88% >0.

inverse map. Being o7 =

O

Remark 1. The period function of the solutions of Hamiltonian systems on the
plane, with a center in the origin is extensively studied in many papers, under
different hypothesis on the form and the regularity of the Hamiltonian.

Our first equation in (5) corresponds, for every fixed k, to a planar system with
Hamiltonian H (p, p') = 2p'? + Uk(p), where U}, is defined in (7), Uy € C*°(0, +00).
Being its minimum FEy > 0, the known sufficient conditions for the period’s mono-
tonicity have to be slightly modified. Let us set
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W(p) = %{?
(UL (p))

then W can be extended to a C*(0, +00) bounded strictly positive function. The
Chicone’s sufficient condition ([5]) would request W (p) concave, in order to imply 7'
decreasing with respect to E. Unfortunately W (p) changes concavity on (0, 400).

The weaker sufficient condition in Theorem 1 in [2], with C! regularity on the
potential, is, as signaled, a generalization of a sufficient condition already present
in [7]. Both these conditions can be written for our more regular potential Uy(p) as
follows:

The period T'(FE, k) is strictly decreasing with respect to E if

W (o)l ppy < W ()] p=p,

where p1, py are the positive solutions of Ux(p) = E, E > Ej.
In my opinion this last condition could be satisfied, but its proof isn’t simpler
than the direct one that we have shown.

This paper is organized as follows: Section 2 is dedicated to the qualitative
description of single motions, Section 3 to the properties of T'(E, k) and Section 4
to the properties of §(E, k). The Appendix contains all the calculations about the
elliptic integral involved in the formula of § studied in Section 4.

2. Description of a simple mode, periodic solution and instability. Let
u,(t) = B)((tt))} be a solution of (2).

In the nonlinear case we have three type of motions:

e A planar motion has u,(t) and u/,(¢) with the same constant direction (i. e.
momentum k = 0). Its trajectory on the plane (v, w) is a segment centered in
the origin, with the direction of u.

e A mixed motion (k # 0, E > Ej) has its trajectory included in a circular
ring p1 < p < po, with p; > 0, that is essentially different from the elliptic
trajectory of the linear case.

e The trajectory of a circular motion in (v, w), as the name says, is the circle
p = po, corresponding to the minimal energy FEj.

~ Let us shorten with 7" and 6 the oscillatory period T' = T(E,k) and the angle
0 = 0(E, k) and assume, without lack of information, k& > 0.

4=0.1,=1; v(0)=-2, W(0)=1, DV(0)=1, Dw(0)=2

F1GURE 1. Mixed simple mode
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An half oscillation for a mixed motion corresponds to a rotation of < 7 let
us suppose, for the sake of simplicity, p = p2, # =0 at t = 0 and k > 0. Then, at
t = nT we have p = ps for every n € IN: the corresponding points on the circle
p = p2 have arguments 6 = 0(nT).

If % = % (p, q being relatively prime integers) such points on the circle are exactly
¢, and the minimal angular distance between two points is exactly 27”. Then the
trajectory in (v, w) is a closed curve that seems a lace centerpiece, and the solution
is periodic with minimal period 7 = ¢T', while in a period 7 the point u, (t) turn
around the origin exactly p times (see (11)).

Otherwise the points with 6 = 6(nT") are dense on p = py, and the trajectory is
dense in the ring p1 < p < po.

Let us define ; = 27 — 20 the delay angle, that is the angle missing for closing
the "near ellipse” in a single full oscillation.

If the solution is periodic, we will note that 6, is a multiple (sometimes coincident)

of 2=,
q

2.1. Instability of the planar single motions. We have pointed out in the
introduction that a planar single mode is always periodic, and we have found out
in the second statement of Theorem 1.1 that its period is strictly decreasing with
respect to E. Then all the non null solutions of the autonomous system (3) are
orbitally stable, but not Liapunov-stable, because of a slight change in the energy
affecting the period.

If our scope is not only studying the autonomous system (3), but considering a
single mode as a particular solution of the Kirchhoff equation in 2D, the approach
is less simple (see [9], [4], [11]).

If we consider instead a single planar mode in a 3D context, we can easily deduce
that it is always orbitally unstable. It is enough to study only the projection of the
orbits of the system (2) on the plane (v, w) (the orbits lying in IR*).

If we perturb a planar solution, introducing a small momentum k, the delay
angle of the perturbed mixed solution will be small, by the fourth statement of the
Theorem 1.2, and for ¢ small, the perturbed mixed solution will be close to the
planar one.

Increasing the time, the trajectory of the mixed solution will spread over the
whole ring p1 < p < po (where p; will be near to 0, and py will be near to the
Pmaz Of the planar solution). Then, without any doubts, the planar solution will be
unstable.

a=01p=1;
V(0)=v,(0)=-2, W(0)=W,(0)=0, DV(0)=DV,(0)=1, Dw(0)=0, DW(0)=0.05

FIGURE 2. Instability of a planar mode
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A very challenging open problem would be to discuss the stability of an almost
periodic single mode as a particular solution of the Kirchhoff equation.

Also if we follow the path of [4], we have to consider a single mode as a particular
case of a double mode. Indeed a double mode for the 3D Kirchhoff equation is
solution of an autonomous system of eighth order with three invariants (the energy
and two momenta) and a direct study seems quite impossible.

2.2. Periodic mixed simple modes. The third an fifth items of the Theorem
1.2 set an upper and lower bound on #, that implies a bound also on the ratio

0(E,k
(B, k) = B, precisely it is
q

27

1 p 1
— < =< 12
V6 g 2 (12
This relation implies some geometrical information about the trajectory in the
plane (v,w): for example the motion with the minimal number of points on the
circle p = po corresponds to the ratio 3/7, that is 6 = %r, 04 = %77. The following

motions with few points on the circle p = ps correspond respectively to % equal to

3, & (see the figure), in all this cases it is 64 = 27”.

a=1,=1; v(0)=1, W(0)=0, DV(0)=0, DW(0)=1

FIGURE 3. Periodic mixed mode

Generalizing, if ¢ > 7 is odd, then p = 4;21 is relatively prime with ¢, and
= %’T. Let us suppose u(tg) = po: the pattern of the sequence of the points
u(to + jT), Jj € IN on the maximal circle p = ps is essentially the same.

For B = =, that respects the (12), we can observe that §; = % is two times
the minimal angular distance of two points on the maximal circle p = po; then the
trajectory’s geometry is different. The same happens when 4 divides ¢ > 12 and
p=¢q/2—1. Then p and g are relatively prime, and 64 = 2%”.

If ¢ is even but 4 does not divide ¢ , ¢ and ¢/2 — 1 are both even and therefore
not relatively prime, but ¢ and p = ¢/2 — 2 are relatively prime. If ¢ > 22, (12) is
satisfied, and 0, = 427” is four time the minimal angular distance of two points on
the maximal circle.

Let us increase g: we can easily observe that the previous three structures don’t
exhaust all the admissible cases for g and the admissible periodic motions can

assume more different configurations, according with the bounds in (12):

at ¢ = 17 we have two motions, one with % = % with the same geometry of the
previous ones with an odd ¢, and another corresponding to % = 1—77 with 6, thrice

the minimal distance of two points on the maximal circle.
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For example at ¢ = 100 (this one chosen as a value easy to verify) four ratios
satisfy (12) and have factors relatively prime: precisely %, %, %, %, and so
on.

A monotonic dependence of the period 7 of a periodic mixed mode on the energy

E cannot be expected, because 7 depends on T'(FE, k), that is monotonic, but also
O(Ek) _ p
2t q°

Nevertheless it is possible to prove the qualitative property that, if the energy
goes to infinity, 7 goes to infinity too.

on the denominator of the ratio

Theorem 2.1. Let 7 = ¢T(E, k) be the period of a periodic mized solution, where

0(FE, Kk
(277) _P (p, q relatively prime integer): then
™ q
lim 7=+o00 for every fized k > 0.
E—+oco

The proof of this Theorem is at the end of Section 4.

At last we note that every periodic mixed solution will be orbitally unstable: a
small perturbation on the initial data that changes E or k, involve small changes on
p1, p2; but the solution, due to the continuity of  with respect to E, k, can become
almost periodic, and its trajectory dense in the ring.

2.3. Circular and planar motions. The angular velocity of a circular motion

of angular momentum k is constant: 6’ = p%. Being pg the unique solution of
0

l;—i = (a+ Bp?) then |0'| = /o + BpE, and the minimal period of a circular motion

of momentum k is Tyire(k) = \/%Tp?{ It is worth noting that T;..(k) is always

less than 2—\/7;», the constant period of a linear simple mode (8 = 0).

We will observe that Teirc(k) = Elir% To(E, k) := Ta(Ey, k), where Eg = Ug(po)
— Lo

(see the Remarks at the end of Section 3 and after the proof of the fifth item of
Theorem 1.2).
Planar motions are always periodic, with period Ty(E) = %in}) 2T (E, k) (see The-
—

orem 1.1). Being %ir% |0(E, k)| = 7, due to the fourth item of Theorem 1.2, it follows
—

also that

To(E) = %E%Tz(E»k) i=T>(E,0) .

For every fixed £ we may compare the circular motion of energy F with the
planar motion with the same energy: due to the monotonicity of Ty with respect to
k (Corollary 1), it follows that the period of the planar motion is smaller than the
period of the circular one, and, by the way, of the period of a linear single mode
with the same coefficient «, and g = 0.

3. Monotonicity properties of T(E,k). Some numerical experiments on system
(2) (such in the figures of the previous section), let us think about properties of
monotonicity of the oscillatory period T'(E, k) and the angle §(E, k). Theorem 1.1
is the answer to our first guess.

Proof of Theorem 1.1. First, in order to avoid too many parameters, we set in (2)
a =v and 8 = 1, which is a classical notation, if you are interested only in the non
linear case (the parameter v is related to the pretension of the string; moreover it
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is always possible to transform the general system (2) to an equivalent system with
B =1 posing v = a/B, u,(t) = u(V/pt) ).
Then we have
dp

P2
T(E, k)= 2/ = ,
p1 \/QE — (’;7 +vp? + 3p4))
that is an improper integral, being p; and p, roots of the denominator.

By letting, in this sections, a = p?, b = p3, and performing the change z = p?, we
have

b dz
T(E,k) =2 /
o /—(23+2v22 — 4Bz + 2k?)
b

d
V3 / 2 ,
a \/—(z —a)(z="b)(z—¢)
For E > Ey (minimal energy for k fixed), the equation 23 + 2v2% — 4Ez + 2k = 0
has two positive roots a and b, and a negative one ¢, being 2k? = —abc. The integral

(13) is an elliptic integral and it is equal to (see for reference [1], page 597, or the
Appendix, for a detailed calculation)

(13)

22
Vvb—c¢

T(E, k) = K(m), (14)

where
_ b—a

/2
, K(m) = / S )

b—c 0 V1 —msin?6
being a,b, ¢, m functions of E,k and K(m) a complete elliptic integral of the first
kind.

Even though a, b, ¢ can be explicitly calculated, as roots of a cubic equation,
their formulas are unmanageable. It is more convenient to derive all their properties
from the relations:

m

a+b+c=-2v, (15)
ab+ ac+ bc = —4E, (16)
abc = —2k*%. (17)

The main idea of the proofs about the sign of the derivatives of T, € is that, using
a, b, cinstead of F, k, v, all is reduced to study the sign of homogeneous polynomials
in a,b, ¢ under the conditions ¢ < 0 < a < b.

Now, symbolic calculus programs as Mathematica or the Matlab Symbolic Tool-
box are very efficient in manipulating polynomials, or differentiating and so on. The
proof of this first item can also be followed, in my opinion, with paper and pencil,
but I suggest the reader to use such programs for checking the soundness of the
elementary, but tedious algebraic formulas involved. This will become more and
more convenient for the subsequent derivatives, where the expressions of interest
are longer.

1. We derive (15), (16), (17) with respect to F, keeping in mind that v is constant,
and k is independent of EF and we obtain
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ap +bg +cg =0,
(b+c)ag + (a+ ¢)bg + (a+ b)cg = —4,
bcap + acbg + abcg = 0,

and then
_ —4a
A = G=op=a <0
_ 4b
be = G=ayo=a > 0; (18)

_ 4c
Cg = @=90=9) < 0.

Moreover, we have

om 0 b—a  alb—c)®+bla—c)?+c(a—0b)?
(fiiEiaiEb—ci4 (b—c)3(b—a)(a—rc) ’ (19)

The expression

a(b—c)? +bla —c)? +cla —b)? = 8vE + 18k?
is positive. Then m(FE, k) is increasing with respect to E.

Is worth noting that m(Ey, k) = 0, and limg_, o m(E, k) = 1, being, for the
(15), m = 21;4?573—@5 then K(m) is an analytic function on [0,1/2] an we can write
down the derivative with respect to E of (14) for E > Ey (a < b), as a function of
a,b,c and m

0 0 1 1 d om
Sp (B k) = 2\/§{K(m)a—E N + N SK(m)==} (20)

We need now some elementary formulas about K(m). If we define

/2 sin?0de /2 cos® 0 df
smy— [ LD oy = [0
0 V1—msin“6 0 V1—msin“f
then the following relation hold: S(m) + C(m) = K(m) (obviously) and
g(m) := S(m) —C(m) > 0. (22)

In order to prove that e(m) > 0 it suffices changing the variable 7 = 6 — 7/4,
and verify that the even part of the new integrand function is non negative. That
implies

K(m) = 2C(m) + e(m) > 2C(m). (23)

In addition we have, integrating by parts,

d 1 ™% sin?0de 1
Ry e b e U

Now we substitute (18), (19), (24) in (20) and write down:
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)
SET(E k) =

—4v/2{(a — ¢)(b(a — ¢) — ¢(b — a))K(m) — (a(b — ¢)® + b(a — ¢)? + ¢(b — a)?)C(m)}

(b—a)(a—c)*(b—c)*/?
that is, using (23)

3}
S5 T(E.R)
_ —4/2{(b — a)(3c® +4E)C(m) + (a — ¢)(b(a — ¢) — c(b — a))e(m)}

(b—a)(a—c)2(b— c)>/?

(25)

<0.

Actually it is
2(a —c)(b(a —¢) — c(b—a)) — (a(b— c)* + b(a — ¢)* + ¢(b — a)?)
=(b—a)(3c¢* —ab—ac —be) = (b—a)(3c* +4E) > 0,
and also the coefficient of €(m) is positive; then the first statement in Theorem

1 is proved.

2. Now we consider the period of the solutions of equation (3)
v + (v +0v*)v = 0.

Its potential is U(v) = 302 (v+ %), that is an even convex function, with a minimum
in v = 0. Therefore the orbits of the system in the phase plane (v,v’) are closed
orbits. Let +v(E) be the solutions of the equation U(v) = E, for every E > 0, then
the solutions of (3) corresponding to the level of mechanical energy E have period

v(E) d v(E) d
To(E) = 2 / Y =42 Y

—o(B) \V/2(E —U(v)) 0 V(v + 2002 — 4E)’

being the last an elliptic integral.
If we perform the change of variable z = v?, it is easy to see the connection
between Ty(E) and T(FE, k). We have indeed

bo
To(E) = 22 / dz = 2T(E,0), (26)
0 /=2(z—=bo)(z — c)
being by > 0 and ¢y < 0 the solutions of the equation 22 + 2vz — 4E = 0. If we
extend the definition of T'(E, k) as in (13), to k = 0, then ag = 0, by, co are the
solutions of 2% + 2v2? — 4E2 + 2k? = 0 for k = 0 and T(E, 0) satisfies (26).

Note that the factor 2 in the previous relation is well justified; in fact Ty(E) is the
period related to a full planar oscillation, while T'(E, 0) is the period of p(t), related
to an half oscillation. Moreover we observe that the proof of the monotonicity of
T(E, k), performed before, was based on the relations on the roots of the cubic
equation, relations that hold also for ¥ = 0. Then also the second statement in
Theorem 1 is proved.

3. Now let us prove the third statement in Theorem 1, the general scheme being
the same of the first statement.

It is worth noting that F and k£ are not totally independent. For every fixed
momentum k, the mechanical energy E has to be > FEy, the energy associated to the
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circular motion p = py with momentum & in the plane (v, w); for every fixed energy
E, |k| has to be < kpar(F), where kpqar(E) is the momentum of a circular motion,
counterclockwise, of energy E. Roughly speaking, a circular motion is the motion
with minimal energy for fixed momentum and viceversa, maximal momentum for
fixed mechanical energy.

Let us suppose now E constant, and |k| < Kma.(E). Before deriving T'(E, k) in
(14) with respect to k, we derive (15), (16) and (17):

ar + bg +c =0,
(b+ c)ag + (a + )by + (a + b)ex, = 0,
beay, + acby, + abey, = —4k,

and we obtain

_ 4k
ap = @ >0,
bk = G=ai=gy < 0
_ —4k
= amop=g <0

Moreover, we have

om _ 0 b—a _ (0 ++c* —ab—ac—be)
b b~ a)a— o @7
= — 32k G + 3E) <0
(- cP—aja—c
Using the previous relations, (23) for K and (24) for %,
o b 1 d om
ST (B R) = 2V {K (m) 5o~ + i am ™) Bk
_ 4V2k{(a - ¢)(3a + 2v)K(m) — 8(v* + 3E)C(m)} _ (28)
(b—a)(a—c)*(b— )5/2

~ —V2k{8(b— a)(a+b—2c)C(m) — 4(a — ¢)(3a + 2v)e(m)}
B (b—a)(a—c)?(b— c)>/? '
The coefficient of C'(m) in the (28) is negative, while the coefficient of £(m) is

positive.
But £(m) > 0 is small, with €(0) = 0, and its derivative is

>0

, 1 /”/2 sin? f(sin® 6 — cos? #) df
g'(m) ==
2 Jo (V1 — msin? 6)3
(we can verify the positivity with he same argument used for the positivity of
g(m) itself).
Moreover

w/2 22
& (m) < 1/ sin” 6 d0 _ 1 Cm)
o (V1—msin®6)3 2(1—m)

(see (24)).
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Then we have

e(m) =me'(§) <m C(&) <mC(1/2) < 1.04%171,

_
2(1-¢)
where 0 < £ <m < %, C(1/2) ~0.8472 ,' and 4C(1/2)/m < 1.04.
Being C(0) = §, we have the following inequality regarding the {} bracket in
(28):

8(b—a)(a+b—2c)C(m) —4(a— ¢)(3a + 2v)e(m)

>7rl;%‘2{2(b —)(a+b—2¢) — 1.04(a — ¢)(3a + 2v)}.

Let us substitute ¢ = —2v — a — b; then

2(b—c)(a+b—2c)—1.04(a — ¢)(3a + 2v)
= — 6a”%/25 + 372ab/25 + 48av /5 + 12b* + 648bv /25 + 29617 /25,

that is definitively positive, being a < b.
Then, also the third item in Theorem 1 is proved.

4. Now we know that T'(F, k) is decreasing with respect to k. In order to prove the
last statement in Theorem 1, we may observe that

2v/2 2v/2 2v/2
T(E,k) = K(m) < T(E,0) = —Y=_K(my) < ———K(1/2),
(B.k) = LK (m) < T(E.0) = —2K(my) < —22K(1/2)
where T(F,0), was introduced in (26), and mgo = bob_‘)CO. Being by, ¢y roots of

224+ 2z —4E =0, by — ¢y = 2V1v2 + 4F, Then

lim T(E,k) < lim T(E,0)=0.

E—+oco E—+oco

O

Remark 2. The oscillatory period T(E, k) is naturally defined for E > Ey, being
p = po constant if E = FEy.

Nevertheless it could be useful to define the limit period T'(Ey, kmax), Where a
mixed motion becomes a circular one. Let us shorten kpar = Kmaz(Eo) : then we
define T'(Eo, kmaz) = UM g k)= (B kmas) T (E, k).

Let us set 29 = p3; we have by the (15) (for E = Eg): (b—c¢) = 2v + 32,
K(0) = 7/2. Moreover 2 is a double root of 23 + 2vz? — 4Eyz + 2k2,,. = 0, that
implies 328 +4vzyg —4FEy =0,

20 = ;(\/V2+3E0*I/), (29)

and then

_ 2w _ ™
- \/4V—|—620 N \4/1/2—|—3E0'

T(E07 kmaz) (30)

1 See (70 ) in the Appendix. mC(m) = E(m) — (1 — m)K(m)
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4. Properties of 0(E,k). As we said at the beginning of the previous section,
some numerical experiments make us conjecture that the angle (E, k) could also
be increasing with respect to E.

As T(E, k), O(E, k) is an elliptic integral, whose formula is reduced to a sum of
a complete elliptic integral of the first kind, a complete elliptic integral of the third
kind and an immediate integral (see the Appendix (67)).

We remind the reader about the canonical forms of the elliptic integrals, for

—m/2 < <7/2

P do P 5
= e = V1-— in“ 0do.
F(¢|m) /0 — E(¢¥|m) /o 1 —msin

These are respectively incomplete elliptic integrals of first and second kind, while
K(m) = F(x/2|m), E(m) = E(n/2|m) are the complete ones and the Heuman’s
Lambda Function Ag(¢|m) is

Ao(yIm) = %(K(m)E(zDIl —m) — (K(m) — E(m))F(¢[1 —m)).

Let us define also some expression, depending on F, k:

E,=F- %2 = i(—ab— ac+ bc) = %((b—a)(c—a) -a?) <0, (31)
Eb:E—%:i(—amac—bc):%((b—a)(b—c)—zﬂ), (32)
E.=F— ]% = i(—&—ab— ac —be) = i((a—c)(b—c) —-c?) >0, (33)
sine = _Ega. (34)

We perform on the integral (10) the same substitutions as in the previous section
and, applying (67), it follows

_ bq dz
O(E. k) =2k [ =
() / Zy/—(z—a)(z=b)(z—¢)

=V2k{ (14 Ao(m))}.

—_@ #K(m) 4+
2E, Vb —c 2v/2|k|
the sign of §(E, k) depending only on the sign of the momentum k. Let us suppose,

without lack of information, to be k > 0, and let us use the definition of T'(E, k) in
(14). Then we have

0(E, k) = %T(E, B) 5 (14 Aowlm). (35)

We have listed the properties of 8(F, k) in the Theorem 1.2:

Proof of Theorem 1.2. 1. A closed expression for dd—Eé(E, k) can be written down.
It is huge, and it needs some attention in order to avoid trivial errors even if, at
the end, can be quite simplified. As observed in the previous section, a symbolic
calculus program could rather help.

Referring to the (35), we have already derived some useful formulas. We list
some other relations



16

CLELIA MARCHIONNA

0 a k2 +

OE —4E, (b —a)(a—c)E2’ (36)
cos 1) = 7\[E \/1 — (1 —m)sin?e = \/> (37)
o0 1 K220+ 26° — ab+ 4E) (38)

OB~ cosy (b—a)(a—c)(b— B2

We can write down the expression of the derivative of 0(E, k):

0 - 0 a a 0
ap (k) = KT (B k) 5 — —4E, " "TiE, 0E
T 0 oY
+§%AO(¢\ )a? + A 0(¢|m)

Because of the length, we split this expression in addenda.
1.

Z_T(E, k)

0 a 24/2 k2+§

M) 5F —aE, e Uk s sy

for the (14), (36)

a O
“IE, 8—ET(E k)

k

a  —4v2(a —¢)(b(a —c) — c¢(b — a))K(m) + 4v2(8VE + 18k?)C(m)
—4E, (b—a)(a—c)2(b— c)>/? ’

for the (25).

=k

3.

™ ¢
2 sy hovlm) 5E

V2k(2a% + 20 — ab + AE)
E2Eb—c(b—a)(a—c)(b—c)

— (E2C(m) + (a - o2 0))

for the (68), (37), (38).
4.

o om VZkE,(SVE + 18k2)
2om WM g = ) e e — )@= = o

2 0m
for the (34), (37), (69), (19).

A convenient positive commune factor could be:

V2k
E2E.(b—c)5/2(a—c)2(b—a)’

Every observation on the sign of our derivative could be done on the expression:
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a3
—2(a —¢)(b— )’ E.(k* + Z)K(m)

+aB,E.(a—c)(b(a —c) — c(b— a))K(m) — aE,E.(8VE + 18k*)C(m)
+(E2C(m) + (a — c)kQ%m))@az +2b% — ab +4E)(a — c)(b — ¢)
+S(m)E,Ey(8vE + 18k%)(a — ¢). (39)

As in the previous section we use the function e(m) definite in (22); we recall the
relations

K(m) =2C(m) +¢e(m), S(m)=C(m)+e(m)

and we can rewrite (39) in a more convenient form:

{~4(a—c)(b— ) Eu(k* + )

+2aE,E.(a —c)(b(a — ¢) — c¢(b—a)) — aE,E.(8vE + 18k?)
+(E? 4 (a — ¢)k?)(2a* + 2b* — ab + 4F)(a — ¢)(b — ¢)

+E,Ey(8vE 4 18k%)(a — ¢)}C(m) + {—2(a — ¢)(b — )2 E.(k* + “Z)

+aE.E.(a—c)(bla—c)—c(b—a))+ %2(2(12 +20% — ab+ 4E)(a — ¢)*(b - ¢)
+E,Ey(SvE + 18k%)(a — ¢)}e(m)

= E?E.{8(b—a)(a+b—2c)C(m) — 4(a — ¢)(3a + 2v)e(m)}, (40)

where the coefficient of C'(m) is > 0 and that of (m) is negative.
We observe that the {} bracket in the last line of (40) is the same of (28).
Moreover it is also

o - )
SEOE.K) = = T(E.k) > 0.

That complete the proof of the first item of the Theorem 1.2.

2. We know already that, if £ — +o0, then a — 0, b — +00, E, ~ E, for every
fixed k. In order to prove the second item in this Theorem we need to list also some
other asymptotic behavior:

2
25 P 2WE, ¢~ -2VE, (41)

E,~—-E, E,~E, E.~E, (E— +o0). (42)

a ~

From (15) follows ¢ ~ —b, from (17) a = E’Zi ~ %)L; and from (16) —4F ~ —b%.
From the first of (41) follows that E, = F — % ~ E —2F = —FE; the other two in
(42) are straightforward.

We remind that m — 1/2, siny = _E;Ea =1, ¢ —=w/2.

It is well known that Ag(7/2|m) =1, Vm, 0<m <1 (Legendre’s Relation),
then, for every fixed k , the second item of our Theorem is easily proved.
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3. The upper bound for (E, k) follows immediately from the previous two state-
ments.

4. Now we use the ideas in the previous Section, where we defined T'(E,0): in this
context ag = 0, by, ¢y are the solution of 23 + 2v2%2 —4E2 =0, E, = %(—ab —ac+
be) — %boco and E, = %(—ab + ac — bc) — —%boco > 0, if & — 0, for every fixed
E > FEy. As in the previous item ¢ — 7/2 , then the first term in 6(E, k) goes to

0, and the second to .

5. In order to prove this item, we use the ideas in the final Remark in the previous
Section: The limit for E — Ej of the first term in (35) is

kmam 20

—4FE,

T(E07 kmax)a

where E, = E), = _Zg for E = Ey. It is also ¢ = —7/2 for E = Ej.

Being Ag odd with respect to i, the Legendre’s Relation implies Ag(—m/2|m) =
—1,Vm, 0 < m < 1. It is certainly known, and in any case easy to show, that
limy, ) (+£r/2,0) Ao (P|m) = £1.

Then the second term in (35) goes to 0 for E — Ej.

Using (17) on kpqs and (30), we obtain finally

é(EO7 kmaw) =
k

s (5 ) - VT2 [ [
20 »maz 20 VAav + 62 VJr%zo V3

Being 6 increasing with respect to E, this property yields also a global lower bound
for 6.

Remark 3. We observe that the angular velocity of a circular motion is constant
(0 = p%, 2o = p2), then this limit is coherent with the definition of # for a circular
0

motion. I have chosen the [8] formula for the elliptic integral of the third kind,
instead of that in [1], just to show more easily this property. The (43) shows
also an explicit formula for é(Eo, kmaz), as we have found an explicit formula for
T(Eo, kmaz) in the final Remark of the previous section.

Being T(Eo, kmaz) the time needed to cover the angle 8( Ey, kpq.) with constant
angular velocity, the time corresponding to the angle 27 , that is the minimal period
of a circular solution, coincides with T5(Eo, kmaz ), defined as follows (see (11)).

To(Eo, kmag ) = on L0 kmaz) _ o 1 27 (44)

= 4T .
0(Eo, kmaz) Vv + 20 \/%VJr%m

The last expression in (44) yields also an explicit formula depending on Ey, v,
due to (29).

6. Regarding the derivative with respect to k, at last, we follow the same scheme of
the first item of this Theorem; in this case the help of a symbolic calculus program
is highly recommended:
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2 ka - a k2(2a2 + 4E)
Ok —AE, —4E, ' 4E2(b—a)(a—c) "
_ —a*b + a’b? — a*c — a3be + a3c? 4 3ab2c?
16(b — a)(a — c)E2 )
0% _ V2(a3b — 2a2b% + ab® + adc + b3c — a?c? — b*c?) (46)

ok —2E,(b—a)3/2(a —¢)(b—c)

Now our derivative of 0(E, k) is:

0 - 0 ka ka O
%H(E, k) =T(E, k)%i—élEa + 7_4Ea %T(EJC)
w0 oYy w0 am
+—=—Ao(¢)|m) o5 T E%Ao(iﬂm) o5

200

Because of the length, we split also this expression in addenda, representing
K(m), S(m) in terms of C(m), e(m), (see (22) (23) ).

1.
90 ka  V2(—a'b+a®h? — a'c — albe + adc? + 3ab’c?)
T(E, k)%—zlEa = 80— a)(a— o) (b — /2R (2C(m)+e(m)),
for the (14), (45).
2.
ka 0 ~ —V2k%a{8(b — a)(a+b—2c)C(m) — 4(a — ¢)(3a + 2v)e(m)}
—am, on LK) = 4B, (b—a)(a—c)’(b— )PP )
for the (28).
3.
5 3 Aalwlm) G = VE((E2 + (a = OR)COm) + (a = (m)/2)x
a®b — 2a2b2 + ab® + ac + b3c — a?c? — b2
2E2E.(b—a)(a—c)(b—c)3/? ’
for the (68), (46).
4.
T 0 om 8V2k%Ey (V2 + 3E)
5 g Mo(Wlm) - = (C(m) + e(m)) BB —a)(a—)(b— )’

for the (69), (27).

A convenient positive commune factor could be :

V2
8E2E.(b—a)(a — ¢)2(b— ¢)5/2"

Let us substitute now k2 = —abc/2, then the numerator of our derivative will be:
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(—a*b 4 a®b? — a*c — a®be + a®c? + 3ab*c?)(a — ¢)(b — ¢)*E.(2C(m) + g(m))
—E,E.a*bc{8(b—a)(a+b—2c)C(m) — 4(a — ¢)(3a + 2v)e(m)}

+4(a —c)(b—c)((E2 + (a — ¢)k*)C(m) + (a — c)k?c(m)/2) *

#(a3b — 2a%b* + ab® 4 a®c + b3c — a*c? — b*c?)

+32abc(a — ¢)E,Ey(v? + 3E)(C(m) + e(m)) =

= —16(b—a)E?E.(4F(a + b — 2¢) — c(c* — ab))C(m) +
16a(a — ¢)E2E.(b* — ab + ¢* — ac)e(m)

and the derivative itself will be

o - _
SEOER) =

2v2(b — a)(4E(a + b — 2¢) — c(c? — ab))C(m)
(b—a)a— (b — )72
2v/2a(a — ¢)(b? — ab + ¢ — ac)e(m)
(b—a)(a—c)2(b— c)>/?
where the coefficient of C'(m) is negative, and that of £(m) is positive. Now we
use the same argument presented already in the Theorem 1.1 for the k derivative
of T(E, k), using the relations C'(m) > 7, e(m) < 1.04% m.
Then the opposite of the numerator in (47) is bigger than

(47)

{(b—c)4E(a+b—2¢) — ¢(c* — ab)) — 1.04a(a — ¢)(b* — ab+ ¢* — ac)} % m.

If we substitute ¢ = —a — b — 2v in this last {} bracket we obtain a very long
expression, that is, fortunately, certainly positive.
That complete the proof of the Theorem 1.2. O

Proof of Theorem 2.1. Let us consider the delay angle 8; = 2(m — 0(E, k)) defined
in Section 2. As shown in that Section, the minimal angular distance of two points
u(t) on the circle p = po is 27”, and 6y is not necessary equal to 27”, but is however

its multiple; then it has to be, for every fixed k,

2
igod—m, E — +o0.
q

Then ¢ — +o00 , by the second statement in Theorem 1.2.
Being T(E, k) — 0, that is not sufficient to prove the thesis. Instead of proving
the limit limpg_, oo ¢T(E, k) to be infinity, we prove that

lim ba -~ _1
E—+oo 2T (E k) — ¢T(E, k) '
For £ — +00, we have
0, 7—0(Ek) 5~ FAo(¥lm) — A-T(E,k)
2rT(E,k)  «T(E,k) 7T(E, k)

5 —5Mo@m)  ka
- 1T(E,k) —4nE,
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and the second term in the previous sum goes to zero. In order to evaluate the

first term, we need some complementary formulas:

T T Nolhm) ~ VA(B() — SR — )~ 059015 —w).  (49)

In order to prove (49) it is enough to observe that
Tow ™ ™
5 ~ g o(@m) = S(Ao(5Im) = Ao(vm)) =
3 —(1- in2
/ E(m) — (1 — m)K(m) sin® 6 do —
P

\/17(17m)sin26’

_ E(m) — (1 —=m)K(m) sin2§(z
02 2
\/1—(1—m)sm 13

Being ¢ — Z, m — § and v2(E(3) — $K(2)) =~ 0.5991 > 0, the (49) follows.
Now we need to evaluate

_w)a 1/1§€§

(g — ) ~ %k\/ﬁE‘?’/“. (50)

We refer to an elementary asymptotic formula: §—arcsinz ~ /1 —x forz — 17.
Indeed , using (34), (41), (42) and the equality 2(E, + E}) = —ab, we obtain

T o . E E, ab V2 —3/4
5 P = 5 arcsin o \/1 B \/_2Eu, TkE .
Finally, always by (41), we have

T(E.k) = 2f# \/§K(%)E‘1/4. (51)

Putting together (49), (50) and (51) we have finally

5 — 5Ao(Im)
7T (E, k)
Then this property is also proved. O

~ const kE~Y/% = 0.

5. Appendix. While the formulas on the elliptic integral in Section 3 are easy to
find, this is not longer true for the elliptic integral in Section 4. We used some
suggestions in [1], page 601 and we try to show a elementary exposition of the
various substitution involved.
We need to transform the integrals
b

da _ [ (52)
e V@@ @-0 Joy

/ab z\/— m—adfc—b)(a}—c) :/abidyx, (53)

which are improper integrals, where y = \/—(z — a)(z — b)(z —¢) and ¢ < 0 <
a < b, to more manageable ordinary integrals.
Then we perform a first change of variable:
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T —c
(x—a)(b—2)

In fact w = w(x) is a positive, convex function in (a,bd), with minimum value
Wnin, corresponding to & = x,,,. For every w > wp,;n, we solve the equation

w =

wr? — ((a + b)w — 1)z + abw — ¢ = 0, (54)

which solutions are

oy = (a+bw-1 N \/VV7
2w w

being W = 1((a+ b)w — 1)? — (abw? — cw).
If we dlfferentlate the (04) with respect to z we obtain

£2/W
R NTE)
(x —a)(b—x)
with the - sign if a < £ < Zyin and the + one if ., < < b.
Now we perform the second substitution z = z(w), where

w
2
= —, 55
A= (55)
(55) corresponds to the equation

(b—a)’w? — (2(a+b) —dc+42*)w+1=0. (56)

As before, we solve (56) and obtain

(224a—c)+(22+b—c)£27 _(\/22—|-b—C:|:\/Z2+CL—C)2
(b—a)? B b—a ’

(57)

w4 =

where Z(2) = /(22 +a—¢)(22 + b — ¢).
Only wi > Wi = (¥ b= C+V Vo—etva=e)2  Keeping in mind that we are interested only
in the + sign, we dlfferentlate (50) with respect to w, and obtain, using (57),

Now we are able to transform both mtegrals (52), (53).
First dz = 2/ (w)dw = o' (w)w'(2)dz = L_dz, that is

w/(m) 2" (w)

r—c dz y
dz dz
i W
y zZ’

with the - sign if a < £ < Zin and the + one if ., < < b.
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At last we have, for (52),

b Tomi b Winig +oo
d min ] d min
/ﬁz/ £+/ —:/ ...dw+/ dw =
a Y a Y z Y +o0 Winin
dz

min

/“ — /*“dz /*wdz
= 4 o9 =,
400 Z 0 zZ 0 zZ
Let us set z = v/a — ctanf, m = %, then we obtain

oo 4z 2

bdl / dz /71'/2 d0
a Y 0 zZ vb—c.o \/1—msin29.

We apply now the same scheme to the integral (53), and we have

/b ldﬁ B /O 1 —dz +/+oo 1 %
a TY too T—(wi(2)) Z o z(wi(z) Z
1 1 dz

+oo
= ( + )—-
/o r(wi(2)  w4(wi(2) Z
x4, x_ are solutions of the quadratic equation (54), as w4, w_ are solutions of
(56). Then we have

(58)

1 1 z_+zy (a+dwy -1  ((a+bwy —1)(abw_ —c)

T Ty T Ty abwy, —c  (abwy —c)(abw_ — c)
(a+b)abwyw_ — c(a+ b)wy —abw_ + ¢
(ab)2wiw_ — abc(wy + w_) + 2
_ (a+b)ab— (ab+ ac+ be)(a+ b — 2¢+ 22%) 4+ 2Z(—ac — be + ab) + ¢(b — a)?
N (ab)? — 2abe(a + b — 2¢ + 222) + 2(b— a)?
2c(ac — ab + be) — 2(ab + ac + be)z? + 2(—ac — be + ab) Z
(ac — ab + be)? — dabez? '

We note that the connection between the roots of the cubic equation a,b,c and
the mechanical energy and momentum E, k was already described in (16) , (17) ,
precisely being

E = —X(ab+ ac+bc), k* = —abe.

In order to shorten the algebraic expressions 2

, we define now:

E,=F — %2 = i(—ab— ac+ be) = %((b—a)(c—a) —a?) <0, (59)
E—E—ﬁ—3@@+w—m—lw—@w—@—m (60)
b b 4 T4 ’

21 1
Ec:E—k—:Z(—&—ab—ac—bc):1((a—c)(b—c)—02>0. (61)
c

Then we have
b +o00 2 +oo
1d —cE.+ FEz° d E.
/,ﬁz/ 4ii;ii+/ __fe 4. (62)
0 T Y 0 2E2 + k222 Z o 2E2+ k222

2Definitions anticipated in (31), (32), (33)



24 CLELIA MARCHIONNA

The second integral in (62) is immediate. Then we perform on the first integral
the same change of variable z = y/a — ctan 6 as in (58), and we obtain

/+°° —cE.+ Ez* dz
0o 2E2+k%222 Z
1 /”/2 —cE, + ((a — ¢)E + cE,)sin* 0 de
Vb—clJo  2E2+ (k*(a—c)—2E2)sin®0 \/1 —msin?0
Now we manipulate the algebraic expressions in a, b, ¢ observing that
(a —c¢)E + cE. = aE,,
k*(a —¢) — 2E? = —2F2,

and we decompose the following function in the sum

—cEC—&-aEasinQH_;a_'_l(i_i 1
2Ec2 —2Ea%sin®0 2B, 2 E, FE. (1-nsin?§)’
where
Eq
Then the integral (59)can be decomposed as follows
b
1dx —a 1 1 a c 7r
—— = ——K(m) + ———=(— — =)lI(n|m) + , 63
/a Ty 2Ea\/b—c ( ) 2\/b—C(Ea Ec) ( | ) 2\/§|k| ( )
where

/2 do
nl) = [ T
0 (1—nsin“0)v/1—msin“6

is a complete elliptic integral of the third kind.

We have not finished yet, because some work of polishing can be done on II(n|m).
First we ought to show that m < n < 1 (circular case, see for reference [8] , [1]).
|E,| < E. follows immediately from (59), (61), n —m > 0 is equivalent to

(b—c)E? —(b—a)E? = (a — c)E} > 0.

Let us now introduce the Heuman’s Lambda Function Ag(¢)|m)

No(wlm) = 2

where E(m) = foﬂ/ V1—msin?60do is a complete elliptic integral of second
kind, and

(K(m)E(4[1 —m) — (K(m) — E(m))F(¢[1 —m)),

A do Y A s
F(w|m)—/O 7\/%, E(¢|m)—/O V1 —msin©0de

are respectively incomplete elliptic integrals of first and second kind.
Both [8] , [1] show formulas for IT1(n|m); we have chosen the one in [8] *:
3 Actually this formula holds for n > m, but for our integral, we can extend by continuity the
final expression also for the only value of E where m = n, that is where E;, = 0. We point out
also that [8] shows a nice elementary proof of this formula.
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n 7r n—m
We verify the following relations:
siny = | | (65)
n _ 2(b—c)E2E?
(1-n)(n—m) k2(a—c)2E}’
o _c_ (a-9k
E, E. E.E. ~’

l(a—c)Ey, [2(b—Cc)E2E2 b—c .
5 = signFy,
2 E,E. k2(a — c)?E; V2 K|

we put together (63), (64) and the last three relations and we obtain

1dx —a 1 0
—— = K(m) + 1+ (signEy) Ao(|m)). 66
3 = 2 =+ g (1 () Ao(ulm). (66)
Finally we observe that it is customary extend the definition of F(u|m), E(¢|m),
Ao(p|m) to —/2 < ¢ < w/2. If we modify slightly to (65), putting
: Ey
Sln’lp = —7_Ea7
which has the same sign as Ej, we get that (66) become

lde —a 1 T
S0 D Km)+ ———(1+A . 67
| 35 = g =K 3o 1+ Bowim) (67)
Complements about Ag(¢)|m)

The Heumann Lambda Function Ag(t|m) is increasing in v, Vi), decreasing in m

for ¢» > 0. The explicit formulas for the derivatives are well known (see for example
Mathematica); they are

T 0 B(m) (L m)K(m)sin® g
251/)A0(w‘ ) \/1— 1 —m)sin®

(68)
_ mC(m) + (1 —m)K(m) cos® ¥

>0,
\/1—(1—m)sin21/1

e (E(m) — K(m)) sin(2¢)
57 Mo(lm) =
20m™" 4m\/1— (1 —m)sin? ¢
(69)
_ S (m) sin v cos

\/1—1— Slnz/J

where the functions C(m), S(m) were defined in (21).

The connections between C(m), S(m) and the elliptic integrals K(m), E(m) are
immediate:
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mS(m) = K(m) —E(m), mC(m)=E(m)— (1 —-m)K(m),
S(m) + C(m) = K(m).

For the readers convenience we give a short proof.
An alternative expression for Ag is

(70)

™ B Y E(m) — (1 —m)K(m)sin? 6
gotim = /0 V- —m)sin0 v

then the proof of (68) is straightforward. More work is needed for (69).

0 N(m,¥6

2 hofwm) = [ ULLE—T) ()
m 0 2\/1—1— )sin? §)3

where N is the numerator of the integrand function

us
2

N =2(1 — (1 — m)sin? 9)(%E(m) + K(m)sin? 6 — (1 —m) %K(m) sin? 0)
—(E(m) — (1 — m)K(m) sin? ) sin? 6.

We recall that -2-K(m) = ﬁC(m) as showed in (24), while LE(m) =

— 18(m) and that (70) hold. Fortunately it is possible write down N using only
S(m):

N = —S(m)(1—2sin*0 + (1 — m)sin*9),

¥1-2sin” 6+ (1 —m)sin* g
Ao(tb]m) = — / sin ( m) sin "
0

2\/ 1 — (1 —m)sin? )3

sin 6 cos 0 B 1 —2sin®6 + (1 — m)sin® 0
66\/1— 1—m)sin?@ \/(1—(1—m)sin29)3

we obtain finally the closed formula (69) for the m- partial derivative of Ag.

then

™o
2 0m

Being
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