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Abstract

We continue the variational approach to parabolic trajectories intro-
duced in our previous paper [5], which sees parabolic orbits as minimal
phase transitions.

We deepen and complete the analysis in the planar case for homoge-
neous singular potentials. We characterize all parabolic orbits connecting
two minimal central configurations as free-time Morse minimizers (in a
given homotopy class of paths). These may occur for at most one value
of the homogeneity exponent. In addition, we link this threshold of ex-
istence of parabolic trajectories with the absence of collisions for all the
minimizers of fixed-ends problems. Also the existence of action minimiz-
ing periodic trajectories with nontrivial homotopy type can be related
with the same threshold.

1 Introduction and Main Results

For a positive, singular potential V € C?(R? \ {0}), vanishing at infinity, we
study the Newtonian system

B(t) = VV(x(t)), (1)

searching for parabolic solutions, i.e. entire solutions satisfying the zero-energy
relation

%|x(t)|2 =V(z(t)), for every t € R. (2)
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In the Kepler problem (V(z) = 1/|z|) all global zero-energy trajectories are
indeed parabola. In this paper we are concerned with (—a)-homogeneous po-
tentials, with « € (0,2). Within this class of potentials, parabolic trajectories
are homoclinic to infinity, which represents the minimum of the potential.

In celestial mechanics, and more in general in the theory of singular hamil-
tonian systems, parabolic trajectories play a central role and they are known to
carry precious information on the behavior of general solutions near collisions.
On the other hand, parabolic trajectories are structurally unstable and therefore
are usually considered beyond the range of application of variational or other
global methods. In spite of this, in our previous paper [5], we introduced a new
variational approach to their existence as minimal phase transitions.

The purpose of the present paper is to deepen and complete the analysis
in the planar case d = 2: we will succeed in characterizing all parabolic orbits
connecting two minimal central configurations as free-time Morse minimizers
(in a given homotopy class of paths). In addition, we shall link the threshold
of existence of parabolic trajectories with the absence of collisions for all the
minimizers of fixed-ends problems. Also the existence of action minimizing
periodic trajectories with nontrivial homotopy type will be related with the
same threshold.

In the plane R? we use the polar coordinates & = (rcosd,rsind) = (r,9)
(despite the ambiguous notation, it will always be clear from the context wether
a pair denotes either cartesian or polar coordinates). Under this notation any
(—a)-homogeneous potential V' can be written as

where

U(¥) := V(cosd,sin?).

The potential V' is then a generalization of the anisotropic Kepler potential (ex-
tensively studied for instance in [16, 17, 21, 22, 23]), which actually corresponds
to the value 1 of the parameter o and a specific U. For such potentials, it is
well known that parabolic trajectories admit in/outgoing asymptotic directions
which are necessarily critical points of U(9): these are called central configura-
tions. We are mostly interested to parabolic trajectories connecting two minimal
central configurations. To be more precise, given

0 <91 <Vy < 2m,
we define the sets of potentials
for every 9 e Rand i =1,2
UW+2m)=U(9)

UW) >UW) =Us) >0 (°
U (8;) > 0

U=Uy,9, =3 U eC*R):



and, with a slight abuse of notation,

V:={V=Ua):Uecland a € (0,2)}

ra’

:{V c®@\{0): v(e) = LY vevanda e (0,2)}.

For a given V' € V, we introduce the action functional

b
A(z) = A(la, b; 2) ;:/ %|¢(t)|2 + V() dt.

In our previous paper [5], we introduced the set of Morse parabolic minimiz-
ers associated to A and having asymptotic directions £~ = (cos ¥, sin ;) and
&+ = (cos¥a,sinvy). Nonetheless, since R? \ {0} is not simply connected, as a
peculiar fact in the planar case one can also impose a topological constraint in
the form of a homotopy class for the minimizer, for example imposing h € Z
counterclockwise rotations around the origin. Lifting such a trajectory to the
universal covering of R? \ {0}, this corresponds to joining ¥; with ¥5 + 2hm.
Motivated by these considerations, we introduce the set

O =0y,9, ={0€eR: Y =1; +2nm for some n € Z and 7 € {1,2}}

and, given ¥~ # 97 in Oy, », (or, more in general, ¥~ # 9T central configura-
tions), we define the following class of paths.

Definition 1.1. We say that x = (r,9) € H._(R) is a parabolic trajectory
associated with 9=, 97 and V, if it satisfies equations (1), (2) and

e mineg7(t) > 0;
o 7(t) — +o0, ¥(t) — 9*F ast — Foo;
We say that x is a (free time) parabolic Morse minimizer if moreover there holds

o for every t1 < ta, ty < th, and z = (p,¢) € H(t},t}), there holds
p(ty) =r(t), C(t)) =9(t:), i=1,2 = A(ltr,t2]s2) < A([th, 15]; 2).

(this last property actually implies (1), (2)). A fized time minimizer fulfills
the above minimality condition only with t; = t;.

Under the previous definition the following holds.

Theorem 1.2. Let U € U and 9,9 € ©, 9~ # 97 be fized minimal central
configurations; then

e there exists at most one & = a(¥~,97,U) € (0,2) such that V = (U,«)
admits a corresponding parabolic trajectory associated with (9,91, U) if
and only if a = a;



+

e cvery parabolic trajectory associated with 9=, 97 and U is a free time

Morse minimizer;

o if |97 — 97| > 7w then there exists exactly one & such that V = (U,«)
admits a corresponding parabolic Morse minimizer if and only if o = .

Let us point out that, if |97 —9~| < 7, such a number &(9~, 9, U) may or
may not exist depending on the properties of U.

To proceed with the description of our results, let us extend the function
a(9~,97%,U) to the whole of the possible triplets (97,97, U) € © xU by setting
its value to zero if there are no parabolic trajectories for any «. This exponent
can be related to the presence/absence of collisions for both the fixed time and
the free time Bolza problems within the sector defined by the angles ¥~ and
97T,

The problem of the exclusion of collisions for action minimizing trajectories
has nowadays a long history, starting from the first elaborations in the late
eighties, e.g. [1, 15, 14, 11, 12, 27, 28] up to the extensive researches of the last
decade, mostly motivated by the search of new symmetric collisionless periodic
solutions to the n—body problem (e.g. [9, 10, 6, 18]). Starting from the idea
of averaged variation by Marchal [25, 8], later made fully rigorous, extended
and refined in [19], a rather complete analysis of the possible singularities of
minimizing trajectories has been recently achieved in [3]. In the literature,
minimal parabolic trajectories have been studied in connection with the absence
of collisions for fixed-endpoints minimizers. More precisely, as remarked by Luz
and Maderna in [13], the property to be collisionless for all Bolza minimizers
implies the absence of parabolic trajectories which are Morse minimal for the
usual n—body problem with @ = 1. On the contrary, minimal parabolic arcs
(i.e., defined only on the half line) exist for every starting configuration, as
proved by Maderna and Venturelli in [24].

A special attention has been devoted to minimizers subject to topological
constraints and to the existence of trajectories having a particular homotopy
type (see e.g. [20, 26, 2, 25, 29, 7]). For such constrained minimizers the aver-
aged variation technique is not available, and other devices have to be designed
to avoid the occurrence of collisions. Starting from [29], motivated by the search
of periodic solutions having prism symmetry, a connection has been established
between the apsidal angles of parabolic trajectories and the exclusion of colli-
sions for minimizers with a given rotation angle. In fact we can now draw a
complete picture of the role played by the parabolic orbits in the solution of the
collision-free minimization problem with fixed ends.

Definition 1.3. Given a potential V, we say that x = (r,9) € H(t1,t2) is a
fixed-time Bolza minimizer associated to the ends x1 = r1€*¥1, o = 19€"¥2, if

o r(t;) =r; and ¥(t;) = @i, 1 =1,2;
e for every z = (p,¢) € H'(t1,t2), there holds

p(ti) =1, ((ti) =i, i=1,2 = A([t1,t2];z) < A([t1,t2]; 2).



If mingep, 4, 7(t) > 0 we say that the Bolza minimizer is collisionless.

Theorem 1.4. Let U € U, 9= # 9T € ©, and consider a perturbed potential

It
V= &a)—i—W, with V € CY(R*\ 0), a > o/ and
T
hn%ra’ (W (z) +r|VW(z)]) =0. (3)

If a > a(U,97,97) then all fized-time Bolza minimizers associated to x1 =
(r1,p1) and T2 = (ra, pa2) within the sector [9~,97F| are collisionless.

It is worthwhile noticing that, if conversely @ < @(U,9~,9%), then there
are always some Bolza problems which admit only colliding minimizers. In
addition, the very same arguments imply, when « = a(U,9~,97), the following
statement, which gives a variational generalization of Lambert’s Theorem on the
existence of the direct and inverse arcs for the planar Kepler problem ([25, 30]).

Proposition 1.5. Let U € U, 9~ # 9t € O, and V be a perturbed potential
as in the previous theorem, with o = a(U,9~,97%). Given any pair of points x1
and x in the sector (97 ,97), all fived-time Bolza minimizers associated to x1,
xo within the sector [0~ +&,9% — €|, for some € > 0, are collisionless.

Some further interesting consequences can be drawn, in the special case when
9T = 9~ +2km, which connect the parabolic threshold with the existence of non-
collision periodic orbits having a prescribed winding number (this is connected
with the minimizing property of Kepler ellipses, see [20]).

Theorem 1.6. Let U € U be such that all its local minima are non-degenerate

U0
global ones, and consider the potential V = % Given any integer k # 0 and
r
period T > 0, if
a> a(U,9%,9% 4+ 2kw) ,  for every minimum ¥* of U, (4)

then any action minimizer in the class of T —periodic trajectories winding k times
around zero is collisionless.

The outline of the paper is the following: in Section 2 we exploit some
results due to Devaney [16, 17] in order to rewrite equations (1), (2) in terms of
an equivalent planar first-order system; this allows us to develop a first phase-
plane analysis of the dynamical properties of parabolic trajectories. In Section
3 we turn to the variational properties of zero-energy solutions. In Section 4 we
prove Theorem 1.2 in the particular case in which 7 < 97 — ¥~ < 27. Finally
Sections 5 and 6 are devoted to the end of the proof of Theorem 1.2 and to the
proofs of Theorems 1.4, 1.6, respectively.

2 Phase Plane Analysis

Following Devaney [16, 17], an appropriate change of variables makes the dif-
ferential problem (1), (2) equivalent to a planar first order system, for which a



phase plane analysis can be carried out. This allows a first investigation of its
trajectories from a dynamical (i.e. not variational) point of view.

Let U € Uy, »,, and let us assume for simplicity that U is a Morse function,
even though the only important assumption is that 191, 92 are non-degenerate.
Introducing the Cartesian coordinates g1 = r cos®, g2 = rsin? and the momen-
tum vector (p1,p2) = (41, ¢2), we write equations (1) and (2) as

G =p1
g2 = po
p1 =04 (r U (V) =
P2 = 0g, (r*U(V)) =

and

1 U
B (Zﬁ"‘pg) = e

Since U(¥) > U(th) = U(W2) =: Umin > 0, we have that |p| # 0. As a
consequence, for every solution of the previous dynamical system we can find

smooth functions z > 0 and ¢ € R in such a way that p; = r~*/2zcos g,
p2 =1~ */?zsin . These functions satisfy
z=/2U (V)
and
=122z (cos cos ¢ + sin¥sin @) = r~*/?z cos(p — V)
0 =r"172/2; (cos¥sin g — sin cos ) = r~17/2zsin(p — V)

5 =172 (9) sin(p — 0)
¢ = Lr=1=0/2 [ (9) cos(ip — ) + alU () sin(p — V)]

This system has a singularity at » = 0 that can be removed by a change of time
scale. Assuming r > 0, we introduce the new variable 7 via
dt
dr

— ZT1+0¢/2

in order to rewrite the dynamical system as (here “’” denotes the derivative
with respect to 7)

7 =rz%cos(p — ) = 2rU(9) cos(p — )
2l = zU'(9)sin(p — ¥)

¥ = 22 sin(p — 9) = 2U (9) sin(p — 9)

¢ =U'(9) cos(p — 9) + aU (D) sin(p — 9),

which contains the independent planar system

¥ = 2U(9) sin(p — 9)
@ =U'(9) cos(p —9) + aU(9) sin(p — 9).



It is immediate to see that the systems above enjoy global existence, and that
the stationary points of (6) are the points (9*,¢*), where U'(9*) = 0 and
sin(p* —9*) =0

Theorem 2.1 (Devaney [17]). The path x = x(t) satisfies (1), (2) if and only
if (9, ) satisfies (6) (and (r,z) satisfies (5)).
The function
u(7) = VU(I(7)) cos (p(7) = I(T)),
is non-decreasing on the solutions of (6), which correspond to
o saddle-type equilibria (9*,9* + hx), U'(9*) =0, U"(¥*) > 0 and h € Z;

o sink/source-type equilibria (9*,9* 4+ hr), where U'(9*) =0, U"(¥*) < 0
and h € Z;

e heteroclinic trajectories connecting two of the previous equilibria.

To every trajectory of (6) there corresponds infinitely many trajectories of (5),
all equivalent through a radial homotheticity.
The corresponding solutions of (1), (2) satisfy the following:
o if
cos(p — ) — +1 as T — +o0, (7)

then x is globally defined and unbounded in the future/past (in t);

o if cos(p — V) — F1 as 7 — +oo, then t(r) — T+ € R and x(t) — 0 as
t—T4.

In Figure 1 we describe the phase plane for the dynamical system (6) when
U is isotropic and in particular for the Kepler problem. On the other hand,
if we take into account an anisotropic potential U in the class Uy,9, and a
homogeneous extension (U, a), o € (0,2), then we can deduce the following
result (by time reversibility, it is not restrictive to assume that 9= < 9+).

Corollary 2.2. Let 9~ < 9T belong to Oy,9, and let x = rs be an associated
parabolic Morse minimizer for (U,«). Then (a suitable choice of) the corre-
sponding (U, ) is an heteroclinic connection between the saddles

(9,9 + ) and (9, 97).
Moreover ¥ is strictly increasing between 9~ and 9.

Proof. Since ¥F are minima for U we have that (¢, ¢) connects the two saddles

(say)
(97,9 + hym) and (97,97 + hom),

in such a way that

lim [p(7) —9(7)] = hy, lim [o(T) —9(7)] = hom.

T——00 T—+00
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Figure 1: the figure sketches the phase portrait of (6) when U(¥) = 1. The
dynamical system reads ¢’ = (a/2)9¥ = asin(¢ — ), which critical points
satisfy ¢ = ¥ + km, k € Z. Trajectories lie on the bundle ¢ = (a/2)¥ + C,
C € R, and, recalling condition (7), we deduce that parabolic solutions coincide
with heteroclinic connections departing from points on ¢ = 9 + (2k 4+ 1)7 and
ending on ¢ = ¢ + 2k, for some k € Z. For instance, when k = 0, we obtain
heteroclinics connecting (9*,9* + ) to (27/(2 — «) + 9*,27/(2 — ) + ¥*), for
some ¥* € R. Going back to the original dynamical system, this implies that
parabolic motions exists only when the angle between the ingoing and outgoing
asymptotic directions is 27/(2 — «); let us emphasize that such angle is always
greater than m. When o« = 1, i.e. in the classical Kepler problem, this angle
is 2m: the heteroclinic between (¥*,9* 4+ 7) and (27 + U, 27 + 9*) actually
describes a parabola whose axis form an angle ¥* with the horizontal line.

Since z is globally defined, condition (7) holds, yielding cos(h;w) = —1 and
cos(hem) = 1, that is h; is odd while hg is even. Since v is non-decreasing, we

have that
- Umin = U(_OO) < U(T) < U(+OO) =V Umin-

Now we observe that
V= (2—a) U] Psin? (p —0) = (2 - )VTO) [UW) —v*],  (8)

hence v strictly increases. Then sin (¢ —¥) # 0, therefore also ¥ is strictly
monotone. Since ¥~ < 9T we obtain that ¢ increases. But this finally implies
that sin (¢ — ) > 0, for every 7. Summing up all the information we deduce
that

h1 =ha + 1. O

Motivated by the previous result we devote the rest of the section to study the
properties of the stable and unstable trajectories associated to the saddle points
of (6), in dependence of the parameter a.. To start with, using equation (8), we
provide a necessary condition for the existence of saddle-saddle connections.



Lemma 2.3. Let us assume that for some o € (0, 2) there exists a saddle-saddle
connection for (6) between (9,9~ +7) and (9T,97). Then

2w 4 . Ui
<a<2— ——arcsin o

9_ =
I+ — 9= It — 99— Umax

3

where Upin < U(9) < Unax, for every 9.

Proof. Let (9,¢) be such an heteroclinic. Reasoning as in the proof of the
previous corollary, one can deduce that both v and ¥ are (strictly) monotone in
7. It is then possible to write v = v(7(«})) =: ©(«}) obtaining that

lim 9(8) = £/Tonin-
9—9E

With this notation we can write

do godr 2—a\JUW)U®W) —v* 2-« —
@_U(T)@_ 2 U®W) sin(p—19) 2 ve) -

Integrating on ¥ € [¢,97], we obtain on one hand

2 Umin dv 2
It -9 < = 9
_Q—Q/m\/Umin—zﬂ 2 -« )

and on the other hand

2 [VUmin dv 4 Uni
It -9 > / = arcsin |/ ———. (10)
2 -« ~VTUmin \/Umax_vz 2 -« Umax O

Using the previous arguments, together with standard results in structural
stability, it is already possible, for appropriate values of «, to show the exis-
tence of saddle-saddle heteroclinic connections (see Figure 2). In any case, if
in principle saddle-saddle connections occur only for particular values of o, on
the other hand, whenever 9% are minima for U, for every o they correspond to
saddle points. The above techniques allow us to study the dependence of their
stable and unstable manifolds on a.

Lemma 2.4. Let (¢, ) denote the (unique, apart from time translations) unsta-
ble trajectory emanating from (9~ ,9~ +7) with increasing 9. Then it intersects
the line p = ¥+7/2 in an unique point with first coordinate I =9 (o). More-
over O is strictly increasing on (9~,97] and on the same interval p = pa (V)
can be expressed as a function of ¢. Finally,

ay < ag  implies 97 (a1) <9 (ag)

and pa, (9) < @a,(¥) on (V7,97 (a1)] (see also Figure 3).
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Figure 2: the two pictures represent the phase portrait of the dynamical system
(6) with U() = 2—cos(29), when o = 0.5 (at left) or o = 1 (at right). We focus
our attention on the saddles (0,7) and (7, 7) (that satisfy condition (7)): from
the mutual positions of the heteroclinic departing from (0, ) and the one ending
in (7, 7) we deduce that the two vector fields are not topologically equivalent.
By structural stability we infer the existence, for some @ € (0.5,1), of a saddle
connection between (0, 7) and (m, 7).

Proof. To start with we observe that, for any a € (0,2), the linearized matrix
for (6) at (9,9~ + ) is

J_:Umin( 27 _2>7
a—p- -

where = = U”(97)/Umin. The eigendirection correspondent to the heteroclinic
emanating from (97,9~ +7) is v~ = (1,vy) = (1,1 — A /2), where A\ =

(2 —a++/(2—-a)2+ 8u*) /2 is the positive eigenvalue of J~; hence

_ _ 1 a 1
0221}2(04):5—1—1—1 (2—a)24+8u~.
On one hand, we have that
d 1 2 -«
—vy (@) = - + >0,
a2 (=7 4/(2 - a)? +8u~

implying that, for different values of «, the corresponding unstable trajectories
are ordered as claimed near (¢~,9~ 4+ 7). On the other hand, since v, < 1,
we have that the trajectory is contained in the strip 7/2 < ¢ — ¢ < 7 for large
negative times.

Now recall that, as above, v(—00) = —+/Unin and that both ¢ and v are
strictly increasing whenever v is smaller than /Unin. We deduce that there
exists exactly one 7 such that

v(#) =0, or equivalently  ¢(7) = 9(F) + g

10
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Figure 3: the unstable (resp. stable) manifold emanating from P = (¢~ ,9~ +m)
(resp. entering in Q = (9F,91)), and its dependence on «, according to Lemma
2.4 (resp. Lemma 2.5). Here a1 < as.

As a consequence the value 9~ = 9(7) is well defined and, reasoning as in
Corollary 2.2 and in Lemma 2.3, we can invert ¥ = 9(7) on (—oo,7]. We
deduce that we can write

dpo o U'(W)

Pa(V) = p(r(9)), where —=F =2 2U(0)cotan(@a—ﬁ) on (¥7,07]. (11)

To conclude the proof we have to show that, if a1 < ag, then @q, (¥) < @q, ()
where they are defined. To this aim, let by contradiction ¥* > ¥~ be such
that ©a, (9) < @Yo, (9) on (V7,9%), and @, (9*) = @a, (9*). But the above
differential equation implies

d((paz B (poa) (19*) _ Qg — O

a0 5 >0

a contradiction. O

Arguing exactly as above one can prove analogous properties for the stable
manifolds.

Lemma 2.5. Let (9, ¢) denote the (unique, apart from time translations) stable
trajectory entering in (97,97) with increasing 9. Then it intersects the line
¢ = 9+ /2 in an unique point with first coordinate 9t = 9T (a). Moreover
0 is strictly increasing on [0F,97) and on the same interval o = o (V) can be
expressed as a function of 9. Finally,

o <oy implies 07 (1) > 07 (ag)

and 9o, (9) > Gay (9) on [7* (ar), 9").

11



By uniqueness, the above unstable/stable trajectories can not be crossed by
any other orbit. To be more precise, we have the following.

Corollary 2.6. Let
9* € [07,97] such that U'(9*) =0

be any central configuration, and 7 be a trajectory of system (6) emanating from
(9*,9* + ) and intersecting the set

E:_{(ﬁ,ga):ﬁ§19§19+,19+g§ga§19+3§}.

Then, if v exits from X, it must cross either the union of the segments

. A 3
{7 v <t p=v+ 7}, {19— <9 <9 (a), so=z9+§},
or the vertical lines ¥ = 9*. Analogously, for a trajectory asymptotic (in the
future) to (9%,9*), the entering set in

s ={W,0): ﬂ‘gﬂgﬂ*,ﬁ—ggwgzﬂ—g}
s the union of the segments

{1§+(o¢)§19§19+,g0:19—g}, {ﬁ*gﬁg&*(a),ga:ﬂng},

and of the vertical lines 9 = 9*.

Proof. We prove only the first part. If ¥* = 9~ then v = ~;, the unique
unstable trajectory emanating from the corresponding saddle point with ¢ in-
creasing considered in Lemma 2.4; but then it exits from ¥ through the point
(97 (), 9~ (a) +7/2). In the same way, if 9* = 9T then v = 5, the unique un-
stable trajectory emanating from the corresponding saddle point with ¢ decreas-
ing (recall that, if (9(7), p(7)) solves (6), then also (Y(—7), o(—7)+7) does); in
such a case the exit point is (97 (), 91 (a) + 37/2). Finally, if 9= < 9* < 97,
then « must lie above y; and below 72, and the assertion follows. O

The angles 9% (a) defined above represent the (oriented) parabolic apsidal
angles swept by the parabolic arc from the infinity up to the pericenter. As a
consequence of the previous arguments, the appearance of a parabolic trajec-
tory associated with the asymptotic directions (9~,9T), or, equivalently, the
existence of a heteroclinic connection between (9,9~ +7) and (J+,97") can be
expressed in terms of the corresponding apsidal angles. Summing up, we have
proved the following.

Proposition 2.7. Let U € U, ¥~ < 9T € O, and the monotone functions
97 (a), 9 () be defined as in Lemmata 2.4, 2.5, respectively. Then system (6)

12



admits a heteroclinic connection between (9~,9~ + m) and (97,9%) for some
value a = & € (0,2) if and only if

V(@) =97 (a).
In particular, if such a value exists, then it is unique.

The function & can be extended to all the possible triplets U € Uy, 9, and
97,91 € Oy,y, as follows:

Definition 2.8. For any triplet U € U, 9~ < I € O, we define the function

a(v=,97,0) = inf{a €(0,2): 97 (a) > 19+(a)}

If 9= > 9" we define a(9—,97,U) = a(@*t,9~,U).

In this way, the previous proposition proves the first point of Theorem 1.2.

As a final remark, let us notice that the apsidal angles defined above, and
the corresponding stable/unstable trajectories, act as a “barrier” for any hetero-
clinic traveling in the strip 9~ < ¢ < 9% and corresponding to a (not necessarily
minimal) parabolic trajectory. Such kind of arguments will turn out to be useful
in the proof of Theorems 1.4 and 1.6.

Proposition 2.9. Let U € U, 9,97 € ©, and let us assume that
a>a(,9%,0).

Then (U, ) does not admit any (not necessarily minimal) parabolic trajectory
completely contained in the sector [9~,9T].

Proof. By Theorem 2.1 (and in particular condition (7)) such a parabolic tra-
jectory & = xz(t) would correspond to an heteroclinic connection for system (6),
joining an equilibrium (say) (9*,9* 4+ ) to another one (9** 4+ 2hm, 9** 4+ 2h7),
with h integer. We want to prove that such a trajectory, under the above as-
sumptions, can not be completely contained in the strip [0, 97| x R.

To start with, we observe that h must be equal to either 0 or 1. Indeed,
the function v(7) is non-decreasing along any trajectory, and v = 0 whenever
¢ = ¥+ 7/2+ knm, k integer. W.l.o.g we can assume h = 0, so that the
trajectory we are considering joins (9*,9* + ) to (¢**,9**). Let us assume by
contradiction that it is completely contained in the strip [9~, 97| x R; but then,
using the notations of Corollary 2.6, it must both exit ¥ and enter Y’, across a
single point belonging to the line ¢ =¥ 4+ 7/2 and the strip. This immediately
provides a contradiction with the selfsame corollary, since

a>a = 9 (@) > 9T (a). O
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3 Minimality Properties near Equilibria

The purpose of this section is to develop a first investigation about the mini-
mality properties of zero energy solutions of (1) with respect to the Maupertuis’
functional

b b
Iw) = atha)i= [ GlaP de [ Vi) a
where V = (U, ) € V. Indeed let us recall that

min {A([a’, V]y): o <V,ye H'(d,b) + further conditions} =
min{ 2J([a,b];z) : x € H'(a,b) + same conditions}

for every (fired) a < b, indeed J is invariant under reparameterizations (see
[1]). As a consequence, every parabolic trajectory is a critical point of J, at
least when restricted on suitably small bounded intervals.

In particular, we want to evaluate the second differential of J along zero-
energy critical points. In order to do this, we first perform a change of time-scale
essentially equivalent to the Devaney’s one we exploited in Section 2. In polar
coordinates J reads as

J(r, ) = / b% [2(0) +29(0)] a / TUOW0) 4,

ro(t) '

introducing the time-variable

¢
()= [ e g
we obtain (noting with a prime “’ 7 the derivative with respect to 7 )
1 ) ) .
J(r,9) :/ 3 |:(T_(2+O‘)/47°/) + (r(2—a)/40/) :| dT'/ T<2_a)/2U(19) ar

where r and ¥ depends now on 7, and

b
_2ta
T*:/r z dt.
a

We introduce the change of variables

in order to obtain the Maupertuis’ functional depending on (p, ), i.e.

J(p,9) = F(p,9) G(p, V),
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where

*

Fod) = [ ol 0. Gl = [ ).

The energy relation (2) written in terms of 7, p and ¢ yields F(p,¥) = G(p, ).
Let now (p, ) be a critical point of J, then
A7 (p,9) = dF(p,9) G(p,9) + F(p, 9) dG(p,9) = 0:

from the energy relation we then deduce that if (p,d) is a zero-energy critical
point for J then dF(p,9¥) = —dG(p,?); as a consequence we can write

d*J(p,9) = G(p,9) [d*F(p,9) + d*G(p, V)] — 2[dG(p,V)]".

More explicitly, given a compactly supported variation (A, £) and a zero-energy
critical point for J, (p,d), we have that

*

EF(p, DM E), (A €)] = / i

2-ay

*

4G(p, D)\, €) = / " 9pAU(0) + U (9)e dr,

(X)? + (') +49'E' pA + (')A dr,

6090 . 0] = [ " 9NUW) + AU (96 + U ()€ dr

In the rest of the paper we will prove that trajectories asymptotic to mini-
mal central configurations are indeed, at least locally, minimizers for J. The
main result of this section concerns the non-minimality of trajectories which are
asymptotic to “sufficiently” non-minimal central configurations.

Proposition 3.1. Let ¥ be such that U'(J) = 0, and let (p,9) be any critical
point of J, defined for T € [0,400), such that (1) — ¥ as 7 — +oo. Finally
let a be such that

_ 2 a)? _
v () < - 20 ). 12)
Then, for o' < b sufficiently large, (p, V) restricted to (a’,b’) is neither a mini-
mum for A, nor for J.

Proof. We prove the result for the Maupertuis’ functional J, indeed the com-
putations for the action are similar but simpler (recall that, under the above
notations, A(p,¥) = F(p,¥) + G(p,?¥)). More precisely, we are going to pro-
vide a compactly supported variation (0,&) along which d2J(p,d) will result
negative. By the above calculations we have

d*J(p, 0)[(0,€), (0,6)] =
b % % 2
| vy ar [ 1er oo dr—2</ pQU’w)&dr,)

’ a’ ’

.
<c / P [(€)2 + (u+2)e?] dr,

’
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where C' > 0, € > 0 is small, @’ <V’ are large and p := U"(¥9).
Now, we claim that the solutions of the linear equation

(p*€") = (u+ 2¢)p*¢ (13)

have infinitely many zeroes for 7 large; as a consequence, choosing a’, b’ to be
two of such zeroes, testing with £ and integrating by parts, one would obtain

b b’
[ rler+ o] ar——< [ pear<o,
providing the desired result.

In order to establish the oscillatory nature of equation (13) we will apply
Sturm comparison principle. First of all, by combining the Euler-Lagrange
equation for p

16
mﬂ” = (0')?p +2pU (0),
and the zero-energy relation
S () L) = U
(2 —a)? 2 ’

we have that the function
p'()
p(T)

on [0, +00). But then, since ¥(7) — 9 as 7 — 400, by elementary comparison
we easily obtain

satisfies p' = —2p% +

p(7) =

o 20 [E=ap
=T p(7) s

U@W) =: 7.

We finally infer that, for some constant k, and for 7 large, there holds p(7) <
ke(te)T But then Sturm comparison principle applies to (13) and to

(k2€2('y+€)7—§/)/ _ (,U + 2E)k2e2(v+a)7—€7

yielding that every nodal interval of the second equation contains (at least) one
zero of the first one; to conclude we observe that this last equation writes

" +2(v+e)f — (n+2e)€=0,

which is oscillatory if and only if, for some € > 0, there holds (y+¢)2+ (u+2¢) <
0, i.e. if and only if
pw< =2 o

Corollary 3.2. Let ¥ be such that U’ (V) = 0, and let =, defined fort € [0, +00),
be a solution of (1), (2), such that x(t)/|z(t)] — (cos?,sind) as t — +oo.
Finally let « satisfy condition (12). Then, x can neither be a free-time Morse
minimizer, nor a fized-time one.
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Let us mention that this result completely agrees with the one proved, in
the complementary case of collision trajectories, in [4]; on the other hand, quite
surprisingly, it is not clear wether trajectories corresponding to “not too-strict”
maxima for U (i.e. maxima such that —y? < U”(¥) < 0) may be minimizers
for J.

4 Constrained Minimizers

In this section we prove Theorem 1.2 in the case in which 97,91 € Oy, ¢, are
such that
<9t —97 < 2.

By time reversibility, also the case —27 < ¥+t — 9~ < —7 will follow. In such
situation the results in [5] apply almost straightforwardly; we summarize them
here, making explicit the minor changes we need in the present situation.

The main idea is that, since parabolic minimizers exist only for special values
of a, one first introduces more general objects which, on the contrary, exist for
every .

Definition 4.1. We say that x = (r,9) € H]_(R) is a constrained Morse
minimizer if

e min; r(t) =1;

o 7(t) — +oo, I(t) — 9*F ast — Foo;

o for every t1 < to, t) < th, and z € H(t},t}), there holds

2(t)) = x(t;), i = 1,2, min |z| = min r
[t1:t5] [t1,t2]

= A([t1,t2];2) < A([t], t5]; 2).

We denote with M = M(U, «) the set of constrained Morse minimizers.

As for Definition 1.1, also the previous definition makes sense for any pair
of central configurations, not necessarily for minimal ones. From this point of
view, Proposition 3.1 provides a necessary condition for M to be non-empty, in
the case of non-minimal central configurations. In any case, when not explic-
itly remarked, we will always refer to constrained minimizers between minimal
asymptotic configurations.

The following two lemmas describe the main properties of constrained min-
imizers; they are a direct consequence of the theory developed in [5], Sections 5
and 6.

Lemma 4.2. For every a € (0,2) the set M is not empty. If x = (r,9) € M
then (up to a time translation) there exist t, < 0 < t.. such that:

1. r(t) = 1 if and only if t € [ts,tus], 7(t) < O (resp. > 0) if and only if
t < ti (resp. t > tus);
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2. x satisfies (1) for every t & [t.,twx] and (2) for every t;
3. one of the following alternatives hold:

(a) t. < tes, T is Ct for every t, 7 =0 in [ty ts];
(b) t. =t =0 and x is C* for every t;
(¢) te =twx =0 and & has a jump discontinuity at 0, with

—+(07) =7#(0") >0,  9(07)=9(0").

Definition 4.3. In view of the previous lemma, for any x = (r,9) € M we
define its (angular) position and velocity jumps respectively as

Apos(@) = [0(tes) =98], Ava(@) = (EL) —7(£))]

(in particular they can not be both different from 0, while they are both 0 if and
only if alternative (b) above holds).

Lemma 4.4. Let 0 < ay < ag < 1 and let us assume that there exists x; €
MU, ), i = 1,2, such that

Apos(z1) >0 and  Ave(z2) > 0.
Then there exist & € (aq,a2) and T € M(U, &) such that
ANpos(Z) = Avel(T) =0 and T is a corresponding free Morse minimizer.

In the planar case, the general theory we have recalled above can be com-
plemented using the results about the Devaney’s system that we obtained in
Section 2.

Remark 4.5. Letx = (r,9) € M and t. <0 <ty be as in Lemma 4.2. Via the
variable and time changes introduced in Section 2, we can define T, < 0 < Ty
in order to obtain that x|,y corresponds, in the phase plane of system (6), to
a part of the unstable trajectory emanating from (9~ ,9~ 4+ ), with ¥ increasing
(and 7 < 7.); moreover ¥~ < 9 < 9~ (a) along the trajectory (both this facts
descend from the fact that, for t < t., 7 is negative, and thus also 1’ is for
T < 7). Analogously, x|r4~q..y corresponds to a part of the stable trajectory
entering in (0,97 (with T > 7..), and 97 (a) <9 < 9F.

Finally, for 7 € (7w, Twx) (whenever such interval is non empty), (9, ¢) lie
in a 1-to-1 way on the line of equation ¢ = ¥ + w/2. In particular, (9, ¢) is
completely contained in the strip

»

{Wp): 9 <9<t I<p<d+m}.
Taking into account Lemmata 2.4 and 2.5 it is possible to give a full char-

acterization of constrained Morse minimizers in terms of the functions V¥ («)

there defined.
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9™ () ‘1§+(a) Yo

Figure 4: on the left, a position-jumping constrained minimizer between P =
(97,9 +7) and Q = (9F,97), with Apes(za) = 91 () =0 (a). On the right,
a velocity-jumping one; in such a case, the jump discontinuity is symmetric with
respect to (Jg, Yo + 7/2) (see equation (14)).

Proposition 4.6. Let U € U, a € (0,2), 9T as above. Then the corresponding
constrained Morse minimizer xo is unique (up to time translations) and (see
also Figure 4)

o Apos(a) > 0 if and only if 9~ (a) < 97 (a);

o Avel(24) > 0 if and only if 9~ (o) > 97 (a);

o Apos(a) = Avel(za) =0 if and only if 19’(04) = 1§+(a).
Proof. Let xo be any element of M(U, «) and let us denote with (J,¢) the
corresponding arc in the Devaney’s plane. Moreover, let 7, < 0 < 7y, be the
values of 7 corresponding to t, t.«, respectively.

We start by assuming that Aye(x,) > 0. This means that 7 never vanishes,
it is not defined in ¢, = t,, =0, and —(07) = #(0") > 0. Since z,, and hence

¥, are continuous, we obtain that ¢ must be discontinuous. More precisely,
letting ¥ := 9¥(0) and recalling system (5), we have that

—2U () cos(p(07) — o) = —1'(07) = 7'(07) = 2U () cos(p(0™) — Do),
which implies (recall also Remark 4.5)

p(07) +(07)
2

s

= + (14)

[\)

On the other hand, for 7 negative (resp. positive) we have that ¢ must be
greater (resp. lower) than ¢ + 7/2. Recalling Lemmas 2.4, 2.5, we deduce
that ¥~ (a) > 97 (). Let us now show that, for every a satisfying this last
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condition, there exists exactly one ¥y € (9+(a), 9~ ()) such that condition
(14) holds; this, together with the fact that 7(0) = 1, will imply uniqueness
for the velocity-jumping constrained minimizer. Thanks to Lemmas 2.4, 2.5 we
have that, for ¥ € (% (a),J~()), both the unstable manifold ¢ = ¢_ () and
the stable one ¢ = ¢ (1) are well defined as functions of ¢, and that they both
satisfy equation (11), i.e.

der o  U'(W)

w 2" 2U (1)

cotan(py — 9).

Let us define the (smooth) auxiliary function ¢(9) := ¢4 (9) + o_(9¥) — 20 — 7.
Then condition (14) is equivalent to ) (y) = 0. We easily obtain £ (9% (a)) > 0
and

& o ;JU?;)) [cotan(p. — ) + cotan(p-. — V)] — 2
U’ () sin(ey) + )

—2U(9) sin(py — 9) + sin(p_ — ) (2=a).
We deduce that ¢ (g) = 0 implies d¢(dg)/d¥ < 0, so that ¢ has exactly one
zero as claimed.
Let us come to the case in which Aye(z,) = 0. Using again Lemmas 2.4,
2.5 we have that both the unstable trajectory and the stable one meet the line
¢ =19+ 7/2 in exactly one point. We deduce that, for some 7, < 7y,

Ir) =0 (a), (1) =07 (a).

This, if also Apes(za) = 0, immediately yields 9~ (a) = 9% (a). On the other
hand, let us assume that 7. < 74x. Then, by minimality, the corresponding
segment on the line ¢ = ¥ + 7/2 must be traveled with ¥ monotone; since ¥ is
C* and ¥'(7*—) > 0, we deduce that @ > 0 on [r,, 7], i.e. 97 (a) < 91 (a).
Again, in both cases, the uniqueness of z, inside its category is due to the initial
conditions 7(7.) = r(Tus) = 1.

Now the proof easily follows, indeed, in each of the two triplet of conditions,
at least one instance must occur and each one excludes the others. o

We are ready to prove our main theorem in the present case.

Proof of Theorem 1.2, case m < 97 — 9~ < 27. As already mentioned, the first
part of the theorem is a consequence of Proposition 2.7 and Definition 2.8, while
the second easily follows by comparing Proposition 2.7 and the third instance of
Proposition 4.6. To prove the last part we can use Lemma 4.4 in combination
with Proposition 4.6. In this way, we are left to show the existence of two values
a1, @y such that the order between 9~ (a;) and 19*‘(0@) is reversed by switching
between ¢ = 1 and ¢ = 2. To this aim, reasoning exactly as in the proof of
Lemma 2.3, one can prove the analogous of estimates (9), (10), that is

™

2 -
2_oéaurcsin maxgﬁf(a)—ﬁfgz_a,
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2 Ui A T
. min < + _ + < .
5 g aresin — <IT =9 (a) < 5o
Summing up and rearranging we obtain
2 3 3 4 Umin
(@ —97) - 5 _”a <0H(0) =07 (0) < (0% = 07) = g arcsing [

It is now trivial, taking into account the limitations for 9T — 97, to verify that
if oy is small then ¥~ (a1) < 91 (ay), while if ay is near 2 then the opposite
inequality holds. O

We conclude this section with a few words about the case 0 < 9t — 9~ < 7.

Remark 4.7. If 0 < 97 — 9~ < 7 then explicit conditions can be provided to
show that the number &, and hence parabolic minimizers, may or may not exist,
depending on the properties of U. For instance, if U is a small perturbation
of a constant (that is, V is an anisotropic small perturbation of an isotropic
potential), then & does not exist, recall Figure 1. On the other hand, it is
possible to construct angular potentials U with arbitrarily small 9% — 97, such
that the corresponding & exists: roughly speaking, this can be done by choosing
U wvery larger than Upin on a compact subinterval of (97,97), see Lemma 6.11

in [5].

5 General Winding Number

In the previous section we ruled out the case in which 9+ — 9~ € (, 2x]. This
section is devoted to reformulate the case

2h <9t =9~ <2(h+1)m, h>1

in terms of that previous case, completing the proof of Theorem 1.2 (again, the
case —2(h + 1)m < 9T — 9~ < —2h7 is easily treated using time reversibility).
This can be done using the following conformal change of variables.

Lemma 5.1. Let = (r,9) be defined for t € |a,b], with mingr > 0 and
y = (p,p) be defined for T € [a’, ], with min, p > 0. Let us assume that, for
some (3 > 0 there holds

r—d s /t PO=0Bqr rt)=p%(r),  I(t) = Be(r),

W =a + f; r2(=0)/8 dt. Finally, let U be 2m-periodic and

Then
b 1 -2 2 Y 1 112 (7
S +V(z)dt =5 ly'[* + V(y)dr,

o o 2
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where

V(y) = Ule) with U(p) = U(By) and & =2 - B(2 — «).

& 32
Proof. By direct computation we have
UW) _ UBy)
V = =
@==2==0

and
|:'c|2 P2 4292 = 3202022 4 32 )2 32

2
— 32262 [(p/)z _‘_pz(ﬁ/)z} (%) = 2By 2.

Substituting in the action we obtain

b v’ /12 2
/ %|CL‘|2 +V(z)dt = 52/ (p2(1—5) |y2| + U(ﬁfgg/ﬁ ) ,p—2(1—ﬁ) dr. O
a a’ Y

Remark 5.2. It is immediate to show that if U € Uy, 9,, 9 € Oy,9,, and U
oF

is defined as in the previous lemma, then U € Us, o, and 7 € Oy 0, .
A A
We are in a position to conclude the proof of Theorem 1.2. This is done
through the following proposition.

Proposition 5.3. Let 2hr < 9t — 9~ < 2(h + 1)1 for some h > 1 and let us
define
~ Va3 ~ U((h+1)9)
0* = dU®W) = st
ny1 U0 ==

Then < 9T — 9~ < 27 and

2 — a(d, 0+, 1)
h+1 ’

a9t U) =2 —

the latter being well defined by Section 4.

Proof. We have to show that (U, «), « € (0,2), admits a parabolic Morse min-
imizer if and only if « is equal to the r.h.s. of the expression above. To start

with we observe that, if

1
<92 -
¥=27y

then (U, a) can not admit a parabolic Morse minimizer. Indeed, on the contrary,
Lemma 2.3 would apply, yielding

21

9T <
I —9- =

«,

22



in contradiction with the fact that 97 — 9~ > 2hn. On the other hand, if o >
2 — 1/h, we can apply Lemma 5.1 and Remark 5.2, obtaining that trajectories
connecting 9F with potential (U, ) correspond to trajectories connecting 9*
with potential (U, &), with & = 2— (h+1)(2—«). As a consequence, in order to
prove the proposition, we simply have to show that the results of Section 4 can
be applied to this latter context. To this aim, the only non-immediate thing to
check is that & € (0,2). This is easily proved by monotonicity, since

1

1
2_E<a<2 — 1—h<d<2. O

6 Proof of Theorems 1.4 and 1.6

The strategy in the proof of both theorems is the following. To start with we
assume by contradiction the existence of a colliding minimizer and we study
a class of constrained minimization problems, restricting to the paths having
distance from the origin at least £. Next we let ¢ — 0 and perform a blow-up
procedure obtaining as a limit a global zero-energy path, which connects two
central configurations at 7 — oo and solves the equation outside the constraint.
Finally, we obtain a contradiction to the existence of such a path by exploiting
the results obtained in the previous sections. To this last aim a crucial tool
is given by the following lemma, which is a generalization of Proposition 2.9
to fixed-time constrained minimizers with Ay = 0 connecting (not necessarily
minimal) central configurations.

Lemma 6.1. Let (U, ) be fized and x = (r,9) € HL (R) be such that, for some
te <0 < ty, it holds

o z is C! and it is minimal under fived-time variations;
e |z| = o0 and x/|z| — I ast — Foo;

o r(t) =1 if and only if t € [t.,tus], 7(t) <0 (resp. 7(t) > 0) if and only if
t <ty (resp. t > tiy);

o  solves (1) fort & [t.,tws] and (2) for every t;
o there exist 9 minimal central configurations such that [9~,9F] C [9=,97].
Then o < @(9~,97,U).

Proof. Reasoning as in Remark 4.5, we can project z to the Devaney’s phase
plane. As usual, the corresponding graph consists in the junction of three arcs in
the strip: the part of an unstable trajectory emanating from (say) (¢~,9~ + )
up to A, its crossing point with the straight line ¢ = ¥+ /2; the arc of the stable
manifold entering in (13”, 1A9'+) back to B, its crossing point with the same straight

line; a segment joining the two crossings, which is traveled monotonically in ¢
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by minimality. Since ¥ must be C! across the whole junction, and trajectories
of (6) cross the line ¢ = 9 + 7/2 with increasing ¢, we infer that

Va4 < Up.

On the other hand since the whole junction is completely contained in the strip
[9~,97], Corollary 2.6 implies that

V4 >0 (0), 95 <9 (a),
and the conclusion follows from the definition of a. O

Remark 6.2. In the previous lemma o = & forces 94 = 9p and hence It =
9E.

Proof of Theorem 1.4. Taking advantage of the conformal equivariance of the
problem, arguing as in Section 4 we can reduce to the case 9+ <9~ + 27. We
argue by contradiction, assuming that for some x; = (r1,¢1), 2 = (2, ¥2)
in the sector [¥7,97] and t; < to there exists a Bolza minimizer completely
contained in the sector and traveling through the origin. As we did in Definition
4.1 for Morse minimizers, we can introduce the notion of constrained Bolza ones.
More precisely, let us consider the set of paths within the sector having the
required endpoints:

D= {z=(r0): r(t) =ri, 9(t:) = @i, I(t) € [97,97] for t € [ta,12]};

next we consider a small parameter ¢ > 0 and we compare the values of the
two following constrained minimization problems: the one featuring equality
constraint
¢t = min{A(t1,t2;2) : © € I’ and [gnitn] r(t) =¢}
1,02

with the obstacle-type problem

¢S = min{A(t1,to;z) : © € T and [lrenitn] r(t) > e}
1,02

(it is standard to prove that they are both achieved). Of course, ¢, is non
decreasing in € and c. < ¢, Ve > 0. Arguing as in the proof of Theorem 18
n [29], if ¢ < ¢ for every small positive &, then we are done. Hence, we can
reduce our analysis to the case of a vanishing sequence ¢, — 0 with c., = £
and such that the two constrained minimization problems share the same class
of minimizers. Let us take a sequence x,, of such minimizers: they can interact
with the constraints in essentially two ways. On one hand, they are C* when they
touch the lines 9 = ;; one the other hand, concerning the circular constraint
as in Section 4 we may have either Ay (zy,) > 0 or Aye(z,) = 0 (it can be
shown that the classification in terms of position and velocity jumps holds also
for fixed-time minimizers, at least for & small, see also [5], Proposition 3.6). It
is immediate to rule out the case Aye () > 0, because a local variation can be
easily produced in contradiction with the fact that c., = c¢ . Following again
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the argument of the proof of Proposition 20 of [29], one sees that the energies
are uniformly bounded along the sequence. Defining the blow-up sequence

. 1 _24a
Tn(t) = E—xn(sn 2
n

t)

we can argue as in [29] (pages 486-488) to pass to the limit and find a zero-energy
C'-path, minimal under fixed-time variations for the homogeneous potential
(U, ). We observe that such paths can not touch the lines ¥ = ¢;: indeed, it
would be a C! junction, in contradiction to the uniqueness for Cauchy problems.
As a consequence the blow-up limit consists of a pair of parabolic arcs, connected
by a circular arc, within the sector (97, 97). The two parabolic arcs have ingoing
and outgoing asymptotic central configurations 5’, U such that 9~ < 9~ <
91 <971, Since a > & this contradicts Lemma 6.1. O

Remark 6.3. The previous proof, together with Remark 6.2, immediately pro-
vides Proposition 1.5. Moreover, it is possible to show that, if a = &, then
any Bolza minimizer within the sector either is collisionless or it collides with
ingoing/outgoing directions precisely 9= and 97 .

Proof of Theorem 1.6. First of all we can take advantage of the conformal in-
variance to reduce to the case k = 1. Next we set again the constrained mini-
mization problems over the set of loops winding one time around the origin:

(o, U) = min{A(0,T;z) ; (0) =x(T) , deg(z,0) =1 and %%T(t) =c}

(here deg(z,0) denotes the topological degree of the map x). We also set

c® = liminf ¢f.
e—0
It is easy to prove that a minimizing periodic trajectory in this class corresponds
to a simple loop. We remark that, under the previous notation, our aim is to
prove that there exists ¢ > 0 such that ¢ < ¢°. This will be done in two steps.
Step 1: If every maximum of U satisfies condition (12) then there exists € > 0
such that c£(a,U) < ¢°. Indeed, if not, we would have ¢ > ¢¢ for all positive €
and hence, for every small €5 > 0, we can find a smaller €; such that

Cey oo = min{ A0, T;z) ; (0) = x(T) , deg(x,0) =1 and [réliﬁr(t) € [e1,e2)}
is achieved. In this way, we find the existence of a fixed—time constrained
minimizing trajectory with Ay = 0. Reasoning again as in [29], letting eo — 0
and going to a blow—up sequence, we find in the limit a parabolic fixed—time
constrained minimizing trajectory with Ay = 0. Now we look at its asymptotic
central configurations and we go to the phase plane. We have to deal with the
case when the corresponding trajectory connects a pair of stationary points
(9,97 + m) and (9T,97) and, by the absence of self intersections, we infer
I+ < 9~ + 2. Now, if 9~ is a maximum for U, then thanks to Corollary 3.2,
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we reach a contradiction. On the other hand, if - isa minimum, we can apply
Lemma 6.1 with [9~,9%] := [0~,9~ + 27| and obtain a contradiction with the
fact that o > d(g’,g’ +2m,U).

Step 2: if U and U share the same global minimizers, at the same level Ui,
then (o, U) = ¢(a,U). Indeed let (r(t),9(t)) achieve ¢(a,U), then also
(r(t),v*), for any ¥* minimal configuration for U, achieves the same level. On
this last path the actions with potentials U and U coincide. Therefore (e, U ) <
c“(a, U); the claim follows by exchanging the roles of U and U.

Step 3: conclusion. Let U satisfy the assumptions of the theorem. We can
always construct another Morse potential U € U, still satisfying (4), such that
min U = min U, U > U, U # U and, last but not least, U satisfies (12). Now,
by Step 1, there exists € > 0 such that ¢¢(a,U) < ¢¢(a, U), the former being
achieved by a collisionless loop Z. Evaluating the action relative to U along =
we obtain

c(a,U) < (e, 17) < o, U),

as was to be shown. O
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