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Abstract. We present a Discontinuous Petrov-Galerkin method (DPG) for finite element discretization scheme
of second order elliptic boundary value problems. The novel approach emanates from a one-element weak for-
mulation of the differential problem (that is typical of Discontinuous Galerkin methods (DG)) which is based on
introducing variables defined in the interior and on the boundary of the element. The interface variables are suitable
Lagrangian multipliers that enforce interelement continuity of the solution and of its normal derivative, thus provid-
ing the proper connection between neighboring elements. The internal variables can be eliminated in favor of the
interface variables using static condensation to end up with a system of reduced size having as unknowns the La-
grangian multipliers. A stability and convergence analysis of the novel formulation is carried out and its connection
with mixed-hybrid and DG methods is explored. Numerical tests on several benchmark problems are included to
validate the convergence performance and the flux-conservation properties of the DPG method.
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1. Introduction and motivation. Recent years have seen an always increasing use, de-
velopment and analysis of discontinuous methods in the approximation of boundary value
problems. Within this active research area, Discontinuous Galerkin (DG) formulations cer-
tainly occupy a prominent position (we refer to [19] for a survey on the state-of-the-art of the
literature on DG methods) and their success in the approximation of hyperbolic problems has
prompted for their extension to cover the case of parabolic and elliptic equations.

A considerable impulse in the direction of extending the use of DG methods to parabolic
and elliptic equations is due to the contributions given in [6, 7], where discontinuous finite
elements of high order are used in the numerical solution of the compressible Navier–Stokes
equations. Two methodological aspects in [6, 7] are of particular importance as for their
influence on later research activity.

The first aspect is the technique used to accommodate the viscous terms arising in the mo-
mentum and energy balance equations within the structure of the DG formulations tradition-
ally devoted to hyperbolic problems. The technique consists in introducing a new unknown,
related to the gradient of the conservative variables, and then providing a consistent approxi-
mation for the new unknown. This strategy is closely related to classical mixed methods and
is one of the starting motivations of the work conducted, although in different directions, in
[2, 3, 16] and in the present article.

The second aspect is the extension of the concept and use of numerical fluxes in the
treatment of boundary terms arising from integration by parts of the equations at the element
level. Numerical fluxes are a key ingredient of any performing DG formulation and must be
properly designed to impart stability and accuracy to the approximation. This is usually done
by borrowing their expression from finite volume techniques, as discussed in [3] in the case
of DG methods applied to the numerical solution of elliptic boundary value problems. The
choice of numerical fluxes in DG methods is not trivial since it must be tailored to the problem�
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at hand, leading in some cases to an involved implementation of the resulting scheme, a
drawback that is quite common to many high-order finite volume formulations.

The motivation of the Discontinuous Petrov-Galerkin (DPG) method proposed in the
present article strongly arises from this latter observation. It is indeed a fact that the values
of the variables on the element boundaries (or an appropriate representation of them) are the
ingredients to be used to provide the necessary coupling between neighboring elements. Hav-
ing this clear in mind, an alternative approach to numerical flux definition may be pursued by
introducing independent interface variables that are single-valued functions solely defined on
element boundaries (hybrid interface variables). The hybrid interface variables are suitable
Lagrangian multipliers that enforce the continuity of the displacement (the scalar variable of
the problem) and of the normal stress (the vector variable of the problem) across the inter-
faces of the finite element triangulation. By doing so, proper interelement connection can be
enforced without needing to exhibit any specific upfront recipe for the numerical flux. There-
fore, the DPG method establishes a connection between DG and hybrid methods, connection
that is presently object of analogous research activity by many authors in different areas (see
for example [21, 22, 20]).

The DPG method was proposed in [10] where a stability and convergence analysis of the
formulation was carried out in one spatial dimension. Then, the method has been applied to
the numerical solution of scalar advective-diffusive models [12, 11] and of fluid-mechanical
problems in both compressible and incompressible regimes [17].

In the present article we carry out the theoretical analysis of the stability and convergence
properties of the novel formulation applied to the solution of an elliptic boundary value model
problem in two spatial dimensions, aspect that was still lacking. We also discuss the efficient
computer implementation of the scheme, this strenghtening the connection between the DPG
methodology and classical DG and mixed-hybrid approaches. Numerical results are then
shown to demonstrate the convergence and conservation properties of the novel formulation.

The paper is organized as follows: in Sect.2 we introduce the one-element weak formu-
lation that is the starting point of the DPG approach. In Sect.3 we set up the formulation
at the continuous level and we carry out its stability analysis. In Sect.4 we introduce the
corresponding approximation and in Sect.5 we discuss the construction of appropriate finite
element spaces, addressing in particular the case of the element of lowest degree (DPG � ) for
which we carry out a stability and error analysis in Sect.6. We address the issue of an efficient
implementation of the DPG � formulation in Sect.7. In Sect.8 we present some numerical re-
sults to validate the convergence performance while in Sect.9 we assess the conservation
properties of the DPG method. Finally, in Sect.10 we end with some concluding remarks.

2. One-element formulation of the elliptic model problem. We consider the follow-
ing elliptic model problem:���	��

������� ������� ������� ���� !�"� ���$#&%'����( ���� )(*� (2.1)

where � is an open bounded set of +-, with Lipschitz continuous boundary  .�0/1� such that 0�2 �43  ( ,  �65�87 , and where � , � � and � ( are given functions. Problem (2.1) will
be referred to as the primal formulation and � as the primal unknown. Upon introducing the
auxiliary unknown 9 ���:� , problem (2.1) may be rewritten as the first order system:; ���<�=
 9 ��� ���-��� 9 ����� ���-����>�4��� ���� )�"� 9 #?%��'��( ���� )(A@ (2.2)
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Problem (2.2) will be referred to as the mixed formulation of (2.1). In this latter context
we shall refer in a generalized sense to the mixed unknowns � and 9 as displacements and
stresses, respectively.

Given a triangulation BDC of � made of triangles, we consider the following one-element
weak form of problem (2.2) (see Sect.3.1 for the notation):E�FHG B<C , find IJ9LK �M� K�N such thatOPPQ PPRTS K 9 K #&U KWV�XZY S K � K �	�=
LU K[V�X � S	\ K � \ K U \ K #?% K V^] ��_ E U K �

S K 9 K #`�Aa K V�X � S \ K 9 \ K #b% K a \ K V^] � S K � K a K V�X E a K �
(2.3)

where 9�K �c� K �dU K and a K belong to spaces of smooth vector and scalar functions defined
on
F

and where the symbols 9 \ K and � \ K represent the traces on / F of 9-K and � K , re-
spectively, properly accounting for the boundary conditions. Notice that a formal integration
by parts has been performed on both the equations in (2.2).

System (2.3) is a general setting from which both Discontinuous Galerkin and hybrid
formulations can be derived, these latter after a suitable use of integration by parts in (2.3) e
or (2.3) , . The common factor shared by DG and hybrid formulations relies on the role played
by the variables traced on the element interfaces that are the connectors demanded to preserve
the proper coupling between

F
and its neighbors.

In DG methods the interelement constraints are enforced by defining on / F specific
expressions for 9 \ K and � \ K as functions of the internal variables, the so-called numerical
fluxes (see [2, 3, 16]).

In hybrid formulations the variables traced on the element interfaces are instead suit-
able Lagrange multipliers and are additional unknowns of the problem. In particular, primal
mixed hybrid methods [34, 36] are obtained integrating by parts (2.3) e , while dual mixed
hybrid methods [14] are obtained integrating by parts (2.3) , . System (2.3) is thus in dual-
primal mixed hybrid form. In both cases a symmetric Galerkin formulation is obtained from
the nonsymmetric formulation (2.3) and only one Lagrangian multiplier is introduced, with
the conclusion that in hybrid formulations a different numerical treatment is applied to the
displacement and stress fields.

The choice of introducing independent interface unknowns as interelement connectors,
thus avoiding the need of ad hoc definition of the numerical fluxes, while preserving at the
same time a completely parithetic (and discontinuous) approximation of � and 9 on BfC , as in
DG formulations, is the main idea underlying the DPG method discussed in the forthcoming
sections.

3. The DPG formulation. In the sequel we introduce the DPG formulation and carry
out a stability and convergence analysis of the method.

3.1. Notation and functional setting. We let �'�hg F
be a regular partition BDC of the

domain � into triangular elements
F

(see [18]), i.e. we suppose that there exists a constantikjHl such that IJm Konqp^K N�r i for all
FsG B C , m K being the diameter of

F
and p	K �tcu<v"w �	�yx{z IJ|}N�~M| is a ball contained in

F:�
. We let �DC be the set of the edges of BDC , and the

edge shared by the elements
F

and
FW�

will be referred to as � K��fKL� . For each element
F�GB<C , we denote by / F the Lipschitz continuous boundary of

F
and by % K the unit outward
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normal vector along the boundary / F . We also let / F ���k/ F8�  !� , / F (���/ F��  )( .
Moreover, if a is any function defined in � , we denote by a K its restriction to the element

F
and by a \ K its restriction to the element boundary / F . Similarly, if � is any function defined
on � C , we denote by � \ K its restriction on � C � / F .

Given an integer � j _ and the real numbers � �d� G�� l ��� N , we define the following
local space����� � I F N � w a G�� � I F N�~M��� a G>� � I F N E1� � ~ � ~�rZ� � E1F�G B<C �
provided with the usual norm and seminorm ~=~ a ~�~ ��� � � K and ~ a ~ �-� �q� K . When � �0¡ , ���-� , I F N
is the usual ¢ � I F N Sobolev space (see [27]) and the simplified notation ~�~ @ ~�~ �-� K and ~ @ ~ ��� K
will be used. We also introduce the local space�W£ I �	�=
)¤ F N ��¥�¦ G I � £ I F NMN , ~ �	��

¦ G>� £ I F N&§ �
provided with the usual graph norm ~�~ ¦ ~=~ £ � ¨?© ª{� K . When �$�«¡ , the space

� , I �	��
�¤ F N is the
Sobolev space ¢�I �	��
1¤ F N (see [14]).

From now on, � and � will be chosen to be conjugate numbers, i.e., l n � Y l n ��� l . It will
be useful in the sequel to consider the space of the traces on / F of functions a G � e � � I F N
and ¦ G �W£ I �	�=
)¤ F N . Notice that the trace a \ K belongs to the space

� eM¬ £ � � I / F N , while
the normal trace ¦­#&% ~ \ K belongs to the space

� � ec¬ £ � £ I / F N ; the spaces

� ec¬ £ � � I / F N and
� � ec¬ £ � £ I / F N are provided with the following norms~=~ ¦W#?% ~=~ � ec¬ £ � £ � \ K � tMu<v®`¯^°�±³² ´{µ KL¶¸· ¦W#?%��ca�¹ \ K~=~ a ~=~ e � �q� K � E ¦ G �[£ I �	��
1¤ F N (3.1)

and ~�~ a ~�~ ec¬ £ � �q� \ K � tMuDvº»¯^°-¼½µ ¨?© ª`¾ KL¶ · ¦[#&%��ca�¹ \ K~=~ ¦ ~=~ ° ¼ µ ¨&© ª`¾ KL¶ � E a G � e � � I F N @ (3.2)

Note that for � �0�o�0¡ the quantity in (3.1) is the standard norm ~=~ ¦W#?% ~=~ � ec¬ , � \ K .
Proceeding as in [23, 24], we assume henceforth that¿ nqÀÂÁ � Á ¡	@ (3.3)

Under this condition, functions belonging to

� eM¬ £ � � I / F N need not be continuous at the ver-
tices of / F , unlike in standard dual-hybrid methods where the hybrid variable belongs to the
space

� eM¬ , � , I / F N-Ã�¢ eM¬ , I / F N and its approximation must be continuous at the vertices.
This is the main reason for assuming the limitation (3.3), which allows instead for adopting
discontinuous piecewise finite elements for the approximation of the hybrid variable on �fC at
the expense of a slightly stronger regularity on functions belonging to

� £ I �	��
1¤ F N (indeed
we have ��Ä2¡ ). While this latter extra-amount of regularity has no practical limiting con-
sequences on the choice of the finite element spaces for the approximation of functions in
� £ I �<�=
�¤ F N , the relaxed continuity requirements for the hybrid variable has the advantage
of producing an approximation of the normal stresses that is continuous on each edge of B C .
This is not the case with standard hybrid methods, where this latter important conservation
property is achieved only in an average sense over the patch of elements surrounding each
node of the triangulation.
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3.2. DPG weak formulation. We introduce the trial function spacesÅ � I � , I � NMN , � Æ�� � £ I � N �Ç � ¥^È G�É K ¯�Ê`Ë � ec¬ £ � � I / F N � È K � È K � ��� � K��ÌKL� � EfF � F.�fG B C � È K �4� � ���>/ F � E1F�G B Cf§ �Í � ¥�Î G�É K ¯�Ê`Ë ¢Ï� ec¬ , I / F N � Î K Y Î K � ��_Â��� � K��fK � � E1F � F.�fG B C � Î K �'� ( ���Ð/ F ( E1F�G B Cf§
and the test function spaces

� � ÑK ¯�Ê Ë
�[£ I �	��
1¤ F N and Ò � É K ¯�Ê Ë ¢ e I F N . We setÓ � I Æ6Ô Ç N , Õ � I Å Ô Í N and we introduce the compact notation Ö��� I �!¤ È N andÖ9 � IJ9 ¤ Î N .

The DPG weak formulation of problem (2.1) is obtained from (2.3) by introducing the
hybrid variables È and Î to represent the values � \ K and i \ K , respectively, and by summing
up on the triangles, and reads:

find IJÖ�×� Ö9�N G'Ø Ó Ô ÕAÙ such that;6Ú I Ö9 �cU N Y Û e IJÖ�×�cU N � _ E U G � �Û , I Ö9 �Ma N � I �Ì�Ma N E a G Ò � (3.4)

where I #=�&# N is the usual
� , product and where we have setÚ I Ö9 �cU N �ÝÜK ¯�Ê`Ë S K 9 #&U V�X � Û e{IJÖ�×�cU N �ÝÜK ¯�Ê`ËoÞ S K ���	�=
	U V�X � S \ K È U�#?% V^]&ß �Û , I Ö9 �ca N � ÜK ¯�Ê`Ë Þ S K 9 #&�Aa V�X � S \ K Î a V�]&ß @

Due to the simultaneous presence of the two Lagrangian multipliers È and Î , the resulting
scheme lacks the formal symmetry of a standard Galerkin mixed-hybrid formulation and
becomes a Discontinuos Petrov-Galerkin method for the numerical approximation of second
order boundary value problems. It is characterized by a completely equal treatment of the
mixed variables � and 9 . Indeed, since the integration by parts has relaxed all the regularity
requirements on � and 9 at the expense of more regular test functions U and a , an equal-order
interpolation for these internal fields is allowed in the finite element approximation of (3.4).

Whenever continuous test functions U and a are used in (3.4), we recover the Dual-Primal
method proposed and analyzed in [29]. Therefore, the DPG method can be fully regarded as
an hybridization of the above mentioned scheme. Furthermore, the mixed system obtained
by taking continuous test function spaces on � for 9 and � in (3.5) e and (3.7) e yields, upon
summing over B C , the Primal-Dual formulation proposed and analyzed in [38].

REMARK 3.1. Equation (3.4) e may be thought as derived from the following integral
form

S K Ià9 K �Ï�A� K N #`U KWV�XZY S \ K I � \ K � È \ K Ná� \ K V�] ��_ E U!� � � (3.5)

where U and � are smooth enough test functions. Choosing � \ K �«U K #`% K ~ \ K , and inte-
grating by parts, yields

S K IJ9 K #&U K Y � K �	�=
LU K N V�X � S \ K È \ K U \ K #?% K V�] �0_ E U�@ (3.6)
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Similarly, equation (3.4) , may be thought as derived from the following integral form

S K I �	��
 9 K�Y � K N a KÏV�XZY S \ K Ià9 \ K #?% K � Î \ K N�â \ K V�] ��_ E aÌ� â � (3.7)

where a and â are smooth enough test functions. Choosing â \ K �«a \ K and integrating by
parts yields

S K 9 K #`��a K V�X � S \ K Î \ K a \ K V�] �0_ E a»@ (3.8)

The DPG weak formulation can then be formally interpreted as a mixed-hybrid virtual work
principle where nonvanishing virtual variations ã ����a and ã	Ià9 #d% N ��UÂ#½% are allowed on/ F � and / F ( , respectively (see, e.g., [4] for an extensive discussion of this topic).

3.3. Existence and uniqueness of the �$äæå solution. In this section we prove the
existence and uniqueness of the solution of problem (3.4). To do so, we make use of the
generalized saddle point problem theory introduced in [32] and further developed in [8]. For
ease of presentation, we assume henceforth that  Ã  � with � � ��_ .

LEMMA 3.1 (Existence). Assume that the solution � of problem (2.1) is such that 9 G¢:I �	�=
1¤�� N , where 9 �h� � . Then, we have that Ö��� I �×� � ~ ç Ë N and Ö9 � I 9 � I 9 #&% N?~ ç Ë N is a
solution of problem (3.4).

Proof. Taking a G ¢ e� I � N in equation (3.4) , , yields (see [14], Ch. 3, Prop.1.1).ÜK ¯�Ê&Ë S \ K Î a V^] �0_ E a G ¢ e� I � N @
Then equation (3.4) , becomes

S�è 9 #&�Aa V�X � S	è �-a V�X E a G ¢ e� I � N �
from which it follows that 9 �T� � is a solution. Similarly, taking U G � £ I �	��
1¤d� N in (3.4) e ,
yields ÜK ¯�Ê Ë S \ K È U�#b% V^] �0_ E U G �[£ I �	��
�¤�� N @
Then equation (3.4) e becomes

S	è � �$#?U V�XÂY S�è ���	�=

U V�X �0_ E U G �[£ I �	��
�¤�� N �
for which � is a solution.
Let us now go back to the hybrid fields; integrating by parts the first term in the bilinear formÛ , I #��?# N we obtain ÜK ¯�Ê`Ë Þ S \ K a 9 #?% V^] � S \ K Î a V�]&ß ��_ E a G Ò �
which shows that Î ~ \ K � 9 #&% ~ \ K is a solution (recall indeed that 9 G ¢:I �<�=
1¤�� N implies9 K #&% K Y 9 K � #?% KL� ��_ E � K��ÌKL� ). Proceeding similarly with the bilinear form Û eqI #=�&# N ,
we obtain ÜK ¯�Ê`Ë S	\ K I ��� È N U�#b% V^] �0_ E U G � �
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which shows that È ~ \ K � � ~ \ K is a solution. The consistency of the continuous DPG formu-
lation with the original problem is thus proved.

Before dealing with the issue of the uniqueness of the solution of problem (3.4), we state
the following useful property that is an extension of the Helmholtz Decomposition Principle
to the present functional setting (cf.[14], Ch.VII, Proposition 3.4 and Remark 3.3., and [25]).

PROPOSITION 3.1. Every function é G I � £ I � NcN , admits the orthogonal decompositioné ��� â�ê:ë u<ìcí î �
where â G � e � £� I � N � î G � e � £ I � N)ïð+ and ë u<ìcí î � I \ ñ\`ò ± �&� \`ñ\&ò`ó NMô .

Using the above proposition, we can characterize the null spaces õÂe and õ , associated
with the bilinear forms Û eqI #=�&# N and Û , I #��?# N as follows:õoe � w U G � ~ Û eqIJÖ�)�dU N �0_<� E Ö� G Õ � � w U G �W£ I �	��
1¤d� N�~ �	�=
LU���_Â�=�-� � �õ , � w Ö9 G Ó ~ Û , I Ö9 �ca N �0_<� E a G Ò � � w 9 G õæe ¤ Î � 9 #b%T���>/ F � EfFHG B<C � @
The continuous bilinear forms Û eqI #��?# N and Û , I #��?# N induce the following orthogonal decompo-
sitions in terms of the closed subspaces õ e and õ , , respectively� � õoeöê�÷4e x��D� Ó � õ , ê:÷ , �
where ÷ e � õoøe and ÷ , � õoø, .

In order to prove the uniqueness of the solution of the DPG weak formulation, let us
check the weak coerciveness of

Ú I #��?# N and the inf-sup condition for Û e I #��?# N and Û , I #=�&# N .
PROPOSITION 3.2. There exists a constant ã Ä4_ such thattMuDvU ¯�ù ± Ú IJ9 �cU N j ã<~�~ 9*~=~ � � è ~=~ U ~�~ � � è � E 9 G õ , (3.9)

tcu<vú�¯�ù ó Ú Ià9 �dU N Ä'_<� E U G õ e �cU 5��_<@ (3.10)

Proof. Let 9 G õ , and take U � G õ e . Condition (3.9) is immediately verified with ã � l
by taking U»û�� 9 since

Ú IJ9 �cU � N � ~�~ 9o~�~ � � è ~�~ U � ~=~ � � è E 9 G õ , . Let now U G õoe �DU 5��_ and9 � G õ , . Taking 9 � ��U , condition (3.10) is immediately verified.
PROPOSITION 3.3. There exists a constant ü e ÄZ_ such thattMu<vU ¯^° Û eqIJÖ�×�cU N j ü<e�~=~ � ~�~ � � è ~�~ U ~�~ � � è � E Ö� G Ó @ (3.11)

Proof. Let Ö� G Ó and U � ���Aý , where ý is the solution of the Dirichlet problemþ ý���� in ��� ýT��_ on  }@
Since � G6� £ I � N , we have U � G �[£ I �	��
�¤�� N , and there exists a constant ÿ such that~�~ U � ~�~ � � è r8ÿ ~=~ � ~=~ � � è . Moreover, it is easy to verify that Û eqIJÖ�×�cU � N � ~�~ � ~�~ ,� � è from which
(3.11) immediately follows.
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PROPOSITION 3.4. There exists a constant ü , ÄZ_ such thattcu<v�ú1¯ � Û , I Ö9 �Ma N j ü , ~�~ 9o~=~ � � è ~=~ a ~=~ � � è � E a G Ò @ (3.12)

Proof. Let a G Ò and 9 � G � £ I �	��
1¤d� N �D�	��
 9 � 5�0_ and Î � � 9 � #J% on / F � E1FHG B C .
Then, after integrating by parts over each element

F G B C , we haveÛ , IMIJ9 � ¤ Î � N �Ma N �k� ÜK ¯�Ê Ë S K að�	�=
 9 � V�X �
from which we prove (3.12) following the same lines as in the proof of Prop. 3.3.

The following theorem is an immediate consequence of the previous results.
THEOREM 3.5. Under the regularity assumptions stated in Lemma 3.1, problem (3.4)

admits a unique solution IJÖ�!� Ö9�N G IàÕ Ô Ó N .
Having proved Prop.3.2, Prop.3.3 and Prop.3.4 we can state the following stability result.

COROLLARY 3.6. The solution I Ö9 � Ö� N of the DPG problem (3.4) satisfies the estimate~�~ Ö� ~=~ �� r F eq~�~ � ~�~ � � è � ~�~ Ö9o~�~ �� r F , ~=~ � ~�~ � � è
where ~=~ Ö� ~�~ , �� � ~�~ � ~�~ ,� � è Y ~=~ È ~�~ ,� , ~�~ Ö9o~=~ , �� � ~�~ i ~�~ ,� � è Y ~�~ Î ~�~ , � and where

F e � I�� , e Y� ,, N ec¬ , � F , � I�� ,	 Y � ,
 N ec¬ , , with�`e � ã	I ¡ Y ü , N Y ¡ü , ã � � , � ¡ã � � 	 � ã	I ¡ Y ü , N Y ¡ü , ã � � 
 � ¡ã @
4. The DPG finite element approximation. Given the finite-dimensional spacesÓ C�� Ó � ÕfC��'Õ � x{�»� � C�� � � Ò»C���Ò �

the DPG finite element approximation of problem (2.1) reads:

find IJÖ� C � Ö9 C N G4Ø Ó C Ô Õ C Ù such that; Ú I Ö9�C �cU C N Y Û e{IJÖ� C �dU C N � _ E U C G � C �Û , I Ö9�C �ca C�N � I �Ì�Ma C^N E a C G ÒÌC @ (4.1)

We have to define the spaces
Ó C � Ò C � � C � Ò C and specify their degrees of freedom.

The choice of the finite element spaces is absolutely nontrivial in mixed Petrov-Galerkin
formulations. The idea is first to lay down the properties we want the trial finite element
spaces to satisfy and then to select accordingly the discrete test finite element spaces in order
to end up with a stable and convergent approximate scheme.

4.1. Trial finite element spaces. The objectives we want the discrete approximation to
achieve are the highest possible level of discontinuity and an equal-order interpolation for� C and 9 C and for È C and Î C , respectively. The motivation for adopting equal-order inter-
polation for both mixed and hybrid variables is that by doing so the numerical performance
of a scheme may be significantly enhanced. As a matter of fact, mixed formulations can be
interpreted as a phase-space approach. Established approaches in dynamics problems ap-
plications suggest that an equal-order treatment of the two fields is the right key to achieve
correct energy conservation (see [9]).
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A natural choice for both internal and interface unknown fields is to consider on each
triangle

F
polynomial finite elements of equal order, respectively in

F
and on each edge of/ F . We let henceforth 
 be a nonnegative integer and we denote by ���	I F N the space of all

polynomials of degree r�
 on
F

and by ���	I / F N the space of all functions defined over the
boundary / F of

F
whose restrictions to any side � G / F are polynomials of degree r�
 .

Notice that functions in ���	I / F N need not be continuous at the vertices of
F

.
We take on each triangle

FHG BDCÓ �C I F N � � � I F N Ô � � I / F N � Õ �C I F N � I�� � I F NcN , Ô � � I / F N � (4.2)

and we set Ó �C � ÑK ¯�Ê&Ë Ó �C I F N � Õ �C � ÑK ¯�Ê`Ë Õ �C I F N � (4.3)

where functions belonging to � � I / F N are single-valued on each internal edge and satisfy the
appropriate boundary conditions on  ¸� and  !( , respectively. For brevity of notation we also
set � �C I F N � Ó �C I F N Ô Õ �C I F N and � �C � Ó �C Ô Õ �C .

4.2. Test finite element spaces. Let us now address the issue of properly choosing the
finite element test spaces for the �$äæå approximation. We will start by setting up necessary
conditions for the dimension of the test finite element spaces in order the linear system arising
from (4.1) to be a square one. The stability of the approximation will provide a sufficient
criterion for explicitly selecting the discrete test functions.

We start with performing a count of the total degrees of freedom corresponding to the
choice (4.2) as a function of the polynomial degree 
 . Subtracting the total number of con-
straints enforced by the definition of the hybrid field finite element spaces from the previously
obtained amount, provides the total number of equations that must be written to end up with
a square algebraic linear system for each value of 
 . Denoting by NE, Ned, Ni and Nb the
number of triangles, edges, internal edges and boundary edges respectively, we have�	�=z I�� �C N � À ¡ I�
 Y l N?I�
 Y�� N���� � (4.4)

while the total number of constraints is Nc = (k+1)(2 Ni + Nb).
Applying Euler’s theorem (Ned = (3 NE + Nb)/2), we can express the total number of

constraints as a function of NE as Nc = 3(k+1)NE, from which it follows that the dimension
of the global finite element test space� �C I F N � � �C I F N Ô Ò �C I F N � � �C � � �C Ô Ò �C
that is needed to end up with a square linear system for each value of 
 is�	��z I � �C N �0�<�=z I�� �C N � �! � À ¡ I�
 Y l NbI�
 Y ¿ N"�#� @ (4.5)

Looking at (4.4) and (4.5) it clearly appears that for each 
 , the degrees of freedom for
both trial and test spaces as well as the total number of constraints can all be expressed as
function of the sole number of mesh triangles NE. Therefore, the proper design of the finite
element test function spaces can be carried out at the single element level. Precisely, denoting
by �! 	I F N the number of constraints on triangle

F
, relation (4.5) can be written at the element

level as �	��z I � �C I F NMN �0�	��z I � �C I F NMN � �$ <I F N � À ¡ I�
 Y l NbI�
 Y ¿ N EfF�G B<C @ (4.6)
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This equation expresses the balance between degrees of freedom, constraints and number of
equations that must be fulfilled independently on each single element

F
. Based on these

constraints, we start in the next section with the construction of the finite element test space� �C I F N in the lowest degree case 
 � _ . The resulting local finite element space will be
denoted as DPG � I F N � � �C I F N Ô � �C I F N , E1F�G B C .

5. Choice of the finite element spaces. In this section we discuss in detail the lowest
order finite element approximation DPG � and then we use this procedure as a guideline for
the generation of higher-order elements.

5.1. DPG � finite element approximation. Setting 
 �0_ , relation (4.6) gives�	��z I � �C I F NMN ���	��z I � �C I F NMN Y �	��z IJÒ �C I F NMN � � � EfF�G B<C @
The minimal choice for the scalar finite element test space is Ò �C I F N � �×eqI F N . By doing so,
3 degrees of freedom are left for the vector finite element test space, that can be conveniently
saturated by setting

� �C I F N � +&% � I F N , where +&%'�	I F N � I��(�	I F NMN , ê*)&�+�	I F N � EfFHG B C
is the Raviart-Thomas finite element space of degree 
 [35]. The DPG � local finite element
space is then defined on each element as

DPG �^I F N � Ø �1�^I F N Ô �-�^I / F N Ô I�����I F NMN , Ô �-�^I / F NcÙ, -/. 0132Ë µ KL¶ Ô Ø +&%��^I F N Ô �×e{I F NMÙ, -4. 05$2Ë µ KL¶ @ (5.1)

5.2. Higher order �$äæå methods. Higher-order finite elements will be consistently
denoted as DPG ��I F N � � �C I F N Ô � �C I F N , E1F G B C . Under the assumption that the local
finite element trial space is defined as in (4.2)-(4.3), the question is how to construct a suitable
test finite element space such that the following conditions are satisfied:

1. the dimension of the test finite element space is�	��z I � �C I F NMN ���	��z I � �C I F NMN Y �	��z IJÒ �C I F NMN � À ¡ I�
 Y l N?I�
 Y ¿ N EfF�G B<C ¤
(5.2)

2. the following inf-sup condition is verifiedÎ C G �6�	I / F N � S	\ K Î C a C V�] ��_ E a G Ò �C I F N �=z v<í �87 t Î C ��_<@ (5.3)

The first condition ensures to end up with a square system. The second condition forces a
restriction on the minimum order of the polynomial space for a C . There is no need of such a
condition for the term 9 \ K È C U C #`% V�] since both È C and the normal traces of functions in
� �C I F N are discontinuous on / F .

In the construction procedure, we must distinguish between the case when 
 is an even
or an odd integer. Indeed, using the results stated by Lemma 4 and Lemma 6 in [34] (where
the same compatibility problem occurs), we have that condition (5.3) holds if: a C G �(�/; e I F N < � ì 
 7&
=7?�1� 
 j _a C G?>�}I F N � �+�/; e I F N@� >� I F N@�A�(�/; , I F N < � ì 
 �	�<�1� 
 jhl @ (5.4)

In the first case ( 
 even), the family of finite element spaces is immediately built by settingÒ �C I F N � �(�/; e I F N and then suitably saturating the degrees of freedom implied by (5.2)�<�=z I � �C I F NcN ���<�=z I � �C I F NcN �W�	��z IJÒ �C I F NMN � 
 , YAB 
 Y À � E1F G B<C (5.5)
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by choosing

� �C I F N �DCFEHG+I �4; e{I F N , 
 j _ (for the definition of this space and its prop-
erties, see [13, 14]).

The situation is more complicated when 
 is odd. In this case the choice a C G �(�/; e I F N
is not allowed by (5.4), while the choice a C G �(�/; , I F N is acceptable but unnecessarily
expensive. In [34] it has been shown that in order to satisfy condition (5.4) it is sufficient to
enrich the space �J�/; e I F N with a single additional degree of freedom suitably excerpted from
the space �J�/; , I F N . Setting thus Ò �C I F N � >�}I F N , relation (5.2) becomes for each

F G B C�	�=z I � �C I F NMN ���	�=z I � �C I F NcN �W�<�=z IJÒ �C I F NMN � 
 , YAB 
 Y ¡	@ (5.6)

A possible choice is then� �C I F N � +&%'��I F N!êLK6� � e I F N�êLK6�	I F N�ê @=@�@ ê�K , � � 	 I F N � 
 jTl
where I�
 Y l NbI�
 Y À N degrees of freedom are saturated by the +&% � space and the remainingI�
 � l N degrees of freedom are saturated by adding I�
 � l N bubble functions K�M defined as (see
[37]) KNMMI F N � w U ~ U�� ë u<ìdí I Û K ý N � � with ý G �+MMI F N � Û K � É 	O8P eRQ O I�)öN � Q O , S � l ��¡	� À �
being the barycentric coordinates in

F
.

To summarize, the family of DPG � finite element spaces is defined as� �C I F N � � � I F N Ô � � I / F N � � �C I F N � I�� � I F NcN , Ô � � I / F N � 
 ��_<� l ��¡	@�@=@
and letting � �0_<� l �d¡<�?@�@=@ , we haveOQ R � , �C I F N ��C!EHG(I , � ; e I F N � Ò , �C I F N � � , � ; e I F N � 
 �T¡ � �� , � ; eC I F N � +&% , � ; e�I F N�ê�K , � I F N @�@=@ êLK 
 � � eqI F N � Ò , � ; eC I F N � >�öI F N � 
 �0¡ � Y l @
Notice that with the above choices the matrix arising from the term 9 \ K È C U C #J% V�] is always
square and nonsingular since both È Cf~ \ K and U C #{% ~ \ K belong to the same finite element
space due to the properties of the +&% � and CFEHG+I �/; e spaces (see [14], Chap.3).

6. Stability and convergence analysis of the approximate DPG � solution. In this
section and in the remainder of the article, we focus our attention on the member of the DPG �
family of lowest degree, the DPG � finite element. Numerical results on the convergence
performance of higher order elements of the family can be found in [10].

6.1. Existence and uniqueness of the DPG � solution. We start proving the uniqueness
(and thus the existence) of the solution of problem (4.1). To do so, we characterize the discrete
null spaces õ Ce and õ C, asõ Ce � w U C G � C ~ Û e IJÖ� C �dU C N ��_<� E Ö� C G Õ C �� w U C G � C ~ U K #&% K Y U KL� #b% KL� �0_<� E � K��fKL� �
�<�=
LU C �0_Â���-� � �õ C, � w Ö9�C G Ó C�~ Û , I Ö9�C �ca C^N ��_<� E a G Ò»C �� w 9�C G Å ~á9 K #b% K Y 9 KL� #b% KL� ��_ E � K��ÌKL� ¤ Î C � 9�C #b%T���Ð/ F � EfFHG B<C � @
The continuous bilinear forms Û eqI #��?# N and Û , I #��?# N induce the following orthogonal decompo-
sitions in terms of the closed subspaces õ Ce and õ C, , respectively� C � õ Ce ê:÷ Ce x��D� Ó C � õ C, ê:÷ C, � where ÷ Ce � õ C � øe � ÷ C, � õ C � ø, @
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Moreover, the following properties hold.
PROPOSITION 6.1. There exists a constant ã � Ä4_ independent of m such thattcu<v U Ë ¯�ù Ë ± Ú Ià9�C �cU C N j ã � ~=~ 9-CÌ~=~ � � è ~=~ U C ~�~ � � è � E 9�C G õ C, �tcu<v úÌË�¯�ù Ëó Ú Ià9 C �cU C N Ä'_<� E U C G õ Ce �cU C 5��_D@ (6.1)

Proof. Let 9-C G õ C, and take U �C G õ Ce . Condition (3.9) is immediately verified withã � � l by taking U �C � 9�C since
Ú IJ9�C �cU �C N � ~=~ 9�C»~�~ � � è ~�~ U �C ~=~ � � è E 9LC G õ C, . Let nowU C G õ Ce �<U C 5�h_ and 9 �C G õ C, . Taking 9 �C �hU C , condition (3.10) is immediately verified.

PROPOSITION 6.2. There exists a constant ü �e ÄZ_ independent of m such thattcu<vU Ë ¯^° Ë Û eqIJÖ� C �cU C N j ü �e ~�~ � C»~�~ � � è ~�~ U C ~=~ � � è � E Ö� C G ÕÌC @ (6.2)

Proof. Let Ö� C G ÕfC and take U � G � C such that U �K # % K Y U �K � #`% KL� �k_ on � K��fKL�EfF � F[�fG B<C . Using then Lemma 7.2.1 of [33], condition (6.2) immediately follows.

In order to prove the discrete inf-sup condition for the bilinear form Û , I #��?# N , we need introduce
the space ÖÒ � É K ¯�Ê&Ë Ià¢ e I F N�ïf+LN , equipped with the norm ~�~=~ a ~�~�~ �T � I�U K ¯�Ê`Ë ~ a ~ , e � K N ec¬ , @
Notice that this norm is indeed a norm on the space ÖÒ and is equivalent to the norm ~�~ # ~�~ T for
functions a G ÖÒ . We also consider a finite dimensional approximation of ÖÒ , i.e., the spaceÖÒ C � ÖÒ defined as ÖÒ C � É K ¯�Ê`Ë � e I F N)ïð+ @

PROPOSITION 6.3. There exists a constant ü �, ÄZ_ independent of m such thattcu<v�úÌËq¯ � Ë Û , I Ö9 C �ca C N j ü �, ~=~ 9 C ~=~ � � è ~=~�~ a C ~�~=~ �T � E a C G ÖÒ C @ (6.3)

Proof. Let a C G ÖÒ»C . Take 9 �C G Å C such that 9 �C �«�Aa C on
F � E a C G ÖÒ»C � EfF G B<C

and set Î �C Ã _<@ Then we have Û , I Ö9 �C �Ma C N � ~�~ 9o~�~ � � è ~=~�~ a C ~�~=~ �T and (6.3) immediately follows
with ü �, � l .

REMARK 6.1. The above proof reveals that the choice a C � constant on each
F�G B C

does not allow by itself to state condition (6.3). However, taking a C � l on
F

and equal to
zero elsewhere, is a possible and significant choice since it provides the local conservation
property of the DPG formulation � 9 \ K Î C V^] � 9 K � V�X @ Moreover a global conservation
property can be shown to hold as well by taking a C Ã l on � , and yielding the relation� 9WV Î C V^] � 9 è � V�X @ A detailed discussion of this subject will be carried out in Sect.9.

REMARK 6.2. Choosing 9 �C ��_ , the bilinear form Û , I #=�&# N yields the familiar relation of
primal hybrid formulations U K ¯�Ê&Ë 9 K Î C a C �0_ E a C G ÒÌC , that admits the unique solutionÎ C*Ã _ .

The following theorem is an immediate consequence of the previous results.
THEOREM 6.4. The DPG � approximation of problem (2.2) admits a unique solutionIJÖ� C � Ö9 C N G I Ó C Ô Õ C N .
6.2. Error estimates. In the following sections we establish optimal error estimates for

the mixed variables � C and 9�C and for the hybrid variables È C and Î C .
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6.2.1. Projection operators. In view of the error analysis of the DPG formulation, it is
useful to introduce some approximation operators. We denote by ä K the projection operator
from

� , I F N onto � � I F N satisfying the approximation property~=~ a*� ä K a ~�~ � � K r'ÿæm!~ a ~ e � K E a G ¢ e I F N @ (6.4)

From the operator ä K , for all a G>� , I � N , we construct the global operator äöC asä×C a ~ K � ä K a E1F G B<C @ (6.5)

We also need introduce the projection operator p � C from
É K ¯�Ê`Ë � , I / F N onto � � I / F N such

that, for all È G�É K ¯�Ê`Ë � , I / F N , we have

S	\ K I p � C È � È N"X&� V�] ��_ E X?� G �-�^I / F N � E1FHG B<C @ (6.6)

REMARK 6.3. The operator p � C is well defined since, by Sobolev’s embedding theorem
([27]), we have that

� ec¬ £ � � I / F N�Y Z � , I / F N .
6.2.2. Error estimates for the mixed variables. The following optimal error estimates

hold.
THEOREM 6.5. Let I �×� 9�N be the solution of (3.4) and I � C � 9�C^N be the solution of (4.1).

If 9 G Ià¢ e I � NMN , , then there exists a positive constant ÿ independent of m such that~=~ �$�W� C»~=~ � � è r'ÿæm!Ic~ � ~ e � è Y ~ 9*~ e � è N �~=~ 9 � 9 C ~=~ � � è r'ÿæm×~ 9o~ e � è @ (6.7)

Proof. From (3.4) and (4.1) we have; Ú I Ö9 � Ö9�C �cU C N Y Û e{IJÖ�$� Ö� C �cU C N � _ E U C G � C �Û , I Ö9 � Ö9 C �Ma C N � _ E a C G Ò C @ (6.8)

Taking U C G õ Ce , the first relation in (6.8) becomesÚ I Ö9 � Ö9�C �cU C N ��_ E U C G õ Ce @ (6.9)

Let us introduce the decomposition Ö9�C � Ià9�C � Î C^N � Ö9 � C Y Ö9 øC , where Ö9 � C � Ià9 � C � Î � C N G õ C,
and Ö9 øC � Ià9-øC � Î øC N G ÷ C, . Introducing the projection operator Ö[ C � IcIàä C N , � p � C N whereä C and p � C have been defined in (6.5) and (6.6), respectively, and using the decompositioni C � IJ9 � C Y 9�øC N , equation (6.9) readsÚ IcI Ö[ C�9�N � � 9 � C �dU C N � Ú I Ö[ C�9 � 9 �cU C N Y Ú IJ9 øC � I Ö[ C^9�N ø �dU C N E U C G õ Ce �
that, using the coercivity and continuity of the bilinear form

Ú I #=�&# N , yields~�~=I Ö[ C�9�N � � 9 � C ~�~ � � è rhId~=~ Ö[ C�9 � 9o~�~ � � è Y ~=~=I Ö[ C�9�N ø � 9 øC ~�~ � � è N @ (6.10)

We need now bound the quantity ~=~=I Ö[ C^9�Ncø � 9�øC ~�~ � � è . Using (6.5) into (6.8) , , we getÛ , I Ö[ C Ö9 � Ö9�C �Ma C�N � Û , I Ö[ C Ö9 � Ö9 �Ma C^N ��� ÜK ¯�Ê`Ë S \ K I p � C Î � Î N a C V^] E a C G ÒÌC @
(6.11)
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Recalling Lemma 9 in [34], we have that

S<\ K IJ9 #&%�� p � C Î N a V�] r�ÿ m Kp K ~ 9o~ e � K ~ a ~ e � K E a G ¢ e I F N @
Using this latter relation in (6.11) and the discrete inf-sup condition for Û , I #=�&# N , we get the
estimate ~=~=I Ö[ C�9�N ø � 9 øC ~=~ � � è r�ÿæm×~ 9o~ e � è @ (6.12)

Now, gathering (6.10) and (6.12) and using the triangle inequality, we end up with (6.7) , .Let us now prove (6.7) e . Taking U C G ÷ Ce in the first equation of (6.8) we getÛ e IJÖ�$� Ö� C �cU C N � Ú Ià9 C � 9 �dU C N E U C G ÷ Ce @
Introducing the projection operator Öä C � IJä C � p � C N , we write the latter relation asÛ e{I Öä¸C^Ö�$� Ö� C �dU C N � Ú IJ9�C � 9 �cU C N E U C G ÷ Ce @
Then using the discrete inf-sup condition for Û e{I #��?# N , we get~=~ ä¸C �$�W� C»~�~ � � è r4ÿ ~�~ 9 � 9�CÌ~=~ � � è r'ÿæm!~ 9o~ e � è @ (6.13)

Eventually, using (6.7) , , (6.4) and the triangle inequality, we get estimate (6.7) e .
6.3. Error estimates for the hybrid variables. In this section, we derive a priori error

estimates for the discretization errors associated with the hybrid variables È C and Î C . In
doing this, we shall prove some equivalence results between the DPG � method and hybrid
formulations, both of primal and dual type.

To start with, we let

� (H\C � � denote the set of nonconforming functions in Ò1C that are affine
on each

F�G B<C and are continuous at the midpoint of each edge and vanish at the midpoint of
each edge of  . Then, we define � �C G � (@\C � � as the piecewise linear nonconforming function
such that

S \ K � �C ��C V�] � S \ K È C}��C V�] E ��C G ����I / F N E1F G B<C (6.14)

which implies in particular that � �C I X �^] � O N � È C � _"` for each edge � O G / F , X �^] � O being the
coordinate vector of the midpoint of � O . Using the fact that U C # % K G ����I / F N and (6.14),
we get

S \ K È C U C # % K V�] � S \ K � �C U C # % K V^] � S K � �C �	��
<U C V�XfY S K U C # �*� �C V�X E U C G � C»I F N @
Substituting this latter expression in (4.1) e , we obtain

S K Ià9�C �Ï�A� �C N #`� C V�XÂY S K I � C �W� �C N �<�=
<U C V�X ��_ E U C G � C»I F N @ (6.15)

Taking � C G I�����I F NMN , in (6.15) yields9 K C �0�A� �C EfF�G B<C � (6.16)
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while taking � C � I X �ba Náô in (6.15) and using (6.14) yields� K C � 9 K � �C V�X~ F ~ � ä K � �C � lÀ 	Ü O8P e È C � _ ` EfFHG B<C @ (6.17)

Relation (6.17) shows that � K C is the average value of � �C on
F

and thus the average value of
the hybrid variables È C on the edges of the element. Let us now consider equation (4.1) , and
take a C G � (@\C � � . Equation (4.1) , becomesÜK ¯�Ê&Ë S K �*� �C # �*a C V�X � ÜK ¯�Ê`Ë S K �Ìa C V�X E a C G � (@\C � � @ (6.18)

Relation (6.18) shows that � �C actually coincides with the solution � (H\C G � (H\C � � of problem
(2.1) obtained with the nonconforming finite element approximation (see [34]).

Then, the following error estimate can be proved.
THEOREM 6.6. Let � be the solution of problem (2.1) such that � G ¢ , I � N � ¢ e� I � N ,

and � �C be the solution of problem (6.18) such that (6.14) holds. Then, under the assumption
that the polygonal domain � is convex, we have (see [34])~=~ �$�W� �C ~=~ � � è r4ÿæm , ~ � ~ , � è @ (6.19)

The above theorem is a superconvergence result for the piecewise linear nonconforming
extension over � of the hybrid variable È C computed by the DPG � formulation. Moreover,
the estimate (6.19) can be regarded as the counterpart for the DPG formulation of Theorem
2.2 in [1] valid for the dual-mixed method with hybridization.

Considering again equation (4.1) , and taking this time a C G Ò»C , we obtain

S	\ K Î C a C V�] � S K �A� �C #`�*a C V�X � S K �Ìa C V�X E a C G Ò C I F N EfF�G B C � (6.20)

which coincides with the post-processing procedure discussed in [36] Sect.19 for the primal-
hybrid formulation. This result actually demonstrates that the hybrid field Î C computed by
the DPG � approximation coincides with the field c C #&% computed by the primal-hybrid for-
mulation. We have then the following result.

THEOREM 6.7. Under the assumptions of Theorem 6.6 and the condition stated in Re-
mark 6.2, we have ~�~ 9 #b%4� Î CÌ~�~ � eM¬ , � C r4ÿæm×~ 9A~ e � è
where

E â G ����I / F N we define the norm ~=~ âD~�~ � eM¬ , � C � I U _ ¯ ç Ë ~ �	~=~�~ âD~�~ ,� � _ N eM¬ , (see [1]).
Proceeding along the above guideline, it is possible to further explore the connection ex-

isting between the DPG � formulation and the dual mixed method. In view of establishing this
connection, we assume henceforth � to be piecewise constant over BÌC . Under this hypothesis,
we can use the following result proved in [28]� � �C � ä K � �C � � � �C �W� KC ��� � K¿ Þ ~ X ,\(d � K ~ � l~ F ~ S K ~ X ~ , V�X»ß� ll ¿�¿ � K 	Ü OeP e ~ � O ~ , �gf IJm ,K N E1FHG B<C � (6.21)
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where X \(d � K is the coordinate vector of the center of gravity of
F

and � � �C G ����I F N is
the solution computed by the dual-mixed method. Using the result (6.21) and recalling the
standard estimates for the dual-mixed approximation (see [23],[14]), gives by the triangle
inequality the following result.

THEOREM 6.8. Let I �×� 9�N be the solution of (2.1) and I � C � 9 C N be the solution of (4.1).
If the triangulation B C is uniformly regular and 9 G IJ¢ e I � NMN , , �	�=
 9 G ¢ e I � N , then~�~ ä C �$�W� C ~=~ � � è r4ÿæm , Id~ 9o~ e � è ~ Y ~ �	��
 9o~ e � è N @ (6.22)

Relation (6.22) can be interpreted as a superconvergence result for � C at the center of gravity
of each triangle

F
. This latter result also allows us to derive an optimal estimate for the

quantity ~�~ p � C È � È C ~�~ ec¬ £ � �q� \ K . To proceed, we first need recall the following result [23]:
LEMMA 6.9. For all h G � � ec¬ £ � £ I / F N there exists a unique U C G +&%��^I F N such thatEfF�G B<C we have

S	\ K I U C #?%Z� h�N#X&� V^] ��_ E X&� G ���^I / F N @ (6.23)

Furthermore, if B C is uniformly regular, then there is a constant ÿ independent of
F

such
that~�~ U C ~=~ � � K r4ÿæm , ¬ � � e ~�~ hA~�~ � ec¬ £ � £ � \ K � ~=~ �	��
<U C ~�~ � � K r�ÿæm , ¬ � � , ~�~ hA~=~ � ec¬ £ � £ � \ K � (6.24)

where � satisfies (3.3), � is its conjugate and the norm ~=~ @ ~�~ � eM¬ £ � £ � \ K has been defined in (3.1).
For the definition of a uniformly regular triangulation, see [18].

We are now in a position to state the following result.
THEOREM 6.10. Under the assumptions of Theorem 6.8, we have~�~ p � C È � È CÌ~=~ eM¬ £ � � � \ K r4ÿæm , ¬ � Ic~ 9o~ e � è Y ~ �	��
 9o~ e � è N EfFHG B<C @ (6.25)

Proof. Let U be any element of

�Ï£ I �	��
�¤ F N and U C G +&%L�^I F N be defined by (6.23) withh ��U�#`% ~ \ K and such that U C ~ K � U C � U C ~ KL� ��_ E�F[� 5� F � EfF G B<C . Subtracting
the first equation of (4.1) from the first equation of (3.4), we get

S \ K U C #b% I È � È C�N V^] � S K IJ9 � 9�C^N # U C V�XÂY S K I �$�Ï� C�N �	��
 U C V�X �
which can be written as

S \ K U C #?% I p � C È � È C�N V^] � S K IJ9 � 9�C^N # U C V�XÂY S K Iàä K ���[� C�N �	�=
 U C V�X @
Owing to the definition of U C � using (6.24), (6.22) and the definition (3.2), we eventually get
the estimate (6.25).

Since � Á ¡ , estimate (6.25) can be regarded as a superconvergence property for È C .
To conclude our equivalence analysis, we show thatÎ K C � 9 � �C #?% K EfFHG B C � (6.26)

where 9 � �C G +&% � I F N is the solution computed by the dual-mixed method. We recall the
following result proved in [28]9�C*Ã �A� �C � 9 � �C Y I X � X \(d N � K¡ E1F G B<C @
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Substituting the above relation into (4.1) , , integrating by parts and observing that �	��
 9 � �C Y� K �0_ , we obtain

S<\ K I Î K C � 9 � �C #&% K N a C V�X ��_ E a C G �×e{I F N �
which clearly implies Î C � 9 � �C #�% K on / F . This result shows that the values Î C are
actually the degrees of freedom of the variable 9 � �C , and, as such, they provide a simple
procedure to recover a self-equilibrated stress field within each element satisfying interele-
ment traction reciprocity.

6.4. Elliptic problem with variable coefficients. We come now to briefly addressing
the extension of the DPG � method to the case of an elliptic model problem with variable
coefficients. With this aim, we consider the Poisson problem���	��
 I Ú I X N �A� N ��� �=� ��� ���0_ ���  }� (6.27)

where
Ú � Ú I X N is a symmetric positive definite matrix-valued function. The mixed form of

(6.27) reads���<�=
 9 �T� �=� ��� 9 � Ú I X N �A� �=� ��� ����_ ���  ö@ (6.28)

In this case, the discrete formulation (4.1) becomes:

find I � C � È C ¤ 9�C � Î C�N G I Ó C Ô ÕfC^N such thatOPPPQ PPPR ÜK ¯�Ê ËoÞ S K Ú � e 9�C #&U C V�XÂY S K � C �	��
DU C V�X � S \ K È C U #&% V�] ß �0_ E U C G � C �ÜK ¯�Ê`Ë Þ S K 9�C #`�Aa C V�X � S \ K Î C a C V�] � S�è �Ìa C V�X E a C G Ò»C @
(6.29)

We let again � �C be a nonconforming approximation of the solution � of problem (6.27) sat-
isfying (6.14). Taking U C G I��)��I F NMN , in (6.29) e and integrating by parts as done in the caseÚ I X N}Ã l , we obtain

S K Þ Ú � e 9�C #&U C �­�A� �C #?U C ß V�X ��_ EfF�G B<C @
Upon introducing the harmonic average of

Ú I X N defined as Ö� Kji � I ek K k 9 K I Ú I X NMN½� e V�X N½� e ,we immediately get the equivalence9�C � Ö� � e �A� �C E1F G B<C @
Taking a C G � (H\C � � in (6.29), and using the previous relation yieldsÜK ¯�Ê`Ë S K Ö� � eK �A� �C #`�Aa C V�X � ÜK ¯�Ê`Ë S K �Ìa C V�X E a C G � (H\C � � � (6.30)

demonstrating that � �C turns out to be the nonconforming approximation of problem (6.28)
with harmonic averaging of the coefficient

Ú I X N . It is relevant to observe that � �C actually dif-
fers from the solution � (H\C of the standard nonconforming approximation of problem (6.28),
which would simply readÜK ¯�Ê&Ë S K Ú K �*� (H\C #&�Aa C V�X � ÜK ¯�Ê`Ë S K �Ìa C V�X E a C G � (H\C � � �
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where
Ú K i � ek K k 9 K Ú I X N V�X is the usual average of

Ú I X N on
F

. In presence of strong vari-
ations of the coefficient

Ú
, the harmonic average is well known to provide superior accuracy

and stability than the standard average (see [5, 1, 15, 30]).

7. Computer implementation of the DPG method. The object of the present section
is to discuss an efficient computer implementation of the DPG � method. The main issue is
to reduce the dimension of the algebraic linear system arising from (4.1). To start with, we
consider the following system of 6 equations in 9 unknowns that arises from the contribution
of each triangle in (4.1) lnm K ÿ 7� 7 7 oqpLrsst 9 uvw

xzyy{ � ÞD|} ß � (7.1)

where the bold symbols represent the vectors of unknowns and given data, and } is the right
hand side integral in (4.1) , .

One the one hand, one can exploit the nature of hybrid formulations of the DPG method
performing a static condensation of the internal variables in favor of the hybrid variables.
Defining the new variable >9 � � 9 � u+~ ô , system (7.1) can be rewritten asl�� ÿ 7� 7 oqp rt >9 vw x{ � Þ | } ß � with

� � � m � K ~ � � � � � �»7 ~ @ (7.2)

The I À Ô À N matrix

�
is nonsingular, so that >9 can be eliminated in favor of the sole edge

variable

v
, obtaining the following reduced system of 3 equations in 6 interface unknowns� � � � e ÿ v Y o w � } E1F�G B<C � (7.3)

that is the algebraic form of (6.20). The matrix o is square and nonsingular because it em-
anates from the bilinear form 9 \ K Î C a C V^] , Î C G �-�^I / F N , a C G �!e{I F N , which satisfies the
discrete inf-sup condition. Therefore, we can eliminate w in favor of the sole unknown

v
w �go � e � � � e ÿ v Y o � e } EfF�G B<C @ (7.4)

Enforcing the condition that the hybrid variable Î C is single-valued on each internal edge
yields a square symmetric and positive definite linear system for the sole unknown

v
of

dimension Ni.
On the other hand, one can instead exploit the DG nature of the DPG method eliminating

the hybrid variables (counterpart of the numerical fluxes) in favor of the internal variables.
Since both o and ÿ are square nonsingular matrices,

v
and w can be eliminated in favor of>9 , obtaining on each element

F G B Cv � � >9 � w ��o � e I } � � >9�N @ (7.5)

After some algebra, one sees that the first relation in (7.5) expresses È C on each element as
a discrete Taylor expansion of � about the center of gravity of the element, while the second
relation in (7.5) represents a conservative finite volume-like discretization of the equilibrium
equation. Enforcing now the hybrid variables to be single-valued on each internal edge of the
triangulation, we end up with a square nonsingular linear algebraic system of dimension 3NE
in the sole internal (and fully discontinuous over B»C ) unknown vector >9 .
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8. Numerical results. In this section we present the results obtained applying the DPG �
formulation to the numerical solution of two elliptic model problems.

8.1. Elliptic model problem no.1. We consider problem (2.1) on the unit square with Ã  )� , such that the exact solution is the “bubble function” � � X I l � X N a I l ��a N , with the
right hand side � computed accordingly. In Fig.8.1 (left) we show the computed convergence
rates using four different unstructured meshes for the quantities: ~�~ ���Ï� C ~=~ � � è , �=�N� , ~�~ ä C ���� C ~�~ � � è , � � � , ~�~ ���Â� �C ~�~ � � è , ����� and ~=~ p � C È � È C ~=~ � ec¬ , � C , ���+� , while in Fig.8.1 (right) we show the
computed convergence rates for the quantities: ~=~ 9 � 9 C ~=~ � � è , ����� and ~�~ p � C Î � Î C ~�~ � eM¬ , � C , ����� .The computed errors are in agreement with the theoretical estimates of Sect.6.2.
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FIGURE 8.1. Error norms for the elliptic model problem no.1.

8.2. Elliptic model problem no.2. We study the problem of a 2D steady flow system
in a porous medium modeled by the Darcy’s law [31]: find the hydraulic potential ä and the
associated velocity field �æ�g�Ì� ä , where � is the hydraulic conductivity tensor such that; ���<�=

�o��_ ��� ��� �"���Ì� ä ��� ���ä � ä � ���  )�"� ��#4�Ð���?( ���  )(A@ (8.1)

In Fig.8.2 (left) we show the computational domain, the boundary conditions and the piece-
wise constant values of � which are seen to attain strong variations on � . In Fig.8.2 (right),
we show the velocity field represented as a +&%-� finite element function reconstructed over� from the computed values Î C as in (6.20). The continuity of the normal component of
the velocity field across interelement edges is a crucial property when computing the flow
streamlines (see [31] for a discussion of this issue).

9. Conservation properties of the DPG method. The present section is aimed at en-
lightening through a numerical example the conservation properties of the DPG method. We
observe that:

1. integral global conservation is achieved by taking in (4.1) ¦ C Ã � l � l ~ ô and a C Ã l
in � , respectively;

2. integral local conservation is achieved by taking in (4.1) ¦ C � � l � l ~ ô and a C � l ,
in any subdomain ��� � and zero elsewhere respectively.

In the standard Continuous Galerkin (CG) method neither the first nor the second choice for
the test function are admissible [26]. Recovering fluxes that enjoy the desired conservation
properties requires a post-processing procedure, thus adding additional computational cost to
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FIGURE 8.2. Problem setting for the flow in a porous medium (left) and associated velocity field (right).

the basic CG discretization. Moreover, if for example a nodal flux approach is used as in [26],
overshoots and undershoots appear when a node coincide with an endpoint of the interface,
since there the flux is artificially enforced to be continuous.

To numerically assess these concepts, we solve the Poisson equation on the domain �'�� _<�bÇ ~ Ô � _<�bÇ ~ with ����_ on  .��/f� and �>� l . To test local conservation properties, we split� into the subdomains � e � � _D� 	
 Ç ~ Ô � _D�bÇ ~ , � , � � 	
 Ç �ÈÇ ~ Ô � _D�bÇ ~ such that �4�T� e 3 � , and
with boundaries  e and  , , respectively. From the exact solution of the problem (see [39]),
we compute the fluxes 9 # %0�0�A��#à% on  (Fig.9.1),  e (Fig.9.2, left), and  , (Fig.9.2, right)
and we compare them with the numerical fluxes obtained from the displacement field �(\+d of
a piecewise linear CG approximation and with the field Î C obtained from the DPG � (using
the same grid). The DPG fluxes are accurate and do not exhibit spurious oscillations at the
endpoints of the boundaries. Moreover, the global equilibrium 9 è � V�XZY 9 V 9 #?% V�] ��_ is
verified to machine precision by the DPG approximation.
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FIGURE 9.1. Exact fluxes on É compared with the fluxes computed by the CG method with no post-processing
and with the interface field Ê#Ë computed by the DPG Ì method.

10. Conclusions. In this article we have presented the Discontinuous Petrov-Galerkin
method (DPG) for the finite element discretization scheme of second order elliptic boundary
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FIGURE 9.2. Exact fluxes on the boundaries ÉFÍ (left) and ÉÏÎ (right) compared with the fluxes computed by
the CG method with no post-processing and interface fields computed by the DPG Ì method.

value problems. A stability and convergence analysis of the novel formulation has been
carried out and numerical results have been shown to validate the computational performance
of the novel formulation. Introducing the DPG formulation has established a clear connection
between mixed-hybrid and Discontinuous Galerkin methods. This result is the motivation and
starting point for future investigations and applications of the novel scheme to deal with more
general problems.

Acknowledgments. The authors wish to thank Prof. F.Brezzi and Prof. L.D. Marini for
their time in fruitful discussions and suggestions.

REFERENCES

[1] D.N. Arnold, F. Brezzi, Mixed and nonconforming finite element methods: implementation, postprocessing
and error estimates, M Î AN, 19-(1), pp. 7–32 (1985).

[2] D.N. Arnold, F. Brezzi, B. Cockburn, L.D. Marini, Discontinuous Galerkin Methods, Lecture Notes in Com-
putational Science and Engineering, 11, Springer, pp. 89–101 (2000).

[3] D.N. Arnold, F. Brezzi, B. Cockburn, D.L. Marini, Unified Analysis of Discontinous Galerkin Methods for
Elliptic Problems, Penn State Univ. Tech Report no. AM233 (2001).

[4] S.N. Atluri, P. Tong, H. Murakawa, Recent Studies in Hybrid and Mixed Finite Element Methods in Mechanics,
in Hybrid and Mixed Finite Element Methods, Eds. S.N. Atluri, R. Gallagher, O.C. Zienkiewicz, Wiley-
Interscience Publication, 51–71 (1983).

[5] I. Babuska, J.E. Osborn, Generalized Finite Element Methods: their Performance and their Relation to Mixed
Methods, SIAM J. Numer. Anal., 20 (3), 510–536 (1983).

[6] F. Bassi, G. Mariotti, S. Pedinotti, S. Rebay, M. Savini, A high-order accurate discontinuous finite element
method for inviscid and viscous turbomachinery flows, 2nd European Conference on Turbomachinery
Fluid Dynamics and Thermodynamics, R. Decuypere and G. Dibelius eds., 99–108 (1997).

[7] F. Bassi, S. Rebay, A high-order accurate discontinuous finite element method for the solution of the com-
pressible Navier-Stokes equations, J.Comp. Phys, 131, pp. 267–279 (1997).

[8] C. Bernardi, C. Canuto, Y. Maday, Generalized Inf-Sup condition for Chebyshev approximation of the Navier–
Stokes equations, SIAM J. Numer. Anal., 25, pp. 1237–1265 (1988).

[9] M.Borri, C.L. Bottasso, P. Mantegazza, Basic Features of the Time Finite Element Approach for Dynamics,
Meccanica, 27, pp. 119–130 (1992).

[10] C. L. Bottasso, S. Micheletti, R. Sacco, The Discontinuous Petrov-Galerkin Method for Elliptic Problems,
Comput. Methods Appl. Mech. Engrg., 191, pp. 3391–3409 (2002).

[11] C.L. Bottasso, P. Causin, S. Micheletti, R. Sacco, The Discontinuous Petrov-Galerkin Finite Element Method,
USNCCM VI, Sixth U.S. National Congress on Computational Mechanics, Dearborn, Michigan (2001).

[12] C.L. Bottasso, S. Micheletti, R. Sacco, The discontinuous Petrov-Galerkin method: multiscale stabilization



22 P. CAUSIN AND R. SACCO

of the one-dimensional advection-diffusion problem, Quaderno di Dipartimento 468/P, Dipartimento di
Matematica “F. Brioschi ”, Politecnico di Milano (2001).

[13] F. Brezzi, J. Douglas, M. Fortin, L.D. Marini, Efficient rectangular mixed finite elements in two and three
space variables, Math. Model. Numer. Anal., 21, pp. 581–604 (1987).

[14] F. Brezzi, M. Fortin, Mixed and Hybrid Finite Element Methods, Springer Verlag, New York 1991.
[15] F. Brezzi, L.D. Marini, P. Pietra, Two-dimensional exponential fitting and applications to drift-diffusion mod-

els, SIAM J. Numer. Anal., 26, 1342–1355 (1989).
[16] P. Castillo, B. Cockburn, I. Perugia, D. Schtzau, Local discontinuous Galerkin method for elliptic problems,

Commun. Numer. Meth. Engrg., 18, pp. 69–75, (2002).
[17] P. Causin, R. Sacco, Mixed-hybrid Galerkin and Petrov-Galerkin finite element formulations in continuum me-

chanics, in F. H.A. Mang, J. Eberhardsteiner (Eds.), Vth World Congress on Computational Mechanics
(WCCM V), Vienna University of Technology, http://wccm.tuwien.ac.at (2002).

[18] P. G. Ciarlet, The finite element method for elliptic problems, North-Holland, Amsterdam (1978).
[19] B. Cockburn, G.E. Karniadakis, C.W. Shu (Eds.), 1st International Symposium on Discontinuous Galerkin

Methods, LNCE, 11, Springer, (2000).
[20] C. Dawson, V. Aizinger, Upwind-mixed methods for transport equations, Computational Geosciences, 11

93–110 (1999).
[21] C. Farhat, I. Harari, L. Franca, The discontinuous enrichment method, Comput. Methods Appl. Mech. Engrg.,

190, pp. 6455–6479 (2001).
[22] C. Farhat, I. Harari, U. Hetmaniuk, A discontinuous Galerkin method with Lagrange multipliers for the so-

lution of Helmholtz problems in the mid-frequency regime, Comput. Methods Appl. Mech. Engrg., 192,
pp. 1389–1419 (2003).

[23] M. Farhloul, M. Fortin, A new mixed finite element for the Stokes and elasticity problems, SIAM J. Numer.
Anal. 30 (4), pp. 971–990 (1993),

[24] M. Farhloul, M. Fortin, Dual hybrid methods for the elasticity and the Stokes problems: a unified approach,
Numer. Math., 76 (4), pp. 419–440 (1997).

[25] V. Girault, P. A. Raviart, Finite element approximation of Navier–Stokes equations, Lecture Notes in Math.,
749, Springer–Verlag, Berlin (1979).

[26] T.J.R. Hughes, G. Engel, L. Mazzei, M.G. Larson, The Continuous Galerkin Method is Locally Conservative,
J. Comp. Phys., 163, pp. 467–488 (2000).
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