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Abstract— The prediction at baseline of patients at high risk
for therapy failure or recurrence would significantly impact
on Hodgkin Lymphoma patients treatment, informing clinical
practice. Current literature is extensively searching insights in
radiomics, a promising framework for high-throughput imaging
feature extraction, to derive biomarkers and quantitative prog-
nostic factors from images. However, existing studies are limited
by intrinsic radiomic limitations, high dimensionality among
others. We propose an exhaustive patient representation and a
recurrence-specific multi-view supervised clustering algorithm
for estimating patient-to-patient similarity graph and learning
recurrence probability. We stratified patients in two risk classes
and characterize each group in terms of clinical variables.

I. INTRODUCTION

Hodgkin Lymphoma (HL) is an haematological malig-
nancy of the lymphatic system, part of the immune system.
Although the majority of patients are cured, up to 15% of
patients with early stage and up to 30% of patients with
advanced stage of HL will be primary refractory or expe-
rience recurrence, with percentages increasing with therapy
progression [1]. For this reason, the identification of cases
at high risk for first-line therapy failure or recurrence would
significantly impact on HL patients treatment, resorting to
alternative therapy planning. Today, prognostic stratification
guiding the therapeutic strategy in HL relies mainly on
staging and clinical risk factors, such as the presence of B
symptoms [2] and bulky disease [3]. Unfortunately, current
staging systems and prognostic factors provide limited infor-
mation about the lymphoma biology and fail in identifying
refractory HL patients at baseline [4].

Recently, quantitative image mining, namely radiomics,
has emerged. It has been shown to be promising in predicting
patients’ outcome in several cancers, including HL, shedding
lights on detecting refractory/relapsing patients and long-
term responders [5].

Radiomics consists of the employment of high-throughput
methods, extracting numerical features from regions of in-
terest, e.g. cancer lesions, thus transforming medical images
into easy-to-handle matrix data [6]. Radiomic features, also
known as texture features, can be divided into conventional
(i.e. Standard Uptake Value) and higher-order variables. For
instance, such variables include histogram-derived variables,

shape-derived variables, Gray Level Co-occurrence (GLCM)
matrix-derived variables, Gray Level Run Length (GLRLM)
matrix-derived variables, Neighbour Gray Level Difference
(NGLDM) matrix-derived variables and Gray Level Zone
Length (GLZLM) matrix-derived variables. According to this
taxonomy, every lesion is described with different views.
Together with genomics, radiomics undoubtedly represents
the new frontier of cancer research, paving the way for
personalized patients’ treatment. However, several method-
ological aspects have not been clarified yet, preventing its
translational application in clinical practice. These include its
close-source nature, sensitivity to acquisition settings and re-
construction parameters, lack of interpretability and method-
ological biases [7]. In addition, preliminary findings have
shown spatial intra-tumor heterogeneity to be fundamental
in understanding tumor severity and evolution, impacting
on pre-treatment prognosis [8]. A lack of consensus about
quantitative definition of heterogeneity has led to the need
of evaluating each lesion severeness and, with it, to the issue
of exhaustively representing patients’ disease [9].

On the other hand, predicting the refractory/relapsing class
is often limited to the number of minority class observations,
i.e. relapsing patients, such that both fixed-effects and mixed-
effects classification models and even classification models
optimized for imbalanced data eventually fail. Patients strat-
ification in an unsupervised setting could provide a different
perspective for deducing baseline insights about the patients’
disease progression, in order to implement effective and
personalized treatment strategies. Although not yet explored
in radiomics, such questions are usually addressed with
unsupervised clustering approaches from the integration of
quantitative and qualitative data of patients [10] [11]. Never-
theless, the patients subtyping approach can be far improved
when considering the clinical relapsing response variables as
a regularization factor for clusters’ building, with the aim of
discovering clinically more relevant cancer profiles.

The majority of cancer subtype identification models
have been proposed in genomic literature, where high-
dimentional, multi-omic datasets need to be properly pro-
cessed for genetic patients’ profiling. Such methods range
from the simple combination of single-omic distance matri-
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ces (LRAcluster [12]), to the fusion of single-omic similarity
networks accounting for data complementarity (Similarity
Network Fusion [13]), to Cancer Integration via Multi-
kernel Learning [14]. More recent works have focused on
both multi-omic views and dimensionality reduction, such
as Joint and Individual Variation Explained [15], Monte
Carlo consensus clustering [16], Multi-Omics Factor Analy-
sis [17]. and Deep learning based integration approach [18].
Moreover, the latest trend is to overcome pure unsupervised
approaches and perform cancer subtyping in a supervised
way, as to guarantee a good clustering performance for
patient stratification while accounting for survival time and
clinically relevant information (Survival Supervised Graph
Clustering, S2GC in short [19]).

The contribution of this work is two-fold. First, we pro-
pose a multi-lesion patient’s representation accounting for
clinical and personal information, as well as patient-wise
radiomic description across his/her multi lesion information,
in terms of mean and dispersion values. We then exploit
the multi-view approach of the S2GC [19] to propose a
recurrence-specific supervised clustering built upon such
patients’ representation, for indentifying clinically-relevant
HL phenotypical subtypes. Moreover, thanks to the multi-
view approach, we are able to interpret groups evaluating
the separate contribution of all radiomic feature groups,
i.e. the above-mentioned views, as well as their consis-
tency/agreement throughout observations. This would also
enable the radiomic framework to scale up to many more
extracted features.

II. DATA COLLECTION

One hundred and thirty-six patients diagnosed with HL
were retrospectively included in the study. Personal and
clinical disease information was recorded, including staging,
sex, age, presence of B-symptoms, types of administered
therapy (e.g. chemotherapy and radiotherapy), number of
nodal lesions, number of extranodal lesions, distribution of
lesions’ volume (mean, standard deviation) as well as total
tumor volume. Lesions’ radiomic information were retrieve
from semi-automatic segmentation of [18F ]FDG-PET/CT by
experienced radiologists. LIFEx (www.lifexsoft.org, [20])
was employed for both [18F ]FDG-avid lesions’ segmentation
and feature extraction.

The study, performed in accordance with the Declaration
of Helsinki, was approved by the ethics committee of IRCCS
Humanitas Research Hospital. The signature of a specific
informed consent and legal requirements of clinical trials
were waived in view of the observational retrospective study
design.

III. METHODS

A. Patient representation

As previously stated, although radiomic lesion description
allows to quantitavely exploit imaging information in matrix
data format, there are several obstacles that prevent radiomics
from taking root in clinical practice and research.

In multi-lesions cancers, like HL, in addition to the in-
trinsic problems of radiomics, an exhaustive patient repre-
sentation needs to be built. In fact, each lesion is associated
with a radiomic description vector that cannot be treated as
independent from the others as it belongs to the same patient.
It follows that the radiomic vectors need to be synthesized in
one-row representation prior to be juxtaposed to the vector
of patients’ clinical covariates.

We dealt with these two issues by treating lesions’ ra-
diomic features as different samples of the same patient.
Patient-wise radiomic profile was obtained by averaging all
radiomic features of lesions belonging to the same subject
with equal lesions’ weights, such that each lesion contributes
equally to its patient representation. Of course, different
weighting strategies could be implemented and are left for
future experiments.

Intra-patient variability has been described by multivariate
point-cloud dispersion of patients’ lesions and such index
has been used to represent patients’ intra-tumor heterogene-
ity. Dispersion has been computed for all, only nodal and
only extranodal lesions. Radiomic, volume, dispersion and
personal variables have been thus concatenated to build the
overall patient representation, divided into omic views, i.e.
clinical, histogram, shape, SUV, GLCM, GLRLM, NGLDM
and GLZLM groups.

B. Recurrence-specific survival clustering model

In order to find clinically-relevant clusters in HL patients,
two steps have been performed: a recurrence-specific graph
embedding of patients has been estimated to compute the
patient-wise similarity matrix S and a spectral clustering
algorithm has been applied to S for class categorization.

The recurrence-specific graph embedding has been built
upon the optimization of the following objective function
[19]:

min
w;S
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(1)

The first term entails the minimization of the recurrence
prediction according to the cumulative Cox proportional Haz-
ard method over all views m, where Xi is the p-dimensional
patient’s feature vector and w the coefficient variables that
need to be estimated; the second term is the co-regularization
term to perform the pair-wise agreement integration between
the prediction of different views, with control parameter λ ;
the third term is the l1 sparsity regularization term for man-
aging high data dimensionality, with control parameter η ;
the final term performs the recurrence-based graph learning

2156

Authorized licensed use limited to: Politecnico di Milano. Downloaded on December 15,2021 at 15:19:21 UTC from IEEE Xplore.  Restrictions apply. 



S accounting for the distances between observations, i.e.
patients, in terms of radiomic views and predicted recurrence
time; n is the total number of patients and each entry of S
(Si, j) indicates the similarity between Xi and X j. The larger
Si, j, the smaller the distance between radiomic covariates of
patients and their recurrence predictions. Indeed, the graph
has patients on each node and each edge represents the
similarity between the two patients it connects.

On one hand, we find the best w such that a model for
the cancer recurrence time is learnt for each patient. On the
other hand, similarity graph S is estimated on both clinical-
radiomic and recurrence time patients’ information. These
two tasks are thus jointly performed, in a mutual empow-
erment fashion. As the model simultaneously computes two
tasks, an alternating optimization algorithm has been used to
optimize the corresponding problem, iteratively solving one
task while keeping the other fixed [19].

Once recurrence-specific embedding graph is obtained as
described above, spectral clustering has been performed to
single out k clinically-relevant HL subtypes, i.e. clusters [21].

C. Fitting recurrence curves

The spectral clustering is performed on the patient-
to-patient similarity graph and the best number of clus-
ters k is searched. A recurrence curves is thus fitted on
each recurrence-specific cluster, i.e. risk class, according
to Kaplan-Meier estimator. Each KM recurrence curve is
defined as the probability of recurring in a given length of
time while considering time in many small interval [22].

The log-rank test (Mantel-Cox test) is used to evaluate
the statistical difference between the groups in terms of
recurrence time and p-values, while Hazard Ratio (HR)
and median recurrence times were annotated for clusters
characterization. Confidence Interval (CI) is also provided.
Finally, median recurrence time is defined as the time at
which recurrence curve intercepts the 50% probability line.

IV. RESULTS

As k was set to 2 according to maximization of similarity
criterion, two clusters were obtained, dividing the patients’
population in two recurrence-specific risk classes.

In Figure 1, the KM recurrence probability curves for
cluster 1 (in red) and cluster 2 (in blue) are displayed.

The logrank test on the two curve tested a significant
difference between the two groups’ recurrence rate (p=1.94e-
06). Moreover, Hazard Ratio (HR) has been computed and
resulted to be 0,163 with 95% Confidence Interval [0.0496,
0,537]. Finally, median recurrence time was 659 for group 2,
infinity for group 1. Since the HR is the ratio of the risk of
recurrence in group 1 with respect to the risk of recurrence
in group 2, in HL application it results that group 2 is at
high risk for recurrence while membership to group 1 seems
to prevent from recurrence in Hodgkin Lymphoma. This is
further confirmed by median recurrence time, which is little
less than two years for group 2, while group 1 seems not to
experience recurrence.

Fig. 1. Recurrence probability curves for cluster 1 (in red) and cluster 2
(in blue).

Fig. 2. Recurrence-specific cluster characterization for cluster 1 (blu) and
cluster 2 (orange): cluster 1 is at high risk of recurrence and cluster 2 at
lower risk.

V. DISCUSSION

The two groups were assessed and a high risk of re-
currence was noticed in cluster 2 while a lower risk was
found in cluster 1. While characterizing the two clusters, a
large number of radiomic features emerged as significant in
discriminating the groups, as expected by construction.

Figure 2 shows the distributions of variables representing
some of the different radiomic views in the two groups,
namely patient-wise dispersion over all lesions (nodal and
extranodal), mean volume of lesions, SUV max values, shape
values and energy of the first order histogram. Group-wise
boxplots describe the differences of variables in patients.

These findings provide risk factors for HL recurrence and
largely agree with those found in medical literature, proving
the reliability of the model. Indeed, patients belonging to
risk class 1, i.e. having lower risk of recurrence, exhibit
statistically relevant lower lesions’ dispersion, lower lesions’
volume, more spherical lesions, and higher entropy within
lesions with respect to patients belonging to risk class 2,
who instead express higher dispersion and volume, lower
entropy and more irregular lesions’ shapes. As dispersion is
intended as a proxy of intra-tumor heterogeneity, we notice
how higher heterogeneous diseases are associated to poorer
clinical outcomes, while lesion-specific entropy values are
linked to more positive responses, as shown in other medical
applications [23]. The employment of patient-wise lesions’
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dispersion as intra-tumor heterogeneity proxy paves the way
towards the assessment of tumor evolution in a personalized
medicine fashion, beyond standard prognosis recommenda-
tions. Moreover, the bigger the whole tumor and the bigger
the lesions, the higher the recurrence probability within short
time. This again underlines the match of our model’s findings
with current guidelines in clinical research and practice,
where patients with bigger lesions at baseline are prescribed
to undergo radiotherapy along with chemotherapy, as they
are flagged with bad prognosis. Finally, sphericity is known
to correlate with clinical prognostic factors in other types of
cancer [24], as our model highlighted in HL.

Beside the most intuitive variables described above, a mul-
titude of higher order indexes have emerged as significant,
making provision for radiomic features clinical interpretation
in terms of cancer severity and therapy response. In fact, as
current clinical literature struggles in finding a biological
meaning of higher order radiomic variables, recurrence-
specific cluster characterization could provide a robust and
reliable tool for feature explanation.

VI. CONCLUSIONS

In this work we proposed a disease patients representa-
tion encompassing clinical and imaging information: clinical
information included personal data as well as qualitative
cancer characterization; lesions’ radiomic information was
summarized in terms of average radiomic profile and intra-
patient lesions’ dispersion, i.e. dissimilarity. We fed such
patients’ representation into a recurrence-specific multi-view
supervised clustering algorithm for estimating patient-to-
patient similarity graph and learning recurrence probability,
leading to the stratification of patients in two risk classes.
Patients subtypes were characterized according to their risk,
and dispersion, volume, shape, SUV and entropy perfectly
profiled non-recurrent and recurrent cancer phenotypes.

Thanks to its multi-view and supervised nature, such
method opens the way for high dimensional radiomic data
processing, while keeping strong interpretability qualities.
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