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Abstract

Highly accurate numerical or physical experiments are often very time-consuming or expensive to obtain.
When time or budget restrictions prohibit the generation of additional data, the amount of available samples
may be too limited to provide satisfactory model results. Multi-fidelity methods deal with such problems by
incorporating information from other sources, which are ideally well-correlated with the high-fidelity data,
but can be obtained at a lower cost. By leveraging correlations between different data sets, multi-fidelity
methods often yield superior generalization when compared to models based solely on a small amount of
high-fidelity data. In the current work, we present the use of artificial neural networks applied to multi-
fidelity regression problems. By elaborating a few existing approaches, we propose new neural network
architectures for multi-fidelity regression. The introduced models are compared against a traditional multi-
fidelity regression scheme – co-kriging. A collection of artificial benchmarks are presented to measure the
performance of the analyzed models. The results show that cross-validation in combination with Bayesian
optimization leads to neural network models that outperform the co-kriging scheme. Additionally, we show
an application of multi-fidelity regression to an engineering problem. The propagation of a pressure wave
into an acoustic horn with parametrized shape and frequency is considered, and the index of reflection
intensity is approximated using the proposed multi-fidelity models. A finite element, full-order model and
a reduced-order model built through the reduced basis method are adopted as the high- and low-fidelity,
respectively. It is shown that the multi-fidelity neural networks return outputs that achieve a comparable
accuracy to those from the expensive, full-order model, using only very few full-order evaluations combined
with a larger amount of inaccurate but cheap evaluations of the reduced order model.

Keywords: Machine learning, artificial neural network, multi-fidelity regression, Gaussian process
regression, reduced order modeling, parametrized PDE

1. Introduction

Artificial neural networks (ANNs) have arguably been one of the most active topics during the recent
years. They have been successfully applied in a substantial number of research areas, including image
recognition [22], translation [10], and fraud detection [15]. More recently, ANNs have also been widely used
in the emerging area of machine learning in computational science and engineering, sometimes referred to as
scientific machine learning [3]. The remarkable expressive power of neural networks (NNs) has made them
stand out in the solution of forward and inverse problems governed by partial differential equations (PDEs)
[37, 40, 43], reduced order modeling [13, 19, 24], data-driven discovery [38], multiscale analysis [39], and so
on. This success can largely be explained by three major factors: computational power, flexibility and access
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to large data sets. The great flexibility of NNs, as well as their multi-purpose nature, is a dominant factor
explaining their overwhelming success, not only in research, but also in real-world applications. Several
application-dependent architectures have been developed, e.g., convolutional neural networks are often used
in image related tasks, whereas recurrent neural networks have found their success in speech recognition.
Nevertheless, even for a fixed structure, a neural network is still able to adapt to different situations. This
feature is mainly explained by the large number of parameters and hyperparameters that can be tuned to
fit data in many situations.

The ability to handle large data sets without overwhelming computational costs has made NNs a good
candidate for multi-fidelity (MF) regression. MF regression exploits correlations between different data
sets to provide a regression model that generalizes better than a simple regression model, which only takes
a single data set into account. The MF approach can be included in the more general machine learning
framework of weakly supervised learning [42, 45], in particular in the context of inexact supervision, which
concerns the situation where supervised information is available, but not sufficiently accurate as required.
The most common setup for MF regression is a set of data sources with different fidelity levels. High-fidelity
(HF) samples are usually rare due to their cost, be it computational or experimental. However, such data
are accurate and are the best available knowledge about the problem. In contrast, low-fidelity (LF) data
are assumed to be easy and cheap to obtain, yet might lack accuracy. Often generated numerically, the LF
data set ideally expresses major trends of the problem and correlate well with the HF data. The goal of
MF regression is to infer trends from LF data and use it to approximate the HF model, especially in regions
where HF data are sparse.

A natural MF setting arose in the geostatistics community, who realized that ”if core data at other
locations are correlated, they should be included to improve the regression” [20]. In the context of soil
porosity, precise measurements are combined with seismic data to better predict porosity in large areas.
Another common MF situation arises when solving PDEs [21, 36]. High order numerical schemes with a
fine mesh give rise to accurate, HF data, whereas the usage of a coarse mesh, a partially converged solution,
or a linearized equation can lead to LF data. In the past decade, MF methods have found applications in
many areas of scientific computing, including uncertainty quantification, inference, and optimization. We
refer to [33] for a comprehensive review. A widely used MF technique is co-kriging [1, 32] which relies on
vector-valued Gaussian processes for regression. Such a Gaussian process regression scheme presents two
major benefits. Firstly, as a non-parametric regression tool, it is suitable for many different applications.
Secondly, the method can be cast in the Bayesian framework, and the regression results naturally include
an uncertainty estimation, which is usually desirable. Nevertheless, Gaussian process regression is not
suitable for many applications as it suffers from different drawbacks, such as the curse of dimensionality.
Consequently, new methods for MF regression are needed, ideally able to detect non-trivial, highly nonlinear
correlations between the data sets of different fidelity levels, and should be applicable to a general class of
problems.

Based on these considerations, ANNs appear to be a promising candidate to solve MF problems. In the
related current work, we consider MF regression with ANNs. Several approaches have been proposed in the
literature so far and successfully used NNs in a MF setting. In [27], the authors tested a deep NN structure
on different artificial MF benchmarks, extended the idea to the physics-informed NN scheme and applied it to
inverse problems governed by partial differential equations (PDEs). Their MF model clearly outperforms a
single-fidelity regression. A different NN architecture, incorporated into a Monte Carlo sampling algorithm
to estimate uncertainties in a MF setting, was introduced in [28], and reduced computational cost has
been observed as compared to traditional Monte Carlo sampling. In addition, different MF strategies for
training NNs were discussed in [2], NNs were used to approximate the discrepancy between the HF and LF
physics-constrained NNs in [25], and deep neural networks (DNNs) were embedded into co-kriging in [35].
Moreover, a composition of Gaussian processes in a multi-layer network structure was used for MF modeling
in [11], and a multi-fidelity Bayesian neural network scheme has been developed in [26] and applied to the
physics-informed versions.

In this work, we propose different ANN architectures for the purpose of MF regression. Inspired by [27]
and [28], we present two all-in-one models in which different fidelity levels are trained simultaneously, as well
as two multilevel models that define separate NNs for the hierarchy of fidelity levels. In addition, we utilize
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a strategy based on cross-validation and Bayesian optimization to automatically select the best performing
NN hyperparameters. To the best of our knowledge, hyperparameter optimization (HPO) has not been
investigated for MF neural networks. The goal of this work is to define a reliable strategy that consistently
proposes a neural network which achieves high accuracy and shows good generalization properties. We will
assess the performance of the proposed NNs on a set of manufactured benchmarks, all chosen carefully to test
for the desirable properties. All models will be compared to single-fidelity regression schemes. Comparisons
will also include co-kriging results to benchmark the proposed models against common practices in MF
frameworks.

Additionally, we show an application of the proposed MF regression schemes to the evaluation of a
quantity of interest defined as a functional of the solution to a parameter-dependent problem governed
by PDEs. Such a task often occurs in the applied sciences and engineering, where multiple evaluations
of PDE solutions, for different scenarios described in terms of physical or geometrical parameters, can
be computationally demanding if relying on high-fidelity, full-order models (FOMs) such as detailed finite
element approximations. To overcome this difficulty, low-fidelity, reduced-order models (ROMs) can be built
through the reduced basis (RB) method. Despite ROMs featuring much lower-dimensional solution spaces
than those of the FOMs, they are able to capture the critical physical features of the FOMs. A reduced model
seeks the solutions on a low-dimensional manifold which is approximated by a linear trial subspace spanned
by a set of global basis functions, built from a set of full-order snapshots. The ROM accuracy is often granted
at the price of a relatively large number of basis functions involved in the reduced-order approximation. On
the other hand, an efficient assembly of the ROM during the online stage may only be possible provided that
an expensive hyper-reduction is performed during the offline stage. Therefore, a low dimensionality without
expensive hyper-reduction can make a reduced model extremely efficient, but potentially inaccurate. Our
goal, enabled by the MF neural network schemes in this work, is to provide accurate approximations to the
output quantities by leveraging a relatively large number of output evaluations using very low-dimensional
ROMs and a small number of evaluations using the FOM, so as to avoid the efficiency issues stemming
from the ROM construction and evaluation without compromising the outcome accuracy. In particular, we
apply the proposed approaches to a parametrized PDE problem, namely the propagation of a pressure wave
into an acoustic horn with parametrized shape and frequency, described by the Helmholtz equation. We
assess the impact of both the quality and the amount of the training data on the overall accuracy of the
MF regression outcome.

Following the introduction, the concepts of ANNs and Gaussian process regression are briefly reviewed,
and their underlying correlation is discussed in Section 2. Several NN structures for MF regression are
introduced and discussed in Section 3, and their effectiveness is demonstrated by a series of benchmark test
cases in Section 4. An application to a parametrized PDE problem is presented in Section 5, and conclusions
are drawn in Section 6.

2. Artificial neural networks and Gaussian processes for regression

2.1. Artificial neural networks (ANNs)

In this section, we consider an L-hidden-layer fully-connected NN [41] with width Ml and nonlinear
activation function φ for the l-th layer, 1 ≤ l ≤ L. At the j-th neuron in the l-th layer of the NN, the
pre- and post-activation are denoted by zlj and xlj , respectively, 1 ≤ i ≤ Ml. Let x = x0 ∈ Rdin denote

the inputs of the network and y = zL+1 ∈ Rdout denote the outputs. Note that we have M0 = din and
ML+1 = dout. Weight and bias parameters between the (l − 1)-th and l-th layers are represented by W l

ij

and bli, respectively, 1 ≤ l ≤ (L+ 1), 1 ≤ i ≤Ml, 1 ≤ j ≤Ml−1. Then one has

zli(x) = bli +

Ml−1∑
j=1

W l
ijx

l−1
j (x) , xli(x) = φ(zli(x)) , 1 ≤ i ≤Ml, 1 ≤ l ≤ L , and

yi(x) = zL+1
i (x) = bL+1

i +

ML∑
j=1

WL+1
ij xLj (x) , 1 ≤ i ≤ dout .

(1)

3



A multivariate function y = f(x) is approximated by a vector-valued network surrogate fNN(·; W,b) :
Rdin → Rdout to be trained on the input-output pairs {(x(k),y(k))}Nk=1. Here W and b are the vectors
collecting all the weight and bias parameters, respectively, and N is the number of data pairs. Such a
training is often performed by minimizing a cost function:

(W,b) = arg min
W,b

{
1

N

N∑
k=1

‖y(k) − fNN(x(k); W,b)‖22 + λ‖W‖22

}
, (2)

in which the first term is the mean squared error (MSE) and the second term is a regularization term with
λ ≥ 0 being the penalty coefficient.

2.2. Gaussian process regression (GPR)

Single-fidelity GPR

A Gaussian process (GP) is a collection of random variables, any finite number of which obey a joint
Gaussian distribution. In the GPR, the prior on the scalar-valued regression function f : Rdin → R is
assumed to be a GP corrupted by an independent Gaussian noise term, i.e., for (x,x′) ∈ Rdin × Rdin ,

f(x) ∼ GP(0, κ(x,x′)) , y = f(x) + ε , ε ∼ N (0, χ2) , (3)

where χ is the standard deviation of a Gaussian noise term ε, and the positive semidefinite kernel function
κ gives the covariance of the prior GP.

Given N pairs of input-output training data, a prior joint Gaussian is defined for the corresponding
outputs:

y|X ∼ N (0,Ky) , Ky = Cov[y|X] = κ(X,X) + χ2IN , (4)

where y = {y(1), y(2), · · · , y(N)}T, X = [ x(1) | x(2) | · · · | x(N) ] and IN is the M -dimensional unit matrix,
N being the number of training samples.

From a regression model, the goal is to predict the noise-free output f∗(s) for a new test input s ∈ Rdin .
By the standard rules for conditioning Gaussians, the posterior predictive distribution conditioning on the
training data is obtained as a new GP:

f∗(s)| s,X,y ∼ GP(m∗(s), c∗(s, s′)) ,

m∗(s) = κ(s,X)K−1
y y , c∗(s, s′) = κ(s, s′)− κ(s,X)K−1

y κ(X, s′) .
(5)

Multi-fidelity GPR

GPR with training data from different fidelity levels is known as co-kriging [32] or vector-valued GPR
[1]. In such a regression scheme, one can use a large amount of LF data and only a limited number of
HF samples to train a model of a reasonable accuracy. Since the LF evaluations are cheap, the cost of
training data preparation can be reduced by controlling the number of HF evaluations. Assuming a linear
correlation between the different fidelity levels, we can employ the linear model of coregionalization (LMC)
[1] that expresses the prior of a hierarchy of D solution fidelities as

fi(x) =

D∑
j=1

ai,juj(x) , i = 1, 2, · · · , D , (6)

i.e., each level of solution fi is written as a linear combination of D independent Gaussian processes uj ∼
GP(0, κj(·, ·)). In addition, the vector aj , 1 ≤ j ≤ D, collects the weights of the corresponding GP
component uj , i.e., aj = {a1,j , · · · , aD,j}T. This formulation leads to a matrix-valued kernel for the MF
GPR model as

K(x,x′) =

D∑
j=1

aja
T
j κj(x,x

′) . (7)
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In the two-level case, the well-known form of AR(1)-cokriging [32] is a special form of the linear model
defining the prior of a LF solution fL and a HF fH :

fH(x) = ρu1(x) + u2(x) ,

fL(x) = u1(x) ,
(8)

in which a1 = {ρ, 1}T and a2 = {1, 0}T. Conditioning on the training input-output pairs from both the
LF and HF, denoted by (XL,yL) and (XH ,yH), respectively, the predictive distribution for the HF can be
expressed as a posterior GP, i.e., f∗H(s)| s,XH ,yH ,XL,yL ∼ GP.

2.3. The link between ANNs and GPR

It can be shown that the prior of a neural network output can be seen as a set of Gaussian processes
under the following probabilistic assumptions [23, 29]1: (I) All the weight parameters W l

ij ’s are independent

and identically distributed (i.i.d), as are all the bias parameters bli’s, and the weight and bias parameter
sets are independent of each other; (II) In the l-th layer, 1 ≤ l ≤ L + 1, bli ∼ N (0, σ2

b ), and W l
ij ’s are

independently drawn from any distribution with zero mean and variance σ2
w/Ml−1; and (III) Ml → ∞,

1 ≤ l ≤ L. Here we briefly show by induction that {zli : 1 ≤ i ≤Ml} are i.i.d. zero-mean Gaussian processes
and {xlj : 1 ≤ j ≤Ml} are i.i.d. for all 2 ≤ l ≤ L+ 1.

We consider an arbitrary set of finite locations of the input x, denoted by X. Since both {b1i : ∀i}
and {W 1

i,j : ∀i, j} are i.i.d., one obtains {z1
i (X) = b1i +

∑din

j=1W
1
ijxj(X) : ∀i} are i.i.d. Thus {x1

j (X) =

φ(z1
j (X)) : ∀j} are i.i.d, natually leading to {z2

i (X) = b2i +
∑M1

j=1W
2
ijx

1
j (X) : ∀i} being i.i.d. For each

1 ≤ i ≤ M2, we apply the multivariate central limit theorem [12] to a sequence of i.i.d. random vectors
{
√
M1W

2
i1x

1
1(X),

√
M1W

2
i2x

1
2(X), · · · }, all with zero mean and covariance σ2

wCov[x1
· (X)], and we obtain

that z2
i (X) ∼ N (0, σ2

b I + σ2
wE[x1

· (X) ⊗ x1
· (X)]) as M1 → ∞. Since the input locations X are arbitrary,

each z2
i (x) is a Gaussian process as z2

i (·) ∼ GP(0,K2(·, ·)) with its kernel K2 defined as K2(x,x′) =
σ2
b I + σ2

wE[φ(z1
· (x))φ(z1

· (x
′))]. After the nonlinear activation in the 2nd layer, we have the i.i.d. {x2

j : ∀j}.
Therefore the proposition holds true for l = 2.

Assume it holds true for l, 2 ≤ l ≤ L. The proposition can be verified to be true for l + 1, similarly to
that for l = 2. The pre-activation in each intermediate layer follows a Gaussian process zl· ∼ GP(0,Kl(·, ·)),
2 ≤ l ≤ L+ 1, and

Kl(x,x′) = σ2
b + σ2

wEzl−1
· ∼GP(0,Kl−1)[φ(zl−1

· (x))φ(zl−1
· (x′))] . (9)

The outputs y(x) = zL+1(x) thus follow i.i.d. Gaussian process priors and the kernel function can be formed
from the recursive relation (9). We refer the readers to [17] for a more general discussion.

3. Artificial neural networks for multi-fidelity regression

Currently, there have been two successful approaches [27, 28] to the use of NNs in a multi-fidelity
context. The neural networks for multi-fidelity regression (NNMFR) presented in these two studies show
inherent differences at the architectural level of the networks. Whereas [27] uses a single NN to perform a
simultaneous regression of both the HF and LF data, [28] splits them up and used two distinct ANNs, one
for each fidelity level. Note that in the present work, we restrict ourselves to bi-fidelity problems, i.e., we are
interested in approximating the scalar HF function fHF(x) by incorporating information from the scalar LF
function fLF(x). Consequently, there will generally be only a few available observations of the HF function,
whereas the LF data are abundant. In that respect, it is useful to introduce the following notation:

• NHF and NLF denote the numbers of HF and LF samples, respectively.

• The training set for the HF function is given by THF = {(x(i)
HF , y

(i)
HF ) : 1 ≤ i ≤ NHF}, which satisfies the

HF function yHF = fHF(x).

1The discussion here involves some modification from the work in [23, 29].
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• By replacing the subscripts HF in the above notations by LF, we obtain the LF counterparts.

• The NN approximations corresponding to the HF and LF functions are denoted by fNNHF (x) and fNNLF (x),
respectively.

In the current section, we will review existing NNMFR approaches and propose our own strategies by
elaborating and adapting existing ideas. Different from the existing NNMFR strategies, our all-in-one
models consider the LF outputs as latent variables of the HF surrogate or mimic the correlation between HF
and LF levels in co-kriging, and our multilevel models are formulated directly from the hierarchy of fidelity
levels.

3.1. All-in-one NNMFR

As previously noted, a single NN, which performs two simultaneous regressions on the HF and LF data,
is used in [27]. It essentially resembles the structure of an autoencoder, where the inputs are encoded
towards the LF output yLF, then decoded and encoded again for the HF output yHF. The setup relies on the
assumption that

fHF(x) = F(x, yLF) = αFl(x, yLF) + (1− α)Fnl(x, yLF), α ∈ [0, 1], (10)

i.e., the unknown mapping F of the LF to the HF data can be decomposed into a linear and a nonlinear
part, denoted by Fl and Fnl, respectively.

In (10), the hyperparameter α determines the strength of the linear correlation, with α = 1 corresponding
to a fully linear relation between the HF and LF outputs. The determination of the value of α was not
specified in [27], neither are any values indicated in the reported results.

Based on these considerations, we propose the following two modified NN architectures, see (a) and (b)
in Fig. 1:

1. “Intermediate” model: The first NN structure is similar to the one in [27], except that the same
input layer is used for HF and LF data and we omit the autoencoder resemblance by adding additional
nodes to the layer containing the LF output. Furthermore, we do not impose (10) as we seek to directly
model the function F(x, yLF). We refer to this NN as the “Intermediate” model, referring to the location
of the LF output. In the numerical experiments, the LF output is situated in the 3rd hidden layer
of an Intermediate network and the HF output in the last layer. The number of neurons in the first
3 layers is fixed to 64 each and the width and depth of the layers between the LF and HF outputs
are determined by hyperparameter optimization. Except for the output layer, we use the hyperbolic
tangent activation function.

2. “GPmimic” model: The second NNMFR is based on the similarity between a wide NN and a GP.
Based on this correspondence, and since Gaussian processes are commonly used for MF regression,
we implement an architecture, which seeks to mimic the action of a GP. Hereafter we refer to this
architecture as “GPmimic”. In contrast to NNs, the conventional GPR often suffers from the curse
of dimensionality – the computational cost is rather expensive with high-dimensional inputs and large
data sets but the accuracy can hardly be guaranteed, which is usually considered as one of the GPR’s
major drawbacks. Hence, the GPmimic NN indirectly enables GP-like regression even in the case of
large data sets and high-dimensional inputs. The NN architecture is depicted in Fig. 1. The neurons
labelled by u1 and u2 are defined to be analogous to two independent Gaussian processes, especially
when the previous layers are wide, and they play the same roles as in the vector-valued GPR (6). By
considering no nonlinear activation in the output layer, the NN outputs of the GPmimic model are
given as:

yHF(x) = W11u1(x) +W12u2(x) + b1

yLF(x) = W21u1(x) +W22u2(x) + b2.
(11)

By inspecting (11), we notice that the outputs are recovered as an affine transformation of the two
variables u1(x) and u2(x), and the parameters Wij ’s define the correlations between yHF and yLF as in
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the vector-valued GPR. In principle, this setting only allows to model linear correlations between the
HF and LF data.

(a) Intermediate (b) GPmimic

(c) 2-step (d) 3-step

Figure 1: Different ANNs proposed for MF regression. All-in-one models in the top row (a, b), and multilevel models in the
bottom row (c, d). The “Intermediate” model in (a) considers the LF outputs at intermediate latent variables of the surrogate
for HF. The “GPmimic” model in (b) employs the LMC to mimic MF GPR. The “2-step” and “3-step” models in (c) and (d)
define separate NNs for the hierarchy of fidelity levels.

Remember that the all-in-one architectures perform vector-valued learning of f = [fHF(x), fLF(x)]T. There
are thus two different error components, one for each fidelity level. More specifically, these components are
given by the training errors MSEHF and MSELF of the HF and LF models, defined as

MSEHF =
1

NHF

NHF∑
i=1

|y(i)
HF − fNNHF (x

(i)
HF )|2, and MSELF =

1

NLF

NLF∑
i=1

|y(i)
LF − fNNLF (x

(i)
LF )|2. (12)

Hence, training an all-in-one network involves a multiobjective minimization problem, which is generally not
easy to solve. In [27], the problem is reduced to a single optimization problem by considering a loss function
given by the direct addition of the MSEs related to the two fidelity sets and a L2-regularization term.

A more general approach in multiobjective optimization is to use a weighted sum instead, to account for
objectives of different scales. Even though the data sets can be initially scaled to ensure the same order of
magnitude, large discrepancies between MSEHF and MSELF could develop during the learning process. Based
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on these considerations, the loss function in the Intermediate and GPmimic models is given as

L = αMSEHF + (1− α)MSELF + λ‖W‖22, (13)

where α ∈ [0, 1] (unrelated to the one in (10)) acts as a scaling factor between the two fidelity levels and λ > 0
is a penalty parameter. The extreme cases α = 0 and α = 1 correspond to the single-fidelity regressions
for the LF and HF data, respectively. The choice α = 0.5 represents a balanced importance of the LF and
HF levels. The value of α will be tuned by hyperparameter optimization in the numerical examples. The α
values minimize the testing errors of k-fold cross-validation and are determined by Bayesian optimization.

3.2. Multilevel NNMFR

The NNMFR introduced in Subsection 3.1 relies on a single NN to learn the multidimensional function
f = [fHF(x), fLF(x)]T. Another approach, leading to the multilevel NNMFR, is to use distinct NNs to
model these functions. Such an approach has been employed in [28], and the presented method can be
summarized as follows. A first NN NN1 learns a correlation function yHF = F(x, yLF) based on the input

data
{

(x
(i)
HF , yLF(x

(i)
HF )) : 1 ≤ i ≤ NHF

}
and the output data

{
y

(i)
HF : 1 ≤ i ≤ NHF

}
. In this case, it is required

that the HF input locations should form a subset of the LF input locations, i.e., XHF = {x(i)
HF : 1 ≤ i ≤

NHF} ⊆ XLF = {x(i)
LF : 1 ≤ i ≤ NLF}. For each available LF sample x′ ∈ XLF \ XHF, an approximate HF data

sample y′HF(x
′) can be generated by the network NN1, and these generated data, together with the existing

HF data at XHF, can be used as the new HF data set Y ′HF = {yHF(XHF), y′HF(XLF \ XHF)} . Finally, a second
NN NN2 is trained to model the HF function fHF(x) based the input-output pairs between XLF and Y ′HF.
Following this multilevel approach in [28], we propose two modified multi-step NNs for MF regression by
adopting the following major changes:

• The LF function fLF(x) is modeled by a first NN NNLF. This modification is relevant if the computa-
tional cost of additional LF data is not cheap, for instance when having to solve PDEs.

• Now that we can rapidly generate new LF data using NNLF, modeling the direct mapping between x
and yHF = fHF(x) is unnecessary. Hence our second network NNHF will be analogous to NN1 in [28].

These considerations lead to the following multilevel architectures, also see (c) and (d) in Fig. 1:

1. “2-step” model: A DNN NNLF is trained on TLF to learn the LF function fLF(x). Using the NN
NNLF, we can predict the values of the LF function at the training inputs XHF of the HF data, denoted

by fNNLF (XHF) = {fNNLF (x
(i)
HF ) : 1 ≤ i ≤ NHF}. Then a second artificial network NNHF approximates the HF

function yHF = F(x, yLF) based on the input data (XHF, fNNLF (XHF)) = {(x(i)
HF , f

NN
LF (x

(i)
HF )) : 1 ≤ i ≤ NHF} and

the available HF output data YHF = yHF(XHF) = {y(i)
HF : 1 ≤ i ≤ NHF}. NNHF is a shallow NN consisting

of a single hidden layer. In other words, the network NNHF approximates the function yHF = F(x, yLF)
based on the HF and LF data at the same locations XHF. However, as the HF and LF data locations,
i.e., XHF and XLF, are generated independently, the observations of the LF function at the HF inputs
XHF have to be evaluated from NNLF if not directly available at XHF.

2. “3-step” model: This model is a modification of the 2-step model by adding an additional level of
fidelity, generated by a third network NNlin. NNlin is equivalent to the NNHF in the 2-step model in
the sense that it models the correlation function yHF = F(x, yLF). However, no nonlinear activation
function is used in NNlin. In other words, NNlin is responsible for capturing the linear correlations
between the HF and LF data sets. Let fNNlin (XHF, fNNLF (XHF)) denote the set of outputs of NNlin at the HF
input locations XHF. This set will then serve as part of the inputs for the third and final network NNHF.
NNHF approximates the correlation function yHF = F ′(x, yLF, ylin), ylin being the output of NNlin as
a linear approximation of yHF, and the training of NNHF is based on the input-output pairs between
(XHF, fNNLF (XHF), fNNlin (XHF, fNNLF (XHF))) and YHF. NNHF is again a shallow NN consisting of a single hidden
layer. Note that the 3-step model should only present an advantage over the 2-step model when there
exist strong linear correlations between the HF and LF data.
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It should be clear that the proposed architectures present a few differences. The key difference between
the all-in-one and the multilevel strategies is at the structural level. All-in-one NNMFR aims to approximate
the two-dimensional function f = [fHF(x), fLF(x)]T with a single NN, while multilevel NNMFR uses distinct
networks to model the HF and LF functions separately. However, to incorporate information from the LF
function, this is done sequentially by first modeling fLF(x) and then the correlation between the two fidelity
levels.

We note that all-in-one models include the additional hyperparameter α. This hyperparameter can
potentially be used to incorporate prior knowledge into the regression model. Suppose for instance that
we know that the LF data provide a good representation of the problem. We can then enforce the NN
to accurately model the LF data by setting the value of α accordingly. Furthermore, this can be taken
into account in the Intermediate model by choosing the number of neurons in the layer containing the LF
output, where a smaller layer width may indicate a stronger dependency on the LF data. In the multilevel
architectures, the question of how much trust is put in the LF data is left to the model and determined
during the training process. An advantage of the multilevel approaches is that the LF function does not
have to be approximated by a neural network. Instead, we can use other techniques which might be more
accurate or less time-consuming. For instance, in the presence of discontinuities, an accurate approximation
can be obtained by utilizing gradient boosting algorithms [14].

It is worth pointing out that the proposed multi-fidelity NN models can be naturally extended to the
cases with more than two fidelity levels. Extra LF latent variables can be added to the intermediate layer in
an Intermediate network, while the last two layers of a GPmimic network can be modified according to the
LMC formulation (6) with D > 2. With added NN steps, the multilevel models will be able to approximate
a hierarchy of more fidelity levels as well.

Finally, in the non-hierarchical cases where the available information sources present similar levels of
fidelities, the GPmimic model is the only NNMFR that can be used without any adaptation. In fact, all
other proposed structures rely on a hierarchy of the available data sets according to their fidelity levels.

4. Numerical results (I): benchmark test cases

In this section, we analyze the performance of the proposed ANN structures in MF regression problems.
For that purpose, the models presented in Section 3 are tested on a variety of artificial benchmarks, and
compared against commonly used co-kriging methods.

In all benchmarks, the hyperparameters of the neural networks, for instance the parameter α to balance
the MSE terms, are optimized by k-fold cross-validation and Bayesian optimization, whereas the hyperpa-
rameters of the GPs are obtained by maximizing the marginal likelihood [44]. For the Bayesian optimization,
Python package Hyperopt [6] is used for a tree-structured parzen estimator (TPE) based approach [7], in
which the priors on hyperparameters can be chosen from a range of distributions for both continuous and
discrete random variables. Both the single-fidelity and multi-fidelity GPRs are implemented by the Python
package GPy [16]. Furthermore, GPy automatically adds a noise term for each fidelity level to account for
noisy data. As artificial benchmarks give rise to noiseless observations, the standard deviation values of all
the noise terms are fixed to 10−5 in these benchmarks. HPO results for the first three benchmarks’ NNMFR
can be found in Appendix A.

The numerical study in this section compares the performance of the proposed NNs against co-kriging.
In each case, the qualitative difference between single- and multi-fidelity regressions is noted briefly before
presenting a comparative study between NNMFR and multi-fidelity GPR. Models are evaluated using the
MSE on a test set covering the whole input domain. The results will reveal whether choosing a model based
on the validation error is a good strategy. The comparison between NN regression and the best GPR will
not only include accuracy results but also computational time. In addition, we evaluate the following R2

score that allows for a cross-benchmark comparison:

R2 = 1−

∑Ntest

i=1

(
y

(i)
HF − f

(i)
reg

)2

∑Ntest

i=1

(
y

(i)
HF − ȳHF

)2 , where ȳHF =
1

Ntest

Ntest∑
i=1

y
(i)
HF , (14)
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Ntext is the size of the test set, and freg denotes the prediction given by a regression model.

4.1. Benchmark case 1: Linear correlation

The first benchmark is a common test case for MF methods. HF and LF functions are defined over
Ω = [0, 1] as

fHF(x) = (6x− 2)2 sin(12x− 4),

fLF(x) = 0.5fHF(x) + 10(x− 0.5) + 5,

respectively. The LF function is obtained by a linear transformation from the HF function and the input
variable x. The setup serves as a good initial test for MF models. HF and LF samples are given by 5 and 32
equally spaced values in Ω, respectively. Since the number of the HF data is very limited, hyperparameters
of the NNs are optimized using leave-one-out cross-validation (LOOCV). The values can be found in Table
A.1. Fig. 2 shows the results of both the single-fidelity regression (SFR) and MF regression (MFR). Both
the NN and the GPR fail to approximate the function based solely on the HF data; in particular, both
models fail to accurately predict the function in the interval [0, 0.8]. It is also important to note that
the kernel used for the GPR is induced by an NN structure [23]. In fact, many other kernels predict an
almost constant mean function with large uncertainty intervals. Table 1 provides quantitative insight in
the regression results. No validation error is available for co-kriging, as the hyperparameters are optimized
by maximizing the marginal likelihood. However, since the best performing kernel has been chosen based
on the MSE on the test set, it is fair to assume that the performance of GPR is slightly overestimated in
general.

In general, except for the 2-step model, the validation errors are very conservative estimates of the test
error. Co-kriging and the 3-step model outperform all other models by one or even two orders of magnitude.
This can be explained by their mathematical setup that is designed to exactly model the linear correlation
between the HF and LF functions. In fact, the 3rd neural network NNHF of the 3-step model is redundant in
this case, as there is no nonlinear trend to catch. Consequently, in this first and simple benchmark there is
nothing to be gained by using ANN, as they all perform worse than classic GPR and are also computationally
more expensive.

Table 1: Linear correlation: comparison of the MF regression models. Indicated times account for both HPO and final model
predictions.

Model Validation MSE Test MSE R2 Elapsed time (s)

Co-kriging - 2.9× 10−4 0.999 9

Intermediate 3.03×101 1.87× 10−1 0.990 650

GP-mimic 4.25×100 1.55×10−1 0.992 752

2-step 7.81×10−3 3.37×10−2 0.998 104

3-step 2.23×10−3 9.53×10−4 0.999 401

4.2. Benchmark case 2: Discontinuous function

This second benchmark is designed to analyze how well the proposed NN models can approximate
discontinuities in an MF setting. HF and LF data are generated from the following functions:

fLF(x) =

{
0.5(6x− 2)2 sin(12x− 4) + 10(x− 0.5)− 5, 0 ≤ x < 0.5

3 + 0.5(6x− 2)2 sin(12x− 4) + 10(x− 0.5)− 5, 0.5 < x ≤ 1

fHF(x) =

{
2fLF(x)− 20(x− 1), 0 ≤ x < 0.5

4 + 2fLF(x)− 20(x− 1), 0.5 < x ≤ 1.
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(a) SFR with GP, MFR with co-kriging.
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(b) SFR with NN, MFR with 3-step.
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(c) SFR with NN, MFR with 2-step.
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(d) SFR with NN, MFR with GPmimic.
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(e) SFR with NN, MFR with Intermediate.

Figure 2: Linear correlation: single-fidelity and MF regression results using GPs and different ANNs. There are 5 HF (circle)
and 32 LF (cross) observations. Single-fidelity model based on the 5 HF data points is shown in green (dashed).

8 and 32 equally spaced locations over Ω = [0, 1] are used as the HF and LF inputs, respectively. In
addition, 10 equally spaced points in the interval [0.45, 0.55] are added to the LF data set to allow for a
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better approximation of the discontinuity. In contrast to the first test case, the correlation between the
two functions is only piecewise linear, and the piecewise definition results in the discontinuities of distinct
amplitudes, see Fig. 3(a).

Fig. 3 shows that the regression models based merely on the HF data are not able to approximate the
discontinuity at x = 0.5, but the regression results are significantly improved by taking the LF data into
account. With R2 scores over 0.99, both the 2-step and 3-step multilevel NN models show a good match
with the exact solution. However, the discontinuity is considerably smoothened when other NN models
are used, especially when employing the GPmimic model. While the co-kriging presents a discontinuity at
x = 0.5, fluctuations are present in the interval [0.4, 0.6]. Despite its low test error, the Intermediate model
yields a significantly higher validation error than all the other NNs.

Table 2: Discontinuous function: comparison of the MF regression models. Indicated times account for HPO and final model
predictions.

Model Validation MSE Test MSE R2 Elapsed time (s)

Co-kriging - 8.07×10−1 0.983 35

Intermediate 9.14×100 2.99×10−1 0.994 1587

GPmimic 1.66×100 6.92×10−1 0.985 1511

2-step 3.39×101 9.52× 10−2 0.998 311

3-step 7.06×10−2 1.45×10−1 0.997 624

4.3. Benchmark case 3: Nonlinear correlation

The third one-dimensional benchmark will test the proposed NN models on a nonlinear correlation
between HF and LF levels. The data samples are obtained from the following functions:

fLF(x) = sin(8πx),

fHF(x) = (x−
√

2)f2
LF(x).

We use 15 equally spaced HF data points and 42 LF data points over the interval Ω = [0, 1]. Fig. 4(a) shows
that the frequency of the HF function differs from that of the LF function. Moreover, the amplitude of the
HF function is linearly decreasing with x.

Table 3: Nonlinear correlation: comparison of the MF regression models. Indicated times account for HPO and final model
predictions.

Model Validation MSE Test MSE R2 Elapsed time (s)

Co-kriging - 5.94× 10−2 0.561 36

Intermediate 8.60× 10−2 5.48× 10−3 0.959 2135

GPmimic 1.46× 10−1 1.18× 10−1 0.128 2019

2-step 9.51× 10−4 8.09× 10−4 0.994 1072

3-step 1.38× 10−3 4.49× 10−4 0.997 1208

As in the previous test cases, single-fidelity regression models do not provide satisfactory accuracy.
Neither co-kriging nor the GPmimic model can leverage the LF data to improve the regression results. With
an R2 score of 0.128, the GPmimic NN hardly performs better than the average function value. However, it
is not surprising that both models fail in the current benchmark, as their mathematical structure is unable
to detect nonlinear correlations between the two fidelity levels. Fig. 4 underlines that the difficulty of this
test case lies in approximating the different local extrema of the HF function, since data points are not
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(b) SFR with GP, MFR with co-kriging.
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(c) SFR with NN, MFR with 2-step.
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(d) MFR using different NNs.

Figure 3: Discontinuous function: single- and MF regression results using GPs and different ANNs. There are 8 HF (circle)
and 42 LF (cross) observations.

always available close to the local extremum. Nevertheless, both the multilevel NN models recover an R2

score exceeding 0.99.

4.4. Benchmark case 4: 20-D benchmark

It is well known that GPR suffer from the curse of dimensionality, and cannot be effectively used when
the number of data points is very large (N > 10000), especially when big data sets are needed to sufficiently
cover the high-dimensional input space. The current benchmark is chosen to show that, in contrast to GPR,
NNs remain a valid candidate for MF regression in the presence of high dimensionality and large data sets.
The following 20-dimensional functions [27] define the MF setting in this example:

fHF(x) = (x1 − 1)2 +

20∑
i=2

(2x2
i − xi−1)2 ,

fLF(x) = 0.8fHF(x)−
20∑
i=2

0.4xi−1xi − 50 ,

with x = {x1, x2, · · · , x20} ∈ Ω = [−3, 3]20. HF data are sampled from fHF at 5000 locations randomly
chosen from a uniform distribution over Ω, while the LF samples are evaluated at 30000 random input
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Figure 4: Nonlinear correlation: single- and MF regression results using GPs and different ANNs. There are 15 HF (circle)
and 42 LF (cross) observations. (a) has a different range for the vertical axis than (b), (c) and (d).

locations.
In this case, the co-kriging scheme has a 35k × 35k covariance matrix, which means the evaluations

of posterior mean and variance will require multiple solves of linear systems of size 35k. For a fixed set
of hyperparameters, there is one linear solve required to formulate the posterior mean function, but the
variance at each test location will require a new linear solve. Additionally, when determining the optimal
values of hyperparameters, linear solves are repeatedly needed at the updated hyperparameter values in
each iterative step. On the other hand, just the storage of such a matrix can take around 10GB of memory.
One linear solve with an N ×N coefficient matrix has the computational complexity of more than O(N2),
O(N3) at most, N = 35k in this case, whereas one step of stochastic gradient descent for NN training
requires O(nwnb) computations, nw and nb being the number of NN parameters (weights and biases) and
the size of a mini-batch, respectively. Hence the construction of a co-kriging surrogate is very likely to be
more computationally intensive than NN training. Therefore, the GPR would have a high demand for both
memory and computational time in this 20-D problem, suffering from the curse of dimensionality, but the
reliability could still be poor. All these factors make co-kriging a lousy candidate for this problem.

Instead we utilize the proposed 3-step NN model whose training is accelerated by a GPU, and we opt for
the 5-fold cross-validation to tune NN hyperparameters. Fig. 5 shows that the 3-step model can accurately
predict the value of yHF at one million random input locations.
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(a) Single-fidelity regression (b) MF regression with the 3-step model

Figure 5: 20-D benchmark: Exact function values versus predicted values by NNs at one million random locations. All data
are normalized to the range [0,1].

5. Numerical results (II): application to parametrized PDEs

In this section we apply our MF framework to a problem arising in acoustics, namely the propagation of
a pressure wave P (x, t) into an acoustic horn with parametrized shape, addressed in [31]. In particular, we
are interested in evaluating an input-output map involving the solution of a PDE, exploiting the accuracy of
the finite element method to obtain HF solutions, while relying on a reduced basis (RB) method to compute
LF, but fast and inexpensive, approximations. Different from the previous section, we consider different
sources of data for each fidelity level.

We consider an acoustic device, illustrated in Fig. 6 (left), comprising of a waveguide, with infinite
extension to the left and a conical extremity on the right, namely the horn2, and an internal propagating
planar wave inside the waveguide: once the wave reaches the horn, a portion of its energy is converted into an
outer-going wave. Under the assumptions of single-frequency and time harmonic waves, the acoustic pressure
can be expressed as P (x, t) = Re(p(x)eiωt), where the complex amplitude p(x) satisfies the monochromatic
steady-state Helmholtz equation with mixed Neumann-Robin boundary conditions:

∆p+ k2p = 0 in Ω

(ik +
1

2R
)p+∇p · n = 0 on Γ0

ikp+∇p · n = 2ikA on Γi

∇p · n = 0 on Γh ∪ Γs = Γn, (15)

where k = ω/c is the wave number, ω = 2πf the angular frequency and c = 340 cm s−1 the speed of sound;
n denotes the outward-directed unit normal on the boundary of Ω. We restrict the computation to the
domain Ω shown in Fig. 6, and impose on Γi a propagating wave with amplitude A = 1 while an absorbing
condition on the far-field boundary Γo – absorbing the outer-going planar waves, and homogeneous Neumann
boundary conditions on the sound-hard walls of the device Γh as well as on the symmetry boundary Γs. We
take, for simplicity, the radius equal to R = 1, see [4] for more details.

In addition to the frequency f of the incoming wave, we parametrize, as in [31], the shape of the horn by
means of radial basis functions, introducing as parameters µg = (µg,1, . . . , µg,4) the vertical displacement
of four control points located on the horn wall Γh, shown in Fig. 6 (right). The admissible domain con-
figurations are defined as the diffeomorphic images Ω(µg) of the reference shape Ω through a deformation

2For simplicity, the device extends infinitely in the direction normal to the plan and its wall consists of sound-hard material.
Therefore, for the frequencies in the range under consideration, we assume that all non-planar modes in the waveguide are
negligible, which allows us to reduce the problem to two space dimensions.
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mapping T(·;µg) obtained as linear combinations of the control points’ displacements. Hence, the acoustic
problem depends on five parameters, i.e., we let µ = (f,µg) denote the parameter vector and D ⊂ Rp the
parameter domain.

Figure 6: Acoustic horn problem. Left: the computational domain Ω and the boundaries. Right: the control points used in
RBF shape parametrization, whose vertical displacements are treated as parameters.

We focus our analysis on a specific output of interest, namely the index of reflection intensity (IRI) [4]
which measures the transmission efficiency of the acoustic horn and is defined as the absolute value of the
average reflected wave at the sound inlet Γi, i.e.,

IRI(µ) = J(p(µ)) =

∣∣∣∣ 1

|Γi|

∫
Γi

p(µ) dΓ− 1

∣∣∣∣ ,
in which the functional J defines the quantity of interest – the IRI. In particular,

IRIrLF(µ) = J(pmr (µ)), and IRIHF(µ) = J(ph(µ)),

define the MF setting for this test case. We denote by pmr (µ)) and ph(µ)) the LF and the HF solutions of
the parametrized PDE, respectively, the construction of which is reported in the Appendix C. Moreover, we
highlight the dependence of the LF model on the dimensionN of the ROM used to evaluate the PDE solution.
In the following subsections, we consider two different scenarios, dealing with either 1 or 5 parameters.

5.1. Case with p = 1 parameter

In this first case, we compare different MF strategies, by considering the output of interest as a function
of the frequency µ = f only, letting it vary in D = [10, 1800]. Hence, we first limit our analysis to the
reference configuration of the horn, without taking geometric parameters into account. In this specific case,
the linear system arising from the FE approximation of the problem (15) exhibits an affine decomposition
(see Appendix C), so that any further hyper-reduction stage is not required when constructing the ROM.
To build this, we first randomly sample 150 values of the frequency f and compute the corresponding HF
solutions through the FOM. The FOM is approximated by P1 finite elements and, considering a mesh made
of 8740 triangular elements, we have an HF model of dimension n = 4567. Then, we apply POD and extract
r = 44 reduced basis functions by imposing a relative projection error of 10−5. All computational details
are summarized in Table 4. The computation of HF and LF solutions, i.e. the FOM and ROM solutions,
respectively, is carried out in Matlab, using the redbKIT library [30]. All hyperparameters obtained by
HPO are reported in Appendix A.

We assess how the quality of the LF model and the amount of HF data impact the accuracy of the MF
prediction. We recall that (i) we can improve the quality of the LF model by selecting a smaller or larger
number of bases, and (ii) we can freely decide the parameter values for which we solve the HF model, by
keeping the sampling method fixed. A comparison among LF models obtained with different dimensions
r of the ROM is reported in Fig. 7. Even though the maximum number of available basis functions is 44,
we choose to limit the selected basis functions in the POD-Galerkin ROM to be between 5 and 22, to deal
with a potentially inaccurate (or, at least, not accurate enough) LF model. The ability to obtain accurate
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Figure 7: Quantity of interest J = IRI: HF solution fHF(µ) and different LF solutions fLF(µ) depending on the number r of
basis functions. For too small values of r, the LF model prediction is rather poor, while it is almost indistinguishable from the
HF model prediction for r ≥ 25.

predictions by combining a few HF data and several evaluations of a reliable, but not sufficiently accurate,
ROM, is indeed an attractive feature of the proposed framework, as this may prevent us from constructing
ROMs with large dimensions and poor efficiency. Moreover, we consider the same amount of HF data, while
we keep the number of LF data fixed to 32.

Table 4: Computational details in the case with p = 1 parameter: µ = f .

Number of parameters 1 Parameter domain D [10, 1800]
Number of finite elements 8740 Tolerance RB POD 10−5

Number of FE DoFs n 4567 Number of ROM DoFs r 44
Number of HF data from 5 to 22 Number of bases from 5 to 22
Number of LF data 32 Sampling method LHS

In the following, we test the Intermediate, 2-step, and 3-step network models. For each combination
number of HF data – number of bases, we train the NNs, predict the output of interest and compute the
goodness-of-fit indices, R2 and MSE. Evaluated outputs with these network architectures are displayed in
Fig. 8. The values of R2 and MSE are reported in Figs. 9, 10 and 11, as functions of the number N of basis
functions and the amount of HF data considered.

Overall, the NN architectures perform very well and provide good predictions, in terms of both MSE
and R2, provided that a sufficient number of basis functions and HF data are used. The 2-step and 3-step
models produce similar results and perform better than the Intermediate model, as displayed in Fig. 8. In
particular, the multilevel models are robust and efficient even in the cases where the LF models are built
with few bases, while the Intermediate network has poor predictive accuracy without a sufficiently accurate
LF model, even if a large amount of HF data are provided. In fact, with multilevel networks we can reach
values of R2 larger than 0.8 even considering just r = 5 bases, whereas the Intermediate model does not
provide large values of R2 with less than 12 bases, see Figs. 9, 10 and 11. Regarding the computed outputs,
we see how the peaks with larger amplitude found for f < 1000 are correctly described by both the 2-step
and 3-step models, while smaller amplitude peaks for f > 1000 are better captured by the 3-step model
than the 2-step. On the other hand, the Intermediate model provides a less accurate trend of the output,
and only provides reliable results provided that both N and the amount of HF data are large enough.

As expected, the prediction improves as the number of HF data or the number of basis functions increases,
even if these two features impact the accuracy in a slightly different way. For the sake of simplicity, we
restrict to the case of a 3-step model, see Fig. 11 (top). It is observed that, for each fixed size of reduced

17



0 250 500 750 1000 1250 1500 1750
frequency f

0.4

0.2

0.0

0.2

0.4

0.6

0.8

J = IRI     

10 bases - 8 HF data
LF solution
LF data
HF solution
HF data
2-step
3-step
Intermediate

0 250 500 750 1000 1250 1500 1750
frequency f

0.4

0.2

0.0

0.2

0.4

0.6

0.8

J = IRI     

10 bases - 16 HF data
LF solution
LF data
HF solution
HF data
2-step
3-step
Intermediate

0 250 500 750 1000 1250 1500 1750
frequency f

0.2

0.0

0.2

0.4

0.6

0.8

J = IRI

16 bases - 8 HF data
LF solution
LF data
HF solution
HF data
2-step
3-step
Intermediate

0 250 500 750 1000 1250 1500 1750
frequency f

0.2

0.0

0.2

0.4

0.6

0.8

J = IRI

16 bases - 16 HF data
LF solution
LF data
HF solution
HF data
2-step
3-step
Intermediate

0 250 500 750 1000 1250 1500 1750
frequency f

0.2

0.0

0.2

0.4

0.6

0.8

J = IRI

20 bases - 8 HF data
LF solution
LF data
HF solution
HF data
2-step
3-step
Intermediate

0 250 500 750 1000 1250 1500 1750
frequency f

0.2

0.0

0.2

0.4

0.6

0.8

J = IRI

20 bases - 16 HF data
LF solution
LF data
HF solution
HF data
2-step
3-step
Intermediate

Figure 8: Quantity of interest J = IRI: the HF and LF solutions as well as the MF (Intermediate, 2-step, 3-step) results
considering different numbers of bases and HF training data.

basis r, the goodness-of-fit indices improve as the number of HF data increases until a threshold limit is
reached, which is determined solely by the number of bases and cannot be overcome by adding more HF data.
Conversely by increasing N , as shown in Fig. 11 (bottom), the trends of R2 (resp. MSE), corresponding
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Figure 9: Case with p = 1 parameter, Intermediate model. MSE and R2 for different amounts of HF data and LF dimension
r.

to the different numbers of HF data adopted, increase (resp. decrease) and also tend to reach values closer
to each other. The amount of HF data thus becomes less and less important as the LF model improves.
Hence, in this specific problem it is more efficient to have a good LF model even with a small amount of HF
data, rather than lots of HF data but a poor LF model.

5.2. Case with p = 5 parameters

We finally apply our MF setting to the case where all the five parameters µ = (f,µg), namely the
frequency and the four geometric parameters, vary, in order to consider shape variations in the horn geometry
as well. The parameter domain is D = [50, 1000]×Dg, where Dg = [−0.03, 0.03]4.

We compute 200 FOM snapshots for 200 points in the parameter domain D through a Latin Hypercube
sampling (LHS) design. In this case, the reduced basis is made from r = 80 POD modes, see Table 5. As
in the case of p = 1 parameter, we select an appropriate range for the number of bases and HF data to
assess the efficiency of the MF approach in different scenarios. We consider a larger number of LF data (500
instead of 100) than in the case of p = 1 parameter. We then vary the number of HF data from 5 to 45, and
the number of basis functions of the LF model from 5 to 40. Results are only reported in the case of the
3-step model for the sake of brevity, focusing on the roles of the quality and quantity of the training data
rather than on the choice of the NN architecture.

Passing from 1 to 5 parameters does not worsen the prediction power of the NNMFR. Indeed, once again
we obtain an accurate prediction from a small number of FOM data by exploiting a large number of ROM
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Figure 10: Case with p = 1 parameter, 2-step model. MSE and R2 for different amounts of HF data and LF dimension r.

solutions that can be computed very quickly and inexpensively. As in the previous case, the MF prediction
improves both as the number of HF data and the number of bases increase, with the latter playing a more
important role in this problem. Similar to the case with p = 1, we display R2 and the MSE obtained with
the 3-step NN model as functions of the aforementioned factors, see Fig. 12.

Numerical results show that we can achieve very good results even in 5 dimensions by employing 500
LF data, and that increasing both the amount of HF data and the dimension of the LF model improves
the accuracy of prediction. When considering a poor LF model, the number of HF data is fundamental for
obtaining good prediction: for instance, with an LF model of dimension r = 15, we obtain R2 = 0.12768 with
5 HF data, and R2 = 0.91093 with 40 HF data. In contrast, the amount of HF data loses importance as the
LF model becomes more accurate. In fact, with an LF model of dimension r = 35, when HF data increases
from 10 to 45, R2 only improves by 0.2%, passing from 0.98882 to 0.99107. For a fixed, small number of
basis functions, e.g., r = 5, R2 (resp., the MSE) continues to increase (resp., decrease) as the number of HF
data increases, while both indices flatten when considering larger values of r, e.g., r > 15. Considering a
fixed number of HF data greater than 5, it is possible to reach excellent values of the goodness-of-fit indices
just by increasing the number of bases. In particular, starting from 20 bases, we already reach an R2 greater
than 0.97 and an MSE smaller than 1.2×10−3, both continuing to improve as the number of bases increases.
On the other hand, as r increases, the indices keeps improving and the number of HF data becomes less
and less relevant. Therefore, in the case with p = 5 parameters, we can again conclude that improving the
quality of the LF model is a more efficient strategy – computationally cheaper as well – than increasing the
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Figure 11: Case with p = 1 parameter, 3-step model. MSE and R2 for different amounts of HF data and LF dimension r.

number of HF data, to reach a certain degree of accuracy.

6. Conclusions

In this work we discuss MF regression with ANNs, for which four different architectures are presented.
The proposed NN schemes are benchmarked against co-kriging on a collection of test cases of increasing
complexity. We also successfully predict output quantities associated with parametrized PDEs using the
multi-fidelity NN models. Observations made from different numerical examples show that MF models based
on NNs can outperform co-kriging schemes. In contrast to co-kriging, NNs are able to detect nonlinear
correlations between fidelity levels more effectively and are capable of dealing with large data sets. In
addition, the hyperparameter selection for the proposed multi-fidelity NNs is automatized based on cross
validation and Bayesian optimization, and the tuned NN models consistently yield very low prediction errors.

The proposed models have been tested on a series of manufactured benchmarks and applied to a
parametrized PDE problem. In the latter, the goal is to evaluate an output functional of the PDE so-
lution that features an oscillating input-output dependence, and the LF model is constructed through the
reduced basis method while the HF model is given by detailed finite element analysis. Numerical results
show that the accuracy of the predictions through MF regression is mainly driven by the reliability of the
reduced order model, rather than the amount of HF data fed into the NNs.
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Table 5: Computational details in the case with p = 5 parameters: µ = (f,µg).

Number of parameters 5 Parameter domain D [50, 1000]× [−0.03, 0.03]4

Number of finite elements 8740 Number of FE snapshots 200
Number of FE DoFs n 4567 Number of ROM DoFs r 80
Number of HF data from 5 to 45 Number of bases from 5 to 40
Number of LF data 500 Sampling method LHS

Figure 12: Case with p = 5 parameters, 3-step model. MSE and R2 for different amounts of HF data and LF dimension r.

Even though only bi-fidelity cases are discussed in this work, all the proposed NN models can be extended
to more than two fidelity levels, by adding to Intermediate models more latent variables and/or outputs (for
GPmimic), or by adding extra NN steps to multilevel models. A promising direction for future work is to
inspect whether changing the value of the balance parameter α during the training process can improve the
model accuracy. As the ratio MSEHF/MSELF evolves during the training process, a corresponding adaptation
of α could be a reasonable improvement of the current all-in-one models.
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Appendix A: hyperparameter summary

Tables A.1 and A.2 show the values of NN hyperparameters resulting from the HPO in different nu-
merical examples. We recall that α is the parameter in all-in-one networks that balances the fidelity levels’
contributions to training error, λ is a L2-regularization parameter, and η is the learning rate.

In Table A.1, the ‘depth × width’ column shows the results of optimized architecture of the NN models.
Note that the ‘depth’ for an Intermediate model is the number of hidden layers after the 3rd layer where
the LF latent variable is located, and the ‘depth’ of a GPmimic model stands for the number of hidden
layers before {u1, u2}. For 2-step and 3-step models, ‘depth × width’ gives out optimization results of the
single-hidden-layer NNHF, for which the ‘width’ is optimized. In Table A.2, ‘width’ indicates the number of
nodes in each layer whose size is left to be determined through the HPO. Here the number of hidden layers
of the Intermediate model is fixed to 5, and that of NNHF in the multilevel models is 1.

Although NN hyperparameters should generally not be analyzed separately, the following comments
about the individual hyperparameters can be made:

• In all test cases, the optimization procedure chooses α < 0.1, which corresponds to weighting the LF
data one order of magnitude more than their HF counterpart.

• The learning rates η in models belonging to the same NNMFR class (all-in-one or multilevel) are
generally at the same order of magnitude.

• In most cases, the AdaMax algorithm is the best performing optimizer.

• In the benchmarks, Glorot uniform weight initialization is preferred, whereas standard uniform initial-
ization performs best when predicting the IRI in the acoustic horn problem.

Appendix B: motivation behind the choice of the architectures

The widths and the depths of the NN models proposed in Section 3 may significantly affect their perfor-
mance, which will be briefly discussed in this appendix. Here the Intermediate and 2-step models are taken
as examples, and analysis will be performed on the first benchmark case. As emphasized in the body texts,
we employed the HPO to find the optimal choices of hyperparameters. The validation MSE of LOOCV
are computed at 100 combinations of ‘depth × width’. Specifically, for the 2-step model we tune the depth
and width for both NNLF and NNHF, while for the Intermediate model we optimize the number of layers
between the LF and HF outputs and the corresponding number of nodes. We consider a range from 1 to
5 for the depth, and from 4 to 120 for the width, and the results are shown in Fig. 13. Note that the
optimal hyperparameter values shown in Fig. 13 are slightly different from those in Table A.1, as more
hyperparameters on a refined grid are considered for optimization and NNHF’s depth is fixed in Table A.1.

Overall, the NN architectures may suffer from limited approximation capacity if an insufficient number
of layers or nodes are employed, while a saturation of the goodness-of-fit may be incurred if too many
layers or nodes are adopted. The minimum of validation MSE is achieved at the optimal choice of ‘depth
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Table A.1: Hyperparameter values of the NNMFR used for different artificial test cases. Benchmark 1 involves linear correlation,
benchmark 2 discontinuous functions, and benchmark 3 non-linear correlation.

Test Model Weight initializer Depth × width α λ Optimizer η

1 Intermediate Glorot normal 2×59 4.59×10−4 2.28×10−3 Adam 6.35×10−3

GPmimic Glorot uniform 3×33 5.01×10−4 1.16×10−4 AdaMax 3.90×10−3

2-step uniform 1×34 - 1.01×10−4 AdaMax 5.17×10−2

3-step Glorot uniform 1×38 - 1.08×10−7 Adam 2.06×10−2

2 Intermediate uniform 2× 30 9.22×10−3 1.94×10−3 AdaMax 3.41×10−2

GPmimic Glorot uniform 4× 10 2.71×10−2 2.17×10−4 AdaMax 4.42×10−2

2-step normal 1×60 - 1.01×10−3 AdaMax 3.65×10−3

3-step uniform 1×98 - 2.30×10−4 AdaMax 1.02×10−3

3 Intermediate Glorot uniform 3× 39 4.02×10−4 2.85×10−5 Adam 1.55×10−2

GPmimic Glorot normal 4× 22 9.74×10−1 0 AdaMax 1.14×10−4

2-step uniform 1×44 - 1.02×10−4 AdaMax 4.84×10−3

3-step Glorot uniform 1×62 - 2.35×10−4 Adam 1.25×10−4

Table A.2: Hyperparameter values of the considered NN architectures regarding the problems in Section 5; here P indicates
the number of parameters considered.

P Model Weight initializer α λ Optimizer Width η Elapsed time (s)

1 Inter. Uniform 3.19×10−2 2.65×10−3 Adam 114 4.27×10−4 1426

1 2-step Uniform - 1.21×10−4 Adamax 18 1.76×10−3 997

1 3-step Glorot unif. - 2.01×10−4 Adam 6 1.42×10−3 995

5 3-step Uniform - 7.33×10−2 Adam 48 7.57×10−4 1089

× width’. In the present work, we sometimes observe that the optimization of width makes more difference
than depth, e.g., in the acoustic horn problem. In such a case we fix the depth and leave the width to be
optimized. Moreover, the depth is chosen to be sufficiently expressive for fitting the LF and HF functions,
while over-fitting is dealt with through L2-regularization.

Appendix C: HF and LF models for the acoustic horn problem

To derive the HF model related to the test case of Section 5, we employ the Galerkin-finite element
method. We write the weak formulation of problem (15): given µ ∈ D, find p(µ) ∈ V s.t.

a(p(µ, u;µ) = f(u;µ) ∀u ∈ V (16)
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Figure 13: Validation MSE as function of width and depth for each of the 100 combinations of hyperparameters. Straying from
the optimal depth and width values results in a degradation of performance, indicated by an increase in validation error.

where V = H1(Ω(µg)) = {q ∈ L2(Ω(µg)) : ∂q/∂xj ∈ L2(Ω(µg)), j ∈ {1, 2}} and the bilinear form
a(·, ·,µ) : V × V → C and the linear form f(·;µ) : V → C are defined, respectively, by

2a(p, u;µ) =

∫
Ω(µg)

{∇p · ∇ū− k2pū} dΩ + ik

∫
Γo∪Γi

pū dΓ +
1

2R

∫
Γo

pū dΓ (17)

f(u;µ) = 2ikA

∫
Γi

ū dΓ (18)
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Next, we introduce a conforming triangulation Th = {∆k}ne

k=1 of the domain Ω and seek a HF approximation
ph(µ) ∈ Vh as a globally continuous, piecewise linear, function belonging to a finite-dimensional space
Vh ⊂ V . In our case, Vh is spanned by a set of basis functions {φi}ni=1 for the space Vh consisting of a set
of n piecewise polynomial nodal basis functions on Th. The Galerkin-finite element approximation of (16)
thus results in the following n dimensional linear system:

A(µ)ph(µ) = f(µ) (19)

where Aij(µ) = a(φj , φi;µ), fi(µ) = f(φi;µ), for ≤ i, j ≤ n and ph is the vector of coefficients {pi}ni=1 such
that the projection of p onto Vh is ph(x) =

∑n
i=1 piφi(x). This latter formula allows us to state a one-to-one

correspondence between the finite element functions ph(µ) ∈ Vh and their discrete counterparts ph(µ) ∈ Rn.
To derive the LF model, we employ the reduced basis (RB) method [18, 34], which is briefly recalled

here. The RB method is a projection-based reduced order modeling technique, addressing the repeated
solution of parametrized PDEs, which allows to dramatically reduce the dimension of the discrete problems
arising from numerical approximation. The strategy adopted in RB methods consists in the projection of
the HF problem upon a subspace made of specially selected basis functions, built from a set of HF solutions
corresponding to suitably chosen parameters (or snapshots), e.g., through proper orthogonal decomposition
(POD). Later, a (Petrov-)Galerkin projection onto the RB space is employed to generate the ROM.

Starting from the FOM (19), i.e. find ph(µ) such that A(µ)ph(µ) = f(µ), the idea of a projection-based
ROM is to approximate ph(µ) ≈ Vpr(µ) as a linear combination of basis functions, for a vector of unknown
reduced degrees of freedom pr(µ) of reduced dimension r � n. This latter is sought by imposing that

WT(A(µ)VpN (µ)− f(µ)) = 0,

a condition which enforces the orthogonality of the residual to a subspace spanned by a suitable test basis
W ∈ Rn×r. The ROM reads: find pr ∈ Rr such that

Ar(µ)pr(µ) = fr(µ) (20)

where Ar(µ) = WTA(µ)V and fr(µ) = WTf(µ). A Galerkin projection results if W = V. As for the HF
approximation, the RB approximation reflects a one-to-one correspondence between the function phr (µ) ∈ Vh
and its finite-dimensional counterpart Vpr(µ) ∈ Rn.

Although the dimension of the RB problem (20) is very small as compared to the FOM (19), the
assembling of the former system still depends in general on the dimension n of the HF system for any
µ ∈ D. A convenient situation arises when the HF arrays in (19) can be written as

A(µ) =

QA∑
q=1

Θa
q (µ)Aq, f(µ) =

Qf∑
q=1

Θf
q (µ)fq.

By virtue of this property – which we refer to as affine parametric dependence of A(µ) and f(µ), the
assembling of the system (20) during the online stage can be made efficient, since the arrays WTAqV,

q = 1, . . . , QA and WTfq, q = 1, . . . , QF , can be pre-computed and stored during a possibly expensive
offline stage.

Since in the Helmholtz problem with p > 1 parameters we deal with parametrized shape deformations,
the FOM arrays A(µ) and f(µ) are nonaffine functions of µ, so we employ hyper-reduction through the
discrete empirical interpolation method (DEIM) [9] and its matrix version (MDEIM) [5, 8] to compute
approximate affine decompositions as [31]

f(µ) ≈ fm(µ) =

Mf∑
k=1

θf
k(µ)fk , A(µ) ≈ Am(µ) =

MA∑
k=1

Θa
k(µ)Ak ,

where fk, k = 1, . . . ,Mf, and Ak, k = 1, . . . ,MA are precomputable vectors and matrices, respectively, and
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independent of µ. In this way, we can approximate the ROM arrays as

fr(µ) ≈ fmr (µ) =

Mf∑
k=1

θf
k(µ)fkr , Ar(µ) ≈ Am

r (µ) =

Ma∑
k=1

θa
k(µ)Ak

r ,

where fkr = WTfk ∈ RN , k = 1, . . . ,Mf, and Ak
r = WTAkV ∈ RN×N , k = 1, . . . ,MA. Taking advantage of

hyper-reduction, we recover the following hyper reduced order model: find pm
r (µ) ∈ Rr s.t.

Am
r (µ)pm

r (µ) = fmr (µ). (21)

Due to its small dimension, the solution of the system (21) can be very fast and computationally inexpensive,
allowing us to generate many instances of the output of interest, which can be used as LF training data.
Finally, we denote by pmr (µ) ∈ Vh the finite element approximation of the problem corresponding to the
vector Vpm

r (µ) ∈ Rn.

28



MOX Technical Reports, last issues
Dipartimento di Matematica

Politecnico di Milano, Via Bonardi 9 - 20133 Milano (Italy)

75/2021 Cicci, L.; Fresca, S.; Pagani, S.; Manzoni, A.; Quarteroni, A.
Projection-based reduced order models for parameterized nonlinear
time-dependent problems arising in cardiac mechanics

76/2021 Ponti, L.; Perotto, S.; Sangalli, L.M.
A PDE-regularized smoothing  method for space-time data over manifolds
with application to medical data

73/2021 Marcinno, F.; Zingaro, A.; Fumagalli, I.; Dede', L.; Vergara, C.
A computational study of blood flow dynamics in the pulmonary arteries

74/2021 Orlando,G.; Barbante, P. F.; Bonaventura, L.
An efficient IMEX-DG solver for the compressible Navier-Stokes equations
with a general equation of state

71/2021 Franco, N.; Manzoni, A.; Zunino, P.
A Deep Learning approach to Reduced Order Modelling of parameter
dependent Partial Differential Equations

72/2021 Fresca, S.; Manzoni, A.
POD-DL-ROM: enhancing deep learning-based reduced order models for
nonlinear parametrized PDEs by proper orthogonal decomposition

70/2021 Beirao da Veiga, L.; Canuto, C.; Nochetto, R.H.; Vacca, G.; Verani, M.
Adaptive VEM: Stabilization-Free A Posteriori Error Analysis

69/2021 Antonietti, P.F.; Caldana, M.; Dede', L.
Accelerating Algebraic Multigrid Methods via Artificial Neural Networks

65/2021 Mazzieri, I.; Muhr, M.; Stupazzini, M.; Wohlmuth, B.
Elasto-acoustic modelling and simulation for the seismic response of
structures: The case of the Tahtali dam in the 2020 Izmir earthquake

68/2021 Regazzoni, F.; Salvador, M.; Dede', L.; Quarteroni, A.
A machine learning method for real-time numerical simulations of cardiac
electromechanics


	qmox77-copertina
	mox-20211117162343
	1 Introduction
	2 Artificial neural networks and Gaussian processes for regression
	2.1 Artificial neural networks (ANNs)
	2.2 Gaussian process regression (GPR)
	2.3 The link between ANNs and GPR

	3 Artificial neural networks for multi-fidelity regression
	3.1 All-in-one NNMFR
	3.2 Multilevel NNMFR

	4 Numerical results (I): benchmark test cases
	4.1 Benchmark case 1: Linear correlation
	4.2 Benchmark case 2: Discontinuous function
	4.3 Benchmark case 3: Nonlinear correlation
	4.4 Benchmark case 4: 20-D benchmark

	5 Numerical results (II): application to parametrized PDEs
	5.1 Case with p=1 parameter
	5.2 Case with p=5 parameters

	6 Conclusions

	qmox77-terza_di_copertina

