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Abstract. We derive a mixed-dimensional 3D-1D formulation of the electrostatic
equation in two domains with different dielectric constants to compute, with an af-
fordable computational cost, the electric field and potential in the relevant case of thin
inclusions in a larger 3D domain. The numerical solution is obtained by Mixed Finite
Elements for the 3D problem and Finite Elements on the 1D domain. We analyze some
test cases with simple geometries to validate the proposed approach against analytical
solutions, and perform comparisons with the fully resolved 3D problem. We treat the
case where ramifications are present in the one-dimensional domain and show some
results on the geometry of an electrical treeing, a ramified structure that propagates in
insulators causing their failure.

1. Introduction. The aim of this work is to obtain a geometrically reduced formulation of the
electrostatic equation on two coupled domains representing materials with different electrical prop-
erties, more specifically, a thin fracture inside a wide three-dimensional domain. In particular, we
are interested in modelling the electric field and potential inside the electrical treeing [4, 12], which
is a self-propagating defect, characterized by long and thin branches [36, 34], causing the deterio-
ration of insulating components of electrical cables. The defect is filled with gas, with a dielectric
constant close to 1, while the external material is typically a solid insulator with higher dielectric
constant.

The inclusion of thin and ramified domains within wide three-dimensional volumes is a chal-
lenge common to many fields, such as the modeling of fluid flow in fractured porous media [27],
microvascular blood flow [18] and drug delivery through microcirculation [13], besides defect
propagation inside dielectric materials. The discretization of problems on such domains involves
high computational complexity, due to difficulties in mesh generation and a large number of de-
grees of freedom. One common approach to reduce this complexity consists in the approxima-
tion of the intricate inner domain as a one-dimensional domain, thereby reducing it to its skele-
ton [16, 31, 14]. This approximation allows to overcome the difficulty of generating a fine three-
dimensional mesh on the inner thin domain and to consider a coarser mesh on the external domain
as well. Notaro et al. [30] proposed a mixed Finite Element Method (FEM) for the solution of cou-
pled problems in 3D and 1D domains, extending the idea of D’Angelo [15] for three-dimensional
problems involving line sources. The presence of a line source still represents a challenge due
to the singularity of the solution, as discussed in [22], where a singularity removal method is pro-
posed. For a more accurate numerical solution around the 1D domain on coarser meshes, Extended
Finite Elements (XFEM) can be applied, as done in Březina and Exner [9], Gracie and Craig [24]
and [25] for 3D problems with 1D source, and coupled mixed-dimensional coupled problems.

In this work we will reduce the treeing domain to a one-dimensional graph, adapt the full
model introduced by Villa et al. [39] to a mixed-dimensional framework and numerically solve it

This work has been financed by the Research Found for the Italian Electrical System under the Contract Agreement
between RSE and the Ministry of Economic Development.
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with the Finite Element Methods. The reduction of this problem presents some criticalities related
to the profile of the electric potential in the gas domain, with a non-negligible dependence on the
radial coordinate, and the presence of a jump in the normal component of the electric field across
the interface between the two materials. We propose a dual-primal formulation of the problem,
modelling the evolution of both electric field and potential in the solid 3D domain and only the
potential in the 1D domain, where the electric field can be computed a posteriori, keeping into
account also its components non-tangential to the 1D domain. To account for the dependence of
the potential in the gas on the radial coordinate we rely on the knowledge of the potential profile
associated with a constant, given charge distribution.

Let us review the structure of the paper. In Section 2 we present the model equation and
describe the equidimensional domains in the simple case where the inner one does not present
branches. We then derive the mixed-dimensional formulation in Section 3 and establish its well-
posedness in Section 4. We extend the model to also account for branches and bifurcations in
Section 5 and introduce the numerical methods for the solution of the complete problem in Sec-
tion 6. Finally, we present three test cases in Section 7: the validation of the proposed reduction
is on a simple geometry with a single one-dimensional line as inner domain, the application of the
model to a short line immersed in a cylindrical 3D domain, and finally to the intricate structure of
an electrical treeing.

2. The 3D problem. To model the evolution of the electric field E and potential Φ on two domains
filled with materials with different permittivities we consider the electrostatic equation [26]. The
problem is defined on a three-dimensional domain Ω, such as the one represented in Figure 1,
composed of a subdomain Ωg, assumed cylindrical, typically filled with gas, surrounded by a solid
insulator Ωs. We call Λ the centerline of Ωg, defined as Ωg = {x : dist(x,Λ) ≤ R}. This inner
domain represents a branch of the electrical treeing, which will be thoroughly treated in the next
sections. We suppose that in Ωs there is null electric charge, while in the gas the charge density
is given by a function q : Ωg → R. Let us introduce the coefficient ϵ : Ω → R, modeling the
dielectric constants taking values ϵs and ϵg in the two domains:

ϵ =

{
ϵs, in Ωs,

ϵg, in Ωg,

and consider as unknowns of our problem the displacement field D = ϵE and the potential Φ. We
call Ds, Φs and Dg, Φg their restrictions to Ωs and Ωg, respectively. Then, the system of equations
we will consider is the following: 

∇ ·Dg =
q

ϵ0
, in Ωg,

∇ ·Ds = 0, in Ωs,

D = −ϵ∇Φ, in Ω.

(2.1)

We complete the problem with Neumann and Dirichlet boundary conditions on portions ∂ΩD and
∂ΩN of the boundary ∂Ω, such that ∂ΩD ∩ ∂ΩN = ∅ and ∂ΩD ∪ ∂ΩN = ∂Ω:{

D · n = ν, on ∂ΩN ,

Φ = Φb, on ∂ΩD,
(2.2)
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Figure 1. Domain Ω, given by a cylinder corresponding to the gas subdomain Ωg, surrounded by a
generic volume Ωs, representing the dielectric domain.

where ν : ∂ΩD → R and Φb : ∂ΩN → R are the known Neumann and Dirichlet terms,
respectively. The Neumann condition sets the value of the normal component of the displacement
field D on the boundary ∂ΩN , while the Dirichlet condition fixes the value of the potential Φ on
the boundary ∂ΩD.

Finally, we impose interface conditions on the surface Σ = {x : dist(x,Λ) = R} separating
the two domains. In particular, we consider a simplification of the system proposed in [40] where
the displacement field presents a jump in the normal component, proportional to the total surface
charge qΓ and the potential is continuous:

{
Ds · ns +Dg · ng = − e

ϵ0
qΓ, on Σ, (2.3a)

Φs = Φg, on Σ. (2.3b)

For the sake of simplicity, we start by considering two coaxial cylindrical domains Ωg and Ωs, as
in Figure 1. We introduce a parametrization on the centerline Λ of Ωg, so that we can define the
coordinate s ∈ [0, S] along it. In the following, we will assume that, if one endpoint of Λ belongs
to the external boundary ∂Ω and the other one is internal to the solid domain Ωs, the first one
coincides with the point of coordinate s = 0 and the second with s = S. For every point xs ∈ Λ,
having coordinate s ∈ [0, S], we define the transversal section of Ωg, orthogonal to the centerline,
as D(s) = {x ∈ Ωg : |x − xs| ≤ R and (x − xs) ⊥ Λ}. In particular, we will denote the basis
of the cylinder Ωg immersed in the solid domain by D(S), while the one belonging to the external
boundary of Ω by D(0). Moreover, we call Γ =

⋃
s∈[0,S] ∂D(s) the lateral surface of Ωg, so that

the separating interface between the two domains in Figure 1 is Σ = Γ ∪ D(S).
If we assume that the inner cylinder is very thin, i.e. its radius in much smaller than its length,

we can approximate the coupled problem described above as a mixed-dimensional one, where
Ωg is collapsed on its one-dimensional centerline Λ and Ωs is identified with the whole three-
dimensional domain Ω. Another simplification we introduce is the assumption that the charge q is
constant over sections of Ωg, orthogonal to the axis of the cylinder, more precisely:

Assumption 1. The gas domain is a cylinder with radius R and length L, with R ≪ L.
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Assumption 2. The total charge q in Ω is constant over sections D(s) orthogonal to its centerline
Λ, ∀s ∈ Λ.

In order to perform this dimensional reduction we start by separating the problems on the two
domains, considering as unknowns the restrictions of the electric field and potentials on Ωs and
Ωg. At this stage the boundaries becomes the unions of the external boundaries of each domain
and the separating surface:

∂Ωs = (Ω̄s ∩ ∂Ω) ∪ Σ;

∂Ωg = (Ω̄g ∩ ∂Ω) ∪ Σ.

The interface conditions on Σ become boundary conditions for the two problems in this framework.
We can separate the problems on the two domains, coupled by the interface conditions (2.3a)-
(2.3b), and express the problem in the gas domain in primal form:

Find Ds : Ωs → R3, Φs : Ωs → R, Φg : Ωg → R such that



Ds + ϵs∇Φs = 0, in Ωs, (2.4a)
∇ ·Ds = 0, in Ωs, (2.4b)
Φs = Φg, on Σ, (2.4c)
Ds · ns = −Dg · ng + g, on Σ, (2.4d)
Φs = Φ̄s, on ∂Ωs,D, (2.4e)
Ds · n = νs, on ∂Ωs,N , (2.4f)



−∇ · (ϵg∇Φg) = f, in Ωg, (2.5a)
Φg = Φs, on Σ, (2.5b)
ϵg∇Φg · ns = Ds · ng − g, on Σ, (2.5c)
Φg = Φ̄g, on ∂Ωg,D, (2.5d)
∇Φg · n = νg, on ∂Ωg,N , (2.5e)

where f =
q

ϵ0
, g = − e

ϵ0
qΓ, Φ̄s = Φ

∣∣
∂Ωs,D

, Φ̄g = Φ
∣∣
∂Ωg,D

, νs = ν
∣∣
∂Ωs,N

and νg = −ν
∣∣
∂Ωg,N

.

In the following, we will perform the dimensionality reduction by integrating the first equation (2.5a)
by parts, where the Neumann boundary conditions naturally appear, following the approach of Cer-
roni et al. [14]. This implies that the electric field in the gas domain is not directly computed as an
unknown of our problem, but only as a postprocessing.

3. Model reduction. In this section we will derive the reduced mixed-dimensional model for the
electric field and potential on two domains, modeled as coaxial cylinders, taking into account
the interface conditions that prescribe continuity of the potentials and a jump discontinuity on
the normal component of the displacement fields across Γ. This kind of geometrical reduction is
typical of coupled problems describing flow models, with very similar sets of equations as (2.1).
However, these models generally involve continuity of the scalar unknwon at the interface, as in
equation (2.3b), but do not present a jump of the normal component of the vectorial unknown,
unlike what we have in equation (2.3a) [25] [28]. As we will see in Section 3.2, another difference
with respect to these works consists in the definition of the 1D variable, which is usually modeled
as a constant, whereas in our case we are considering a splitting of Φg that allows us to model its
radial variation.

3.1. ASSUMPTION ON THE POTENTIAL. We start by performing the reduction to one dimension
of Ωg and adapt the formulation of the problem in primal form in the gas domain (equations (2.5a)-
(2.5e)). Therefore, we want to end up with an unknown electric potential which is only dependent
on the coordinate s. However, the hypothesis of a constant potential on each section D(s), made
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in the 1D reduction of problems in porous media, such as [14] [25] [28], is restrictive because,
together with potential continuity at the interface, it would imply that the electric field has only
one component, tangent to Λ. Moreover, the right-hand-side of equation (2.5a) represents the
volume charge concentration, which was be assumed to be constant on sections (Assumption 2),
and produces a non-negligible transversal electric field. As a consequence, the electric potential
must be non-constant on sections.
The potential produced by a constant concentration of charge on each section can be analytically
computed, thanks to Gauss theorem. We integrate the divergence of the electric field and charge
concentration over a cylinder W ⊆ Ωg, of radius r ≤ R and height h, considering h much smaller
than the total length of Λ: ∫

W
∇ · (Eg) =

∫
W

q

ϵ0
. (3.1)

Thanks to Assumptions 1 and 2, and since, under the hypothesis of radially symmetric domain, the
potential generated by uniform charge distribution has radial symmetry with respect to the center
of the cylinder, the electric field line are orthogonal to the lateral surface S of W . Then, the left
hand side of equation (3.1) can be rewritten as:∫

W
∇ · (Eg) =

∫
S
Eg · ng = −2πr

∫ s2

s1

Eg(r, s) · ngds.

Then, equation (3.1) is equivalent to

−2πr

∫ s2

s1

ϵg∇Φg(r, s) · ngds = πr2
∫ s2

s1

q(s)

ϵ0
ds, ∀r ∈ (0, R], ∀s1, s2 ∈ Λ,

and therefore
∂Φg

∂r
(r, s) = − q(s)

2ϵ0ϵg
r, ∀r ∈ (0, R], ∀s ∈ Λ. (3.2)

We finally integrate with respect to r and obtain the analytic expression of the potential in the gas
domain:

Φg(r, s)− Φg(0, s) = −
∫ r

0

q(s)

2ϵ0ϵg
ρdρ = − q(s)

2ϵ0ϵg

r2

2
= − q(s)

4ϵ0ϵg
r2, ∀r ∈ (0, R], ∀s ∈ Λ. (3.3)

Observe that the difference of potential on the left-hand side is continuous in the variable r and
tends to vanish as r becomes smaller:

lim
r→0

(Φg(r, s)− Φg(0, s)) = 0.

Let us now define the following functions:

ΦΛ : Λ → R, ΦΛ(s)=Φg(0, s), ∀s ∈ Λ, (3.4a)

Φr : Λ → R, Φr(s)=− q(s)

4ϵ0ϵg
, ∀s ∈ Λ, (3.4b)

ϕ : [0, R]→ R, ϕ(r) =r2, ∀r ∈ [0, R]. (3.4c)
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Here, Φr and ϕ are known terms in the expression of Φg and take into account the radial effect of a
constant charge distribution on sections, while the dependence on the longitudinal coordinate s is
taken into account by the additive term ΦΛ, which is constant over sections:

Φg(s, r) = ΦΛ(s) + Φr(s)ϕ(r), ∀r ∈ [0, R(s)], ∀s ∈ Λ, (3.5)

By substituting this splitting of the potential in the interface conditions (2.5b)- (2.5c), we can now
rewrite continuity of the potential and jump of the electric field on the lateral surface Γ as follows:

Φr =
Φs − ΦΛ

ϕ(R)
, on Γ, (3.6)

Ds · ns = g + ϵg∇Φg · ng = g + ϵg∇(ΦΛ(s) + Φr(s)ϕ(r)) · ng = g + ϵgΦrϕ
′(R), on Γ,

and, combining them, we obtain a Robin interface condition:

Ds · ns = g + ϵg
Φs − ΦΛ

ϕ(R)
ϕ′(R), on Γ. (3.7)

Observe that condition (3.6) implies that Φs on Γ can only depend on the coordinate s, which
means that the trace Φ̂s of Φs on Γ can be approximated as a constant on the boundary of each
section D by its integral mean.

Φ̂s(s) :=
1

|∂D(s)|

∫
∂D(s)

Φs. (3.8)

Moreover, since Ωg is thin (Assumption 1), if necessary we will extend Φs inside Ωg as a constant.

3.2. REDUCTION OF THE EQUATION IN THE GAS. If we substitute equation (3.5) in equation (2.5a),
we obtain:

∇ · (ϵg∇Φg) =
ϵg
r

∂

∂r

(
r
∂Φg

∂r

)
+

∂

∂s

(
ϵg
∂Φg

∂s

)
=

= ϵg

(
1

r

∂Φg

∂r
+
∂2Φg

∂r2

)
+
dϵg
ds

∂Φg

∂s
+ ϵg

∂2Φg

∂s2
=

= ϵg

(
1

r

∂Φg

∂r
+
∂2Φg

∂r2
+
∂2Φg

∂s2

)
+
dϵg
ds

∂Φg

∂s
.

(3.9)

Since the only dependence of Φg on r is due to ϕ, its partial derivatives with respect to this coordi-
nate are simply:

∂Φg

∂r
= Φr

dϕ

dr
= 2rΦr,

∂2Φg

∂r2
= Φr

d2ϕ

dr2
= 2Φr.

The dependence on s, instead is due to ΦΛ and Φr and the corresponding partial derivatives are
given by:

∂Φg

∂s
=
∂ΦΛ

∂s
+
∂Φr

∂s
ϕ,

∂2Φg

∂s2
=
d2ΦΛ

ds2
+
d2Φr

ds2
ϕ. (3.10)

We can substitute these expression into equation (3.9) and obtain:
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∇ · (ϵg∇Φg) = ϵg

(
4Φr +

d2ΦΛ

ds2
+ r2

d2Φr

ds2

)
+
dϵg
ds

(
dΦΛ

ds
+ r2

dΦr

ds

)
, ∀r < R, ∀s ∈ Λ,

(3.11)

which implies

ϵg

(
4Φr +

d2ΦΛ

ds2
+ r2

d2Φr

ds2

)
+
dϵg
ds

(
dΦΛ

ds
+ r2

dΦr

ds

)
= −q(s)

ϵ0
, ∀r < R, ∀s ∈ Λ.

Note that this equation is not pointwise satisfied, since the left-hand side depends on r but the
right-hand side does not, as a consequence of Assumption 2, neglecting the radial profile of the
charge concentration q; in fact this equation is only satisfied in mean, over sections D(s), ∀s ∈ Λ.
Thus, we start by integrating equation (2.5a), combined with equation (3.11) over a section D:

∫
D(s)

∇ · (ϵg(s)∇Φg) =

=

∫
D(s)

[
ϵg(s)

(
4Φr(s) +

d2ΦΛ

ds2
(s) + r2

d2Φr

ds2
(s)

)
+
dϵg
ds

(s)

(
dΦΛ

ds
(s) + r2

dΦr

ds
(s)

)]
Since the first integrand is constant over sections, while the second one depends on r, this equation
becomes:

∫
D(s)

∇ · (ϵg(s)∇Φg) =

= |D(s)|
[
ϵg(s)

(
4Φr(s) +

d2ΦΛ

ds2
(s)

)
+
dϵg
ds

(s)
dΦΛ

ds
(s)

]
+

+ ϵg(s)
d2Φr

ds2
(s)

∫
D(s)

r2 +
dϵg
ds

(s)
dΦr

ds
(s)

∫
D(s)

r2 =

= πR2

[
ϵg(s)

(
4Φr(s) +

d2ΦΛ

ds2
(s)

)
+
dϵg
ds

(s)
dΦΛ

ds
(s)

]
+

+ π
R4

2

(
ϵg(s)

d2Φr

ds2
(s) +

dϵg
ds

(s)
dΦr

ds
(s)

)
, ∀s ∈ Λ.

(3.12)

The continuity condition (3.6) allows us to replace Φr in the first term with the difference be-
tween ΦΛ and Φs on the interface, where Φs is equivalent to its integral mean Φ̂s, according to
equation (3.8):

πR2

[
ϵg(s)

(
4Φr(s) +

d2ΦΛ

ds2
(s)

)
+
dϵg
ds

(s)
dΦΛ

ds
(s)

]
=

= πR2

[
ϵg(s)

(
4
Φ̂s − ΦΛ(s)

R2
+
d2ΦΛ

ds2
(s)

)
+
dϵg
ds

(s)
dΦΛ

ds
(s)

]
.
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We integrate now also the right-hand side of equation (2.5a) over a section, recalling that the source
term is given by the total charge f = q(s)

ϵ0
on D(s), ∀s ∈ Λ:∫

D(s)

f =
q(s)

ϵ0
|D(s)| = q(s)

ϵ0
πR2, ∀s ∈ Λ.

Moreover, subsituting
d

ds

(
ϵg
dϕΛ

ds

)
= ϵg

d2ΦΛ

ds2
+
dϵg
ds

dΦΛ

ds
and

d

ds

(
ϵg
dΦr

ds

)
= ϵg

d2Φr

ds2
+
dϵg
ds

dΦr

ds
in equation (3.12), we obtain the final formulation of the one-dimensional equation in the gas
domain:

−πR2 d

ds

(
ϵg(s)

dΦΛ

ds
(s)

)
+4πϵg(s)

(
ΦΛ(s)− Φ̂s(s)

)
= πR2 q(s)

ϵ0
+
πR4

2

d

ds

(
ϵg
dΦr

ds

)
, ∀s ∈ Λ.

Finally, since we are considering R → 0, we can drop the higher order term
πR4

2

d

ds

(
ϵg
dΦr

ds

)
on

the right-hand side of the equation and get:

−πR2 d

ds

(
ϵg(s)

dΦΛ

ds
(s)

)
+ 4πϵg(s)

(
ΦΛ(s)− Φ̂s(s)

)
= πR2 q(s)

ϵ0
, ∀s ∈ Λ. (3.13)

The one-dimensional domain coincides with the centerline Λ of Ωg and the boundary conditions
on it must be imposed only on the two endpoints s = 0 and s = S. The interface conditions on
Γ were incorporated through the previous calculations into the governing equation and resulted in
a coupling reaction term. We are only left to reduce to one dimension the Dirichlet condition on
D(0) and the interface conditions on D(S).

On D(0) we can rewrite the boundary condition introducing the splitting of Φg from equa-
tion (3.5):

Φ̄g = Φg

∣∣
D(0)

= ΦΛ(0) + Φr(0)ϕ(r) = ΦΛ(0) + Φr(0)r
2, r ∈ [0, R].

We can integrate over D(0) and obtain∫
D(0)

Φ̄g = πR2ΦΛ(0)− 2π
R4

16ϵ0ϵg
q(0).

If we denote by ˆ̄Φg the integral of Φ̄g over D(0):

ˆ̄Φg :=

∫
D(0)

Φ̄g,

we can write the boundary condition on s = 0 as follows:

ΦΛ(0) =
ˆ̄Φg − 2π

R4

16ϵ0ϵg
q(0).

Observe that ΦΛ(0) → ˆ̄Φg, as R → 0. Then, the Dirichlet boundary condition on s = 0 can be
approximated as:
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ΦΛ(0) =
ˆ̄Φg. (3.14)

Let us now construct a Neumann boundary condition at s = S by integrating the jump condition
given by equation (2.5c) on D(S):∫

D(S)

Ds · s =
∫
D(S)

g +

∫
D(S)

ϵg∇Φg · s = |D(S)|g(S) +
∫
D(S)

ϵg∇Φg · s.

We can substitute Ds with −ϵs∇Φs, and ∇Φg · s with its expression (3.10), and the previous
equation becomes:

−
∫
D(S)

ϵs
∂Φs

∂s
= |D(S)|g(S) + |D(S)|ϵg(S)

dΦΛ

ds
(S) + ϵg(S)

dΦr

ds
(S)

∫
D(S)

ϕ(r) =

= πR2g(S) + πR2ϵg(S)
dΦΛ

ds
(S) +

πR4

4
ϵg(S)

dΦr

ds
(S)

Thanks to Assumption 1 of thin gas domain, we can approximate the potential Φs as a constant on

the whole section, as in equation (3.8) and neglect the higher order term
πR4

4
ϵg(S)

dΦr

ds
(S):

−ϵs
dΦ̂s

ds
(S) = g(S) + ϵg

dΦΛ

ds
(S). (3.15)

Collecting (3.13), (3.14) and (3.15), we obtain the 1D version of problem (2.5a)- (2.5d):
−πR2 d

ds

(
ϵg
dΦΛ

ds

)
+ 4πϵg

(
ΦΛ − Φ̂s

)
= πR2 q

ϵ0
, on Λ,

ΦΛ(0) =
ˆ̄Φg,

ϵg
dΦΛ

ds
(S) = −ϵs

dΦ̂s

ds
(S)− g(S).

(3.16)

3.3. REDUCTION OF THE PROBLEM IN THE DIELECTRIC. Consider now the problem (2.4a)-
(2.4f) in the dielectric domain Ωs in dual form, with the Robin interface condition (3.7). Since
in the previous section we have reduced the gas domain to a one-dimensional line, in the final
formulation of the problem obtained in this section we will extend the dielectric domain Ωs to the
whole domain Ω. Let us now define the functional spaces to which Ds and Φs belong as H(div; Ω)
and Ws := L2(Ωs), respectively. Notice that, however, ∇Φs = −ϵ−1

s Ds ∈ L2(Ωs) and therefore
Φs ∈ H1(Ωs). We substitute equation (2.4a) into equation (2.4b) and multiply it by a test function
belonging to the same space of Φs, ws ∈ H1(Ωs), and integrate by parts over Ωs:

0 =

∫
Ωs

∇ ·Dsws = −
∫
Ωs

Ds · ∇ws +
∫
∂Ωs,D

wsDs · n+

∫
∂Ωs,N

wsDs · n+

+

∫
Γ

wsDs · ns +
∫
D(S)

wsDs · s, ∀ws ∈ H1(Ωs).
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Imposing the Neumann boundary condition on ∂Ωs,N and Assumption 4, we obtain the following
expression:

−
∫
Ωs

Ds · ∇ws +
∫
Γ

wsDs · ns = −
∫
∂Ωs,N

wsν, ∀ws ∈ H1
0,∂Ωs,D

(Ωs), (3.17)

where H1
0,∂Ωs,D

(Ωs) := {w ∈ H1(Ωs) : w = 0 on ∂Ωs,D}. Now we can apply the Robin
condition (3.7) and obtain:

∫
Γ

wsDs · ns =
∫
Γ

ws

(
g + ϵg

Φs − ΦΛ

ϕ(R)
ϕ′(R)

)
=

=

∫
Λ

g

∫
∂D
ws +

∫
Λ

ϵg
ϕ′(R)

ϕ(R)

∫
∂D
wsΦs −

∫
Λ

ϵg
ϕ′(R)

ϕ(R)
ΦΛ

∫
∂D
ws. (3.18)

Assume that the electric potential Φs and the test functions ws ∈ H1
0,∂Ωs,D

(Ωs) on ∂D(s), s ∈ Λ,

can be written as the sum of their integral mean over ∂D(s), which is constant on ∂D(s) and
approximately equal to the respective mean over D(s), and a non-constant fluctuation around it:

Φs = Φ̂s + Φ̃s; ws = ŵs + w̃s, on Γ,

and make the following assumption, similar to the one made by Cerroni et al. [14], on the fluctua-
tions:

Assumption 3. The fluctuations of functions inWs around their integral mean on ∂D(s) have zero
mean for all s ∈ Λ, and so does the product of the fluctuations of two different functions in Ws, i.e.

∀v = v̂ + ṽ, w = ŵ + w̃ ∈ Ws,

∫
∂D
w̃ ≈ 0 and

∫
∂D
ṽw̃ ≈ 0.

As a consequence, we can rewrite the integrals over ∂D in equation (3.18) as:∫
∂D
ws =

∫
∂D
ŵs +

∫
∂D
w̃s ≈

∫
∂D
ŵs = |∂D|ŵs,

and ∫
∂D

Φsws =

∫
∂D
ŵsΦ̂s +

∫
∂D
w̃sΦ̃s + ŵs

∫
∂D

Φ̃s + Φ̂s

∫
∂D
w̃s ≈

∫
∂D
ŵsΦ̂ = |∂D|ŵsΦ̂s.

We can substitute these integrals in (3.18) and back into equation (3.17) and obtain the following
weak equation:

−
∫
Ωs

ϵsDs · ∇ws +
∫
Λ

ϵg
ϕ′(R)

ϕ(R)
ŵs|∂D|

(
Φ̂s − ΦΛ

)
= −

∫
Λ

gŵs|∂D|, ∀ws ∈ H1
0,∂Ωs,D

(Ωs).
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Substituting now ϕ and its derivative with their analytical expressions and |∂D| = 2πR, we obtain
the final weak formulation of the primal problem in the dielectric domain:

∫
Ω

ϵsDs · ∇ws + 4πϵg

∫
Λ

ŵs

(
ΦΛ − Φ̂s

)
= 2πR

∫
Λ

gŵs, ∀ws ∈ H1
0,∂Ωs,D

(Ωs). (3.19)

In order to go back to the strong problem and to the dual mixed formulation, we can integrate back
by parts (3.19) and obtain:

∫
Ω

(
−∇ ·Dsws + 4πϵg(ΦΛ − Φ̂s)ŵsδΛ

)
=

∫
Ω

2πRgŵsδΛ, ∀ws = ŵs + w̃s ∈ H1
0,∂Ωs,D

(Ωs).

In particular, this holds for ws = ŵs.
We have obtained a strong equation in the whole domain, with a line source term on Λ:

∇ ·Ds − 4πϵg(ΦΛ − Φ̂s)δΛ = −2πRgδΛ, in Ω.

If we simplify the coefficients of this equation and substitute Ds · ns = −ϵs∇Φs, we retrieve the
strong dual mixed formulation of the problem in the dielectric domain with a line source concen-
trated on Λ and a coupling term with the 1D problem (3.16):

ϵ−1
s Ds +∇Φs = 0, in Ω,

∇ ·Ds − 4πϵg(ΦΛ − Φ̂s)δΛ = −2πRgδΛ, in Ω,

Φs = Φ̄s, on ∂ΩD,

Ds · n = ν, on ∂ΩN .

(3.20)

4. Reduced 3D-1D coupled problem. The final mixed-dimensional dual-primal coupled problem is
the following:



ϵ−1
s Ds +∇Φs = 0, in Ω, (4.1a)
∇ ·Ds − 4πϵg(ΦΛ − Φ̂s)δΛ = −2πRgδΛ, in Ω, (4.1b)

−πR2 d

ds

(
ϵg
dΦΛ

ds

)
+ 4πϵg

(
ΦΛ − Φ̂s

)
= πR2 q

ϵ0
on Λ, (4.1c)

ΦΛ(0) =
ˆ̄Φg, (4.1d)

ϵg
dΦΛ

ds
(S) = −g(S)− ϵs

dΦ̂s

ds
(S), (4.1e)

Φs = Φ̄s, on ∂ΩD, (4.1f)
Ds · n = ν, on ∂ΩN . (4.1g)

Note that, despite the differences in the derivation, similar coupling terms between problems in
mixed-dimensional domains can also be found in the context of fluid flow, [30] [23].

We can observe that not only is a coupling between the problems in the two domains present in
the equations (4.1b) and (4.1c), but also it appears at the tip of the one-dimensional reduced domain
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as a Neumann condition, similar to the jump interface condition (2.3a). However, the value of the
coefficient 4πϵg makes the coupling term in equation (4.1c) predominant in the evolution of Φg

and the coupling at the tip of Λ negligible. Moreover, since the area D(S) is small, according to
Assumption 1, we can assume that the flux exchange between the gas and the dielectric domain
happens mostly through the lateral surface Γ of Ωg and the contribution across D(S) is negligible:

Assumption 4. The flux of the electric field across D(S) is negligible, i.e.
∫
D(S)

∇Φs · s ≈ 0.

This way we obtain an alternative boundary condition for the 1D problem, which is simply:

dΦΛ

ds
(S) = − 1

ϵg
g(S). (4.2)

Remark 1. Alternatively, we could also choose to substitute the coupling term in equations (4.1b)
and (4.1c) by the known quantity Φrϕ(R), as in (3.6). In this case, we would not be allowed
to rely on Assumption 4 without actually decoupling the two problems, and we would need keep
condition (4.1e) as it is, introducing a weak coupling at the tip of the 1D domain. Moreover, in
this case we would not be imposing the condition (3.6) of continuity of the potentials across the
interface Γ between the two original domains, and should take it into account as one additional
equation.

Remark 2. Under the Assumptions 1, 2, 3, the effect of a uniform volume charge distribution in a
cylinder and of a line charge distribution on its centerline are equivalent outside of Ωg. Indeed, the
flux of the displacement field Ds on a cylindrical surface ∂W surrounding Ωg remains the same in
the two cases. We can compute it by applying the Gauss theorem to the original 3D-3D problem,
taking into account Assumption 2 of constant charge over sections of Ωg:∫

∂W
Ds · n =

∫
W

q

ϵ0
=

∫
Λ

q

ϵ0
|B|, (4.3)

where B denotes a transversal section of W . If we do the same on the reduced 3D-1D problem, we
obtain: ∫

∂W
Ds · n =

∫
W

q

ϵ0
δΛ =

∫
Λ

q

ϵ0
|B|,

which is equivalent to equation (4.3).

4.1. WELL-POSEDNESS OF THE DUAL-PRIMAL PROBLEM. In this section we will prove that the
coupled 3D-1D problem (4.1a)- (4.1g) admits a unique weak solution.
A similar problem, in primal form, was proven to be well-posed by D’angelo and Quarteroni [17]
on weighted Sobolev spaces. As we will see in the following section, we do not need to define a
continuous trace operator and, consequently, to work with such spaces.
The well-posedness of a similar problem in mixed dimensions was also studied by Březina and
Exner [9], where however the one-dimensional equation is not expressed in primal form, as we
have in equation (4.1c). Mixed-dimensional problems in dual-primal form can be found in [19]
and [1], but defined on subdomains of codimension 1.

We start by gathering the weak formulation of problem (4.1a)-(4.1g), imposing the Neumann
boundary condition on ∂ΩN with the Lagrange multiplier ξ = −Ds · n

∣∣
∂ΩN

. Let us define the
following spaces:
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H1/2(∂ΩN) = {ϕ
∣∣
∂ΩN

: ϕ ∈ H1(Ω)};

WΛ = H1(Λ) =

{
ψ ∈ L2(Λ) :

dψ

ds
∈ L2(Λ)

}
;

Ws = L2(Ω);

Vs = {v ∈ H(div; Ω) : v · n ∈ L2(∂Ω)},

where Vs is a subspace of H(div; Ω) = {v ∈ L2(Ω) : ∇ · v ∈ L2(Ω)} that takes into account the
boundary conditions on ∂ΩN . Note that we have required extra regularity on the trace of v · n on
the boundary.
On these spaces we consider the norms ∥λ∥H1/2(∂ΩN ) = inf{∥ϕ∥H1(Ω) : ϕ ∈ H1(Ω), ϕ

∣∣
∂ΩN

= λ},
∥ψ∥W 0

Λ
= ∥ψ∥L2(Λ), ∥ϕ∥Ws = ∥ϕ∥H1(Ω) and ∥v∥2Vs = ∥∇ · v∥2L2(Ω) + ∥v∥2L2(Ω) + ∥v · n∥2L2(∂Ω).

If we integrate by parts equations (4.1a)-(4.1c), substitute the boundary conditions (4.1d)-(4.1g)
and exploit Assumption 3, as in the derivation of equation (3.19), we obtain the following problem:

Find ((Ds, ξ) ,Φs,ΦΛ) ∈
(
Vs ×H1/2(∂ΩN)

)
×Ws ×WΛ such that:


A(Ds,v) + B(v, (Φs, ξ)) = − < Φ̄s,v · n >∂ΩD

, ∀v ∈ Vs, (4.4a)

B(v, (ϕ, λ)) + cΛs(ΦΛ, ϕ̂)− css(Φ̂s, ϕ̂) =< G, ϕ̂ >Λ − < ν, ϕ >∂ΩN
, ∀ϕ ∈ Ws,∀λ ∈ H1/2(∂ΩN), (4.4b)

AΛ(ΦΛ, ψ) + cΛΛ(ΦΛ, ψ)− cΛs(Φ̂s, ψ) =< F,ψ >Λ, ∀ψ ∈ W 0
Λ, (4.4c)

where we have defined the following operators:

A : Vs × Vs −→ R, A(u,v) = ϵ−1
s

∫
Ω

u · v;

B : Vs ×
(
Ws ×H1/2(∂ΩN)

)
−→ R, B (u, (ϕ, λ)) = −

∫
Ω

ϕ∇ · u+

∫
∂ΩN

λv · n;

cΛΛ : WΛ ×WΛ −→ R, cΛΛ(ψ1, ψ2) = 4πϵg

∫
Λ

ψ1ψ2;

cΛs : WΛ ×Ws −→ R, cΛ,s(ψ, ϕ) = 4πϵg

∫
Λ

ψϕ̂;

css : Ws ×Ws −→ R, css(ϕ1, ϕ2) = 4πϵg

∫
Λ

ϕ̂1ϕ̂2;

AΛ : WΛ ×WΛ −→ R, AΛ(ϕ, ψ) = πR2

∫
Λ

ϵg
dψ

ds

dϕ

ds
;

G : Λ −→ R, G =
g

2ϵg
R;

F : Λ −→ R, F = πR2 q

4ϵ0
.
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We assume that g ∈ L2(Λ), q ∈ L2(Λ), Φ̄s ∈ H−1/2(∂ΩD), ν ∈ H−1/2(∂ΩN), ϵg ∈ L∞(Λ),
ϵs ∈ L∞(Ω) and ϵs ≥ ϵg ≥ 1.
If we sum equation (4.4c) and equation (4.4a), we obtain the following equivalent problem:

Find ((Ds,ΦΛ) , (Φs, ξ)) ∈
(
(Vs ×WΛ)×

(
Ws ×H1/2(∂ΩN)

))
such that:


a ((Ds,ΦΛ) , (v, ψ)) + b1 ((v, ψ) , (Φs, ξ)) = − < Φ̄s,v · n >∂ΩD

+ < F,ψ >Λ,

∀ (v, ψ) ∈ Vs ×WΛ,

b2 ((Ds,ΦΛ) , (ϕ, λ))− css (Φs, ϕ) =< G, ϕ̂ >Λ − < ν, ϕ >∂ΩN
,

∀(ϕ, λ) ∈ Ws ×H1/2(∂ΩN).

(4.5)

where we define a norm over the product spaces Vs ×WΛ and Ws ×H1/2(∂ΩN) respectively as:

∥ (v, ψ) ∥Vs×WΛ
=
√
∥v∥2V2 + ∥ψ∥2WΛ

,

∥ (ϕ, ξ) ∥Ws×H1/2(∂ΩN ) =
√
∥ϕ∥2Ws

+ ∥ξ∥2
H1/2(∂ΩN )

and the operators a : (Vs ×WΛ)×(Vs ×WΛ) → R, b1 : (Vs ×WΛ)×
(
Ws ×H1/2(∂ΩN)

)
→ R

and b2 : (Vs ×WΛ)×
(
Ws ×H1/2(∂ΩN)

)
→ R respectively as follows:

a ((v1, ψ1) , (v2, ψ2)) = As(v1,v2) +AΛ(ψ1, ψ2) + cΛΛ(ψ1, ψ2),

b1 ((v, ψ) , (ϕ, ξ)) = B(v, (ϕ, ξ))− cΛs(ψ, ϕ),

b2 ((v, ψ) , (ϕ, ξ)) = B(v, (ϕ, ξ)) + cΛs(ψ, ϕ).

We can prove that this saddle point problem admits a unique solution, relying on the results by
Nicolaides [29], Bernardi et al. [7], Brezzi and Fortin [11].

In order to show this result, we need to prove that the integral mean of a function in L2(Ω)
belongs to L2(Λ), and we do it in a similar way as Cerroni et al. [14].

Lemma 1. If ϕ ∈ L2(Ω), then ϕ̂ ∈ L2(Λ) and ∃k > 0 such that the following inequality holds:

∥ϕ̂∥2L2(Λ) ≤ k∥ϕ∥2L2(Ω).

Proof. By definition of the L2-space, ϕ̂ ∈ L2(Λ) ⇐⇒
∫
Λ
ϕ̂2ds <∞. Then, we consider∫

Λ

ϕ̂2ds =

∫
Λ

(
1

|D(s)|

∫
D(s)

ϕ

)2

. (4.6)

By Jensen’s inequality, (
1

|D(s)|

∫
D(s)

ϕ

)2

≤ 1

|D(s)|2

∫
D(s)

ϕ2,

the right-hand side of equation (4.6) can be rewritten as follows:∫
Λ

(
1

|D(s)|

∫
D(s)

ϕ

)2

≤
∫
Λ

1

|D(s)|2

∫
D(s)

ϕ2.
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Observe that the double integral over Λ × D(s) is equivalent to the integral of ϕ over Ωg and, as
we assume |D(s)| = πR2, ∀s ∈ Λ, then, we have∫

Λ

ϕ̂2ds ≤ 1

|D(s)|2

∫
Ωg

ϕ2 =
1

(πR2)2

∫
Ωg

ϕ2 ≤ 1

(πR2)2

∫
Ω

ϕ2 =
1

(πR2)2
∥ϕ∥2L2(Ω) <∞,

since ϕ2 ≥ 0 and Ωg ⊂ Ω.

We have proved that ϕ̂ ∈ L2(Λ) and ∥ϕ̂∥2L2(Λ) ≤ k∥ϕ∥2L2(Ω), with k =
1

(πR2)2
.

We also need to prove some results on the operators involved in the problem that will allow us to
show the well-posedness of (4.1a)-(4.1g).

Lemma 2. G and F belong to L2(Λ) and the right-hand sides of the equations (4.5) are continu-
ous.

Proof. A straightforward consequence of the assumption g, q ∈ L2(Λ) is that also G and F belong
to L2(Λ).
For the continuity, we start by applying the triangular inequality and Cauchy-Schwarz inequality:

| < G, ϕ̂ >Λ − < ν, ϕ >∂ΩN
| ≤ | < G, ϕ̂ >Λ |+ | < ν, ϕ >∂ΩN

| ≤
≤ ∥G∥L2(Λ)∥ϕ̂∥L2(Λ) + ∥ν∥H−1/2(∂ΩN )∥ϕ∥H1/2(∂ΩN ), ∀ϕ ∈ Ws.

By Lemma 1,

| < G, ϕ̂ >Λ + < ν, ϕ >∂ΩN
| ≤ max

{
∥G∥L2(Λ)

πR2
, ∥ν∥H−1/2(∂ΩN )

}
∥ϕ∥H1(Ω) ≤

≤ max

{
∥G∥L2(Λ)

πR2
, ∥ν∥H−1/2(∂ΩN )

}
∥ (ϕ, ψ) ∥Ws×WΛ

, ∀(ϕ, ξ) ∈ Ws ×H1/2(∂ΩN).

Finally, by triangular inequality and Cauchy-Schwarz inequality,

∣∣− < Φ̄s,v · n >∂ΩD
+ < F,ψ >Λ

∣∣ ≤ ∥Φ̄s∥L2(∂ΩD)∥v · n∥L2(∂ΩD) + ∥F∥L2(Λ)∥ψ∥L2(Λ) ≤
≤ ∥Φ̄s∥L2(∂ΩD)∥v∥Vs + ∥F∥L2(Λ)∥ψ∥L2(Λ) ≤ max

{
∥Φ̄s∥L2(∂ΩD), ∥F∥L2(Λ)

}
∥v, ψ∥Vs×WΛ

,

∀ (v, ψ) ∈ Vs ×WΛ.

Lemma 3. The bilinear form a is positive definite, i.e.

a ((u1, ψ1) , (u2, ψ2)) > 0, ∀ (u1, ψ1) , (u2, ψ2) ∈ Vs,

continuous and coercive on the kernel of b1 and of b2,

ker(b1) = ker(b2) = ker(b) = {(u, ψ) ∈ Vs ×Ws : ∇ · u = 0, u · n = 0 on ∂ΩN}. (4.7)
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Proof. For the continuity, by triangular and Cauchy-Schwarz inequality,

|a ((u1, ψ1) , (u2, ψ2))| =
∣∣∣∣ϵ−1
s

∫
Ω

u1 · u2 +

∫
Λ

πR2ϵg
dψ1

ds

dψ2

ds
+ 4πϵgψ1ψ2

∣∣∣∣ ≤
≤ (min

Ω
(ϵs))

−1∥u1∥L2(Ω)∥u2∥L2(Ω) + πR2max
Λ

(ϵg)|ψ1|H1(Ω)|ψ2|H1(Ω)+

+ 4πmax
Λ

(ϵg)∥ψ1∥L2(Λ)∥ψ2∥L2(Λ)

Moreover, exploiting the definitions of the norms in Vs and WΛ and on their product space:

|a ((u1, ψ1) , (u2, ψ2))| ≤ K1

(
∥u1∥L2(Ω)∥u2∥L2(Ω) + ∥ψ1∥H1(Λ)∥ψ2∥H1(Λ)

)
≤

≤ K1∥ (u1, ψ1) ∥Vs×WΛ
∥ (u2, ψ2) ∥Vs×WΛ

, ∀ (u, ψ) ∈ Vs ×WΛ,

with K1 > 0.
Moreover, by definition of the norms in Vs and WΛ and on their product space and recalling that
u ∈ ker(b) implies ∇ · u = 0, u · n = 0, and thus ∥u∥Vs = ∥u∥L2(Ω), ∀u ∈ ker(b), we conclude
that a is coercive on ker(b):

a ((u, ψ) , (u, ψ)) ≥ ∥ϵs∥−1
L∞(Ω)

∫
Ω

|u|2 +
∫
Λ

πR2min
Λ

(ϵg)

(
dψ

ds

)2

+

∫
Λ

4πmin
Λ

(ϵg)ψ
2 ≥

≥ ∥ϵs∥−1
L∞(Ω)∥u∥

2
L2(Ω) + πR2∥∇ψ∥2H1(Λ) + 4π∥ψ∥2L2(Λ) ≥

≥ K2 (∥ (u, ψ) ∥Vs×WΛ
) , ∀ (u, ψ) ∈ ker(b),

(4.8)

with K2 > 0.
Finally, a is also positive definite, as a consequence of equation (4.8):

a ((u, ψ) , (u, ψ)) ≥ ∥ϵs∥−1
L∞(Ω)∥u∥

2
L2(Ω) + πR2min

Λ
(ϵg)∥∇ψ∥2H1(Λ) + 4πmin

Λ
(ϵg)∥ψ∥2L2(Λ) ≥ 0,

∀ (u, ψ) ∈ Vs ×WΛ.

Lemma 4. The operators b1 and b2 are continuous.

Proof. By triangular and Cauchy-Schwarz inequality,

|b1 ((u, ψ) , (ϕ, ξ))| =
∣∣∣∣−∫

Ω

ϕ∇ · u+

∫
∂ΩN

ξu · n−
∫
Λ

ψϕ̂

∣∣∣∣ ≤
≤ ∥ϕ∥L2(Ω)∥∇ · u∥L2(Ω) + ∥ξ∥H1/2(∂ΩN )∥u · n∥L2(Ω) + ∥ψ∥L2(Ω)∥ϕ̂∥L2(λ).

(4.9)

and the same holds for b2:

|b2 ((u, ψ) , (ϕ, ξ))| =
∣∣∣∣−∫

Ω

ϕ∇ · u+

∫
∂ΩN

ξu · n+

∫
Λ

ψϕ̂

∣∣∣∣ ≤
≤ ∥ϕ∥L2(Ω)∥∇ · u∥L2(Ω) + ∥ξ∥H1/2(∂ΩN )∥u · n∥L2(Ω) + ∥ψ∥L2(Ω)∥ϕ̂∥L2(λ).

(4.10)
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By exploiting the definition of the norms in Vs, Ws and WΛ and Lemma 1, we can show that b is
continuous:

|bi ((u, ψ) , (ϕ, ξ))| ≤ ∥ϕ∥Ws∥u∥Vs + ∥ξ∥H1/2(∂ΩN )∥u · n∥Vs + ∥ψ∥WΛ

∥ϕ∥L2(Ω)

πR2
≤

≤ K3∥ (u, ψ) ∥Vs×WΛ
∥ (ϕ, ξ) ∥Ws×H1/2(∂ΩN ), i = 1, 2,

with K3 > 0.

Lemma 5. The bilinear forms bi, i = 1, 2, satisfy the inf − sup condition:

∃Ki > 0 such that sup
(v, ψ) ∈ Vs ×WΛ

v ̸= 0, ψ ̸= 0

bi ((v, ψ) , (ϕ, λ))

∥ (v, ψ) ∥Vs×WΛ

≥ Ki∥(ϕ, λ)∥Ws×H1/2(∂ΩN ),

∀(ϕ, λ) ∈ Ws ×H1/2(∂ΩN), i = 1, 2. (4.11)

Proof. As in [3], we first prove that ∃C1 > 0 such that

sup
(v, ψ) ∈ Vs ×WΛ

v ̸= 0, ψ ̸= 0

bi ((v, ψ) , (ϕ, λ))

∥ (v, ψ) ∥Vs×WΛ

≥ C1∥ϕ∥Ws , ∀ϕ,∈ Ws (4.12)

and then that ∃C2 > 0 such that

sup
(v, ψ) ∈ Vs ×WΛ

v ̸= 0, ψ ̸= 0

bi ((v, ψ) , (ϕ, λ))

∥ (v, ψ) ∥Vs×WΛ

≥ K∥µ∥H1/2(∂ΩN
, ∀µ ∈ H1/2(∂ΩN). (4.13)

Finally, according to Theorem 3.1 of [20], (4.12) and (4.13) are necessary and sufficient conditions
for (4.11).
Let (ϕ, λ) ∈ Ws ×H1/2(∂ΩN) and z ∈ H1(Ω) be the solution to

−∆z = ϕ, in Ω

z = 0, on ∂ΩD,

∇z · n = 0, on ∂ΩN , i = 1, 2.

Fixed ṽ ∈ Vs such that ṽ = ∇z, then −∇ · ṽ = ϕ, ṽ · n = 0 on ∂ΩN .
Moreover, ∥ṽ∥L2(Ω) ≤ ∥z∥L2(Ω) ≤ C∥ϕ∥L2(Ω) for some C > 0, by continuity of the solution to the
Laplace problem.
Let w ∈ H1(Λ) be the solution to 

−d
2w

ds2
= ϕ̂, on Λ,

w(0) = 0,

dw

ds
(S) = 0.

(4.14)

Fixed ψ̃i ∈ Ws, i = 1, 2, such that ψ̃2 = w and ψ̃1 = −w, the continuous dependence of the
solution to problem (4.14) implies ∥ψ̃i∥H1(Λ) ≤ Ci∥ϕ̂∥L2(Λ), for some Ci > 0, i = 1, 2. As a
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consequence, by Lemma 1, ∥ψ1∥H1(Λ) = ∥ψ1∥WΛ
≤

∥ϕ∥L2(Ω)

πR2
, i = 1, 2.

Then,

sup
(v, ψ) ∈ Vs ×WΛ

v ̸= 0

ψ ̸= 0

bi ((v, ψ) , (ϕ, λ))

∥(v, ψ)∥Vs×WΛ

=
bi

((
ṽ, ψ̃i

)
, (ϕ, λ)

)
∥
(
ṽ, ψ̃i

)
∥Vs×WΛ

=

=
1(

∥ṽ∥2Vs + ∥ψ̃i∥2WΛ

)1/2
(
−
∫
Ω

ϕ∇ · ṽ +

∫
∂ΩN

λṽ · n−
∫
Λ

ψ̃i
d2ψ̃i
ds2

)
≥

≥ 1

C∥ϕ∥Ws

(
−
∫
Ω

ϕ2 −
∫
Λ

ψ̃i
d2ψ̃i
ds2

)
, ∀(ϕ, λ) ∈ Ws ×H1/2(∂ΩN), i = 1, 2.

(4.15)

We can integrate the last term by parts and apply boundary conditions of problem (4.14):

−
∫
Λ

ψ̃
d2ψ̃

ds2
=

∫
Λ

(
dψ̃

ds

)2

−

(
ψ̃(S)

dψ̃

ds
(S)− ψ̃(0)

dψ̃

ds
(0)

)
=

∥∥∥∥∥dψ̃ds
∥∥∥∥∥
2

L2(Λ)

.

If we substitute the equation above in equation (4.16), we obtain (4.12):

sup
(v, ψ) ∈ Vs ×WΛ

v ̸= 0

ψ ̸= 0

bi ((v, ψ) , (ϕ, λ))

∥(v, ψ)∥Vs×WΛ

≥ 1

C∥ϕ∥Ws

∥ϕ∥2Ws
+

∥∥∥∥∥dψ̃ids

∥∥∥∥∥
2

L2(Λ)

 ≥ C1∥ϕ∥Ws ,

∀(ϕ, λ) ∈ Ws ×H1/2(∂ΩN), i = 1, 2.

Let now ν ∈ H−1/2(∂ΩN) and t ∈ H1(Ω) be the solution to
−∆t = 0, in Ω

t = 0, on ∂ΩD,

∇t · n = ν, on ∂ΩN .

Fixed v̂ ∈ Vs such that v̂ = −∇t, then ∇ · v̂ = 0, −v̂ · n = ν on ∂ΩN .
Moreover, ∥v̂∥L2(Ω) ≤ ∥t∥H1(Ω) ≤ C2∥ν∥H−1/2(∂ΩN ) for some C > 0, by continuity of the solution
to the Poisson problem, and consequently ∥v̂∥2Vs = ∥v̂∥2L2(Ω)+∥ν∥2

H−1/2(∂ΩN
≤ (1 + C2) ∥ν∥2

H−1/2(∂ΩN
.

Then, we can repeat the same steps as before and apply the Poincaré inequality to ∥ψ∥H1(Ω) and
Riesz representation theorem to < λ, ν >∂ΩN

:
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sup
(v, ψ) ∈ Vs ×WΛ

v ̸= 0

ψ ̸= 0

bi ((v, ψ) , (ϕ, λ))

∥(v, ψ)∥Vs×WΛ

=
bi

((
ṽ, ψ̃i

)
, (ϕ, λ)

)
∥
(
ṽ, ψ̃i

)
∥Vs×WΛ

=

< λ, ν >∂ΩN
+

∥∥∥∥∥dψ̃ids

∥∥∥∥∥
2

L2(Λ)(
C∥ν∥2

H−1/2(∂ΩN )
+ ∥ψ̃i∥2WΛ

)1/2 ≥

≥ 1C∥λ∥2
H1/2(∂ΩN )

+
(
1 + C2

p

) ∥∥∥∥∥dψ̃ids

∥∥∥∥∥
2

L2(λ)

1/2

∥λ∥2H1/2(∂ΩN ) +

∥∥∥∥∥dψ̃ids

∥∥∥∥∥
2

L2(Λ)

 ≥ C2∥λ∥H1/2(∂ΩN ),

∀(ϕ, λ) ∈ Ws ×H1/2(∂ΩN), i = 1, 2.
(4.16)

This proves (4.13), which, together with (4.12), implies (4.11).

Lemma 6. The operator css is positive semi-definite and symmetric.

Proof. Symmetry is straightforward, since it is defined as the integral of a product.
Consider now ϕ ∈ Ws:

css (ϕ, ϕ) = 4πϵg

∫
Λ

ϕ̂2 = 4πϵg∥ϕ∥2Ws
≥ 0, ∀(ϕ, ψ) ∈ WΛ ×WΛ.

Thus, css is positive semi-definite.

Theorem 1. There exists a unique solution ((Ds,ΦΛ) , (Φs, ξ)) ∈ (Vs ×WΛ)×Ws ×H1/2(∂ΩN)
to problem (4.5).

Proof. Since the right-hand side of the equation is continuous in L2, a, b1, b2 and css are continu-
ous, a is coercive on ker b and positive semi-definite, b1 and b2 satisfy the inf − sup condition (4.11)
and c is positive semi-definite and symmetric, the problem admits a unique solution (see [10]).

5. 3D-1D problem on bifurcations. In the previous sections we have derived the one-dimensional
formulation of the electrostatic problem on a cylindrical gas domain, geometrically reduced to a
straight line. In the case of electrical treeing, the defect has a much more complicated structure,
possibly forked in some points. We can assume that each branch is very thin, as in Assumption 1,
and extend Assumptions 2, 3 and 4 to each of them. As before, each branch is thus representable
as a straight cylinder and reducible to a segment. The whole domain can thus be approximated as
a one-dimensional graph where the problem on each segment is described by the system of equa-
tions (3.16). In this case we need to impose additional conditions at the graph nodes, accounting
for 3D volumes at the intersection on branches and deriving reduced conditions.
Let us start by integrating the governing equation (2.5a) of the 3D problem in the gas, in primal
form, over these subdomains, that we will denote by J , and apply the divergence theorem:
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J

Ω2 Ω
3

Ω1

s

n1

s
n
2

s
n 3

Figure 2. Junction among three cylinders Ω1, Ω2 and Ω3. The boundary of the junction volume J
is the union of the bases of the three cylinders and the lateral surface of the 3D domain.

∫
J
(−∇ · (ϵg∇Φg)) = −

∫
∂J
ϵg∇Φg · n.

The boundary of the junction J is given by the union of the bases of three cylinders Ωi, i = 1, 2, 3,
representing the branches connected by it, and a small portion of lateral surface that we denote by
S: ∂J = (J ∩ Ω1) ∪ (J ∩ Ω2) ∪ (J ∩ Ω3) ∪ S, as in Figure 2. We call ni the unit vector with
direction parallel to the axis of each cylinder Ωi, pointing outwards from J . If ni has the same
direction as s along the centerline Λi of Ωi, we say that Λi becomes an incoming edge for the graph,
with respect to the considered intersection node, otherwise it is an outgoing edge. In the reduction
to 1D, the volume J is collapsed into a point connected to more than two edges, called bifurcation
node. For each bifurcation node vj , j = 1, . . . ,Nbif, where Nbif is the number of bifurcations, we
denote by E+

j and E−
j the sets of its incoming and outgoing edges, respectively. In the example

represented by Figure 2, the vectors ni, i = 1, 2, 3, are orthogonal to the bases of cylinders forming
the surface of J , with the same direction and s in Ω2 and Ω3 and opposite direction to s in Ω1. We
obtain:

−
∫
J∩Ωi

ϵg∇Φg · n =

∫
J∩Ωi

ϵg∇Φg · ni =


∫
J∩Ωi

ϵg
∂Φg

∂s
, i = 1,

−
∫
J∩Ωi

ϵg
∂Φg

∂s
, i = 2, 3.

If we substitute the potential Φg with the splitting introduced in equation (3.5), we obtain:∫
J∩Ωi

ϵg
∂Φg

∂s
=

∫
J∩Ωi

ϵg
dΦΛ

ds
+

∫
J∩Ωi

ϵg
dΦr

ds
ϕ.

Assuming that the branches can be approximated by cylinders, then the bases are circles of radius
Ri and the integral becomes:

∫
J∩Ωi

ϵg
dΦΛ

ds
+

∫
J∩Ωi

ϵg
dΦr

ds
ϕ = ϵg

dΦΛ

ds
πR2

i +ϵg
dΦr

ds

∫ 2π

0

∫ R

0

r2rdr = πR2
i ϵg

dΦΛ

ds
+
π

2
R4
i ϵg

dΦr

ds
.
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Let us denote by ΦΛ,i and Φr,i the corresponding unknowns on each branch Ωi, ai = πR2
i ϵg and

bi =
π

2
R4
i ϵg

dΦr,i

ds
, i = 1, 2, 3. Then, equation (2.5a), integrated over J , becomes:

a1
dΦΛ,1

ds
+ b1 − a2

dΦΛ,2

ds
− b2 − a3

dΦΛ,3

ds
− b3 =

∫
J
f −

∫
S
ϵg∇Φg · n.

The quantities bi, dependent on R4
i ,
∫
J f , proportional to R3

i , are negligible, compared to ai.
Moreover, according to the splitting (3.5) of Φg, the normal component ∇Φg · n is only dependent
on R2

i . If we integrate it on S, whose area is of order R2
i , the term −

∫
S ϵg∇Φg · n is of order R4

i

and, thus, negligible. Then, the condition on the junctions in the case of an arbitrary number of
edges becomes: ∑

i∈E+
j

ai
dΦΛ,i

ds
=
∑
i∈E−

j

ai
dΦΛ,i

ds
, j = 1, . . . ,Nbif.

The final problem reads as follows:



ϵ−1
s Ds +∇Φs = 0, in Ω,

∇ ·Ds − 4πϵg
∑
i∈E

(ΦΛ,i − Φ̂s)δΛ,i = −2π
∑
i∈E

RigiδΛ,i, in Ω,

−πR2
i

d

ds

(
ϵg
dΦΛ,i

ds

)
+ 4πϵg

(
ΦΛ,i − Φ̂s

)
= πR2

i

qi
ϵ0
, on Λi, i = 1, . . . ,Ne,

ΦΛ,i =
ˆ̄Φg, on ND,

dΦΛ,i

ds
= − 2

ϵg
g, on NN ,∑

i∈E+
j

ai
dΦΛ,i

ds
=
∑
i∈E−

j

ai
dΦΛ,i

ds
, on Nbif, j = 1, . . . ,Nbif,

Φs = Φ̄s, on ∂ΩD,

Ds · n = ν, on ∂ΩN ,

(5.1)

where we have denoted by Ne the number of edges of the one-dimensional graph, NN the set of
nodes of Λ where Neumann conditions are imposed, ND the set of Dirichlet nodes of Λ and Nbif

the number of bifurcation nodes.

6. Numerical methods. We present a discretization based on Finite Element Methods (FEM)
for the numerical solution of problem (5.1). We employ independent meshes for the one and
three-dimensional domains, consisting of segments and tetrahedra, respectively. In particular, in
presence of bifurcations, the one-dimensional domain can be seen as a quantum graph, i.e. a
graph endowed with an implicit metric structure an a differential operator defined on its edges
and vertices (see [6] for details). Arioli and Benzi [2] proposed an extension of FEM on such
domains, where a partition of each edge is obtained by the addition of further nodes, thus creating
a structure called extended graph. The three-dimensional domain Ω, instead, is partitioned in a
tetrahedral conforming mesh on which we apply mixed FEM [8].
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The weak formulation for the complete problem (5.1) reads as follows:

Find (Ds, Φs, ΦΛ, λN , λD) ∈ Vs ×Ws ×WΛ ×H−1/2(∂ΩN)× R such that:

A(Ds,v) + B(v,Φs) = FD(v), ∀v ∈ Vs,

B(Ds, ϕ) + c(ΦΛ − Φ̂s, ϕ̂) + l(λN ,v) = G(ϕ̂), ∀ϕ ∈ Ws,

AΛ(ΦΛ, ψ) + c(ΦΛ − Φ̂s, ψ) + d(λD, ψ) = F(ψ), ∀ψ ∈ WΛ,

l(ξN ,Ds) = FN(ξN), ∀ξN ∈ H−1/2(∂ΩN),

d(ξD,ΦΛ) = FD,Λ(ξD), ∀ξD ∈ R
where we have defined

l : Vs ×H−1/2(∂ΩN) −→ R, l(ν,v) =

∫
∂ΩN

νv · n;

d : Ws × R −→ R, d(ν, ψ) = ν(0)ψ;

FD : Vs −→ R, FD(v) = −
∫
∂ΩD

Φ̄sv · n;

G : Ws −→ R, G(ϕ) =< G, ϕ >;

F : WΛ −→ R, F(ψ) =< F,ψ >

FN : H−1/2(∂ΩN) −→ R, FN(ν) =

∫
∂ΩN

νµ̄;

FD,Λ : R −→ R, FD,Λ(ν) =
ˆ̄Φgν,

while A, B, c, AΛ, F , G and all the aforementioned spaces were introduced in Section 4.
Here we have imposed the Neumann boundary conditions on the 3D domain and Dirichlet ones on
the 1D by means of Lagrange multipliers λN and λD. Notice that the conditions at the bifurcations
are natural for the primal formulation of the 1D problem.

6.1. DISCRETE WEAK FORMULATION. For the discretization of the one-dimensional problem on
Λ (see [5]) we start by introducing a set of ne + 1 equispaced points xej , j = 0, 1, . . . , ne, on each
edge e, partitioning it into ne intervals of length ke, and associate to each internal point xej , j =
1, . . . , ne − 1 the standard hat basis function ψej . We also introduce the functions ϕv, v ∈ N ,
such that ϕv = 1 on the vertex v, ϕv = 0 on all the other nodes on the neighboring edges of v
and is piecewise linear on each segment of the mesh. This set of functions forms a basis for the
discrete space of piece-wise polynomial functions of order 1 on the neighboring segments to each
bifurcation node.

Then, we define the FEM space on Λ as the direct sum of spaces spanned by all the sets of
basis functions ψej , e ∈ E and ϕv, v ∈ N :

WΛ,k =

(⊕
e∈E

W e
Λ,k

)
⊕ span{ϕv}v∈N ,

whereW e
Λ,k =

{
w ∈ WΛ : w

∣∣
[xej ,xej+1]

∈ P1, j = 0, 1, . . . , ne − 1
}

denotes the finite-dimensional
space of piecewise linear functions on the edge e.
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Finally, let us denote by {ψi}
dim(WΛ,k)
i=1 the set of all the basis functions of WΛ,k, whose linear

combinations characterize all the elements in this finite-dimensional space:

v =

dim(WΛ,k)∑
i=1

viψi, ∀v ∈ WΛ,k.

In particular, it holds for our discrete approximation of the unknown ΦΛ, whose expansion coeffi-
cients we denote by ΦΛ,k ∈ RnΛ , with nΛ = dim(WΛ,k).

For the three-dimensional problem we employ the standard Raviart-Thomas dual mixed FEM
spaces of lowest order on a tetrahedral mesh Th = {T} made of nT elements, discussed in [3]. The
considered finite-dimensional subspaces of Vs, Ws and H−1/2(∂ΩN) are, respectively:

Vs,h =
{
v ∈ Vs : v

∣∣
T
∈ RT0(T ) ∀T ∈ Th

}
,

Ws,h =
{
ϕ ∈ Ws : ϕ

∣∣
T
∈ P0(T ) ∀T ∈ Th

}
,

H
−1/2
h =

{
ν ∈ Ws : ν

∣∣
Γj

∈ P0(Γj), j = 1, . . . , nΓ

}
,

where {Γj}nΓ
j=1 is the partition of ∂ΩN induced by the 3D mesh Th, RT0 is the Raviart-Thomas

(RT) of lowest degree [32] and P0 the space of polynomials of order 0. Then, dim(Vs,h) = nF ,
dim(Ws,h) = nT and dim(H

−1/2
h ) = nΓ, where nF , nT and nΓ are the number of faces, elements

of 3D mesh Th and elements of the partition {Γj}nΓ
j=1 of the boundary, respectively.

Let {vi}nF
i=1, {ϕi}nT

i=1 and {νi}nΓ
i=1 be the bases of the spaces Vs,h, Ws,h and H−1/2

h , respectively, and
denote by Ds,h, Φs,h and λN,h the vectors of expansion coefficients of the discrete approximations
of Ds, Φs and λN with respect to these bases. Then, the discrete weak formulation with Lagrange
multipliers of the mixed-dimensional problem (5.1) is the following:

Find (Ds,h, Φs,h, ΦΛ,k, λN,h, λD) ∈ RnT × RnT × RnΛ × RnΓ × R such that:



A(Ds,h,vh) + B(vh,Φs,h) = FD(vh), ∀vh ∈ RnT ,

B(Ds,h,ϕh) + cΛs(ΦΛ,k, ϕ̂h)− css(Φ̂s,h, ϕ̂h) + l(λN,h,vh) = G(ϕ̂h), ∀ϕh ∈ RnT ,

AΛ(ΦΛ,k,ψk) + cΛΛ(ΦΛ,k, ψk)− cΛs(Φ̂s,h,ψk) + d(λD,ψk) = F(ψk), ∀ψk ∈ RnΛ ,

l(νN,h,Ds,h) = FN(νN,h), ∀νN,h ∈ RnΓ ,

d(νD,ΦΛ,k) = FD,Λ(νD), ∀νD ∈ R

and the corresponding linear system is given by:


As BT 0 LT 0
B Css CT

Λs 0 0
0 CΛs AΛ 0 LTD
L 0 0 0 0
0 0 LD 0 0



Ds,h

Φs,h

ΦΛ,k

λN,h
λD

 =


FD

G
F
FN

FD,Λ

 (6.1)

where the the blocks of the system matrix are defined as follows:
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[As]i,j = A(vi,vj), i, j = 1, . . . , nT , [B]i,j = −
∫
Ω

ϕj∇ · ui, i, j = 1, . . . , nT ,

[CΛs]i,j= cΛs(ψi, ϕj), i, j = 1, . . . , nΛ, [Css]i,j = −css(ϕ̂i, ϕ̂j), i, j = 1, . . . , nT ,

[L]i,j = l(νi,vj),
i = 1, . . . , nΓ,

j = 1, . . . , nT ,
[LD]i = −d(λD, ψi), i = 1, . . . , nΛ,

[AΛ]i,j = −AΛ(ψi, ψj)− cΛΛ(ψi, ψj), i, j = 1, . . . , nΛ.

This system is symmetric and the blocks on the first row arise from the standard mixed FEM dis-
cretization of the 3D problem (2.4a)- (2.4f) in the dielectric domain, while the coupling terms be-

tween the two domains, given by the operators cΛΛ, css and cΛs appear inside the block
[
Css CT

Λs

CΛs AΛ

]
.

6.2. NUMERICAL SOLVER. We solve the discrete linear system (6.1) iteratively with GMRES [33],
and tackle the issue of possible bad conditioning of the matrix and presence of zero blocks on the
diagonal using a suitable a preconditioner P .

We exploit a preconditioner discussed in Benzi et al. [5] for saddle-point problems of type[
M1 MT

2

M2 M3

]
,

where M1 is positive definite, M2 has maximum column rank and M3 is negative semi-definite:

P =

[
M1 0
0 −(M3 −M2M

−1
1 MT

2 )

]−1

.

If we apply this to our problem, where

M1 = As, M2 = [B, 0, L, 0]T and M3 =


Css CT

Λs 0 0
CΛs AΛ 0 LTD
0 0 0 0
0 LD 0 0

 ,
we obtain:

P =

As 0 0
0 −Σ −ET

0 −E 0

−1

,

where the blocks Σ and E are defined as:

Σ =

Css −BA−1
s BT CT

Λs −BA−1
s LT

CΛs AΛ 0
−LA−1

s BT 0 −LA−1
s LT

 , E =
[
0 LD 0

]
.

Since the inverse of a diagonal block matrix is a diagonal block matrix with diagonal blocks given
by the inverse of the original diagonal blocks, we need to invert the bottom-right block of the
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resulting matrix, which is again possibly ill-conditioned and saddle-point. Therefore, we adopt the
same strategy, thus obtaining the following block-diagonal preconditioner in the end:

P =

A−1
s 0 0
0 −Σ−1 0
0 0 −EΣ−1ET

 .
A deep investigation of the properties of this final preconditioner is still an ongoing work. How-
ever, as we will see in the next section, the number of iterations needed by the GMRES solver is
moderate and allows the solution of the presented coupled problem in reasonable time.

7. Results. We conclude this work by presenting some tests on a simple three-dimensional cylin-
drical domain, coupled with different one-dimensional geometries approximating thin inclusions.
In particular, in Section 7.1 we analyze a straight line going from the center of the top basis of
the cylinder to the center of the bottom basis, a simple geometry that allows us to compare the
numerical solution to the reduced 1D-3D problem (4.1a)- (4.1g) to that of the original 3D-3D
problem (2.1). Knowing the exact solution, we can validate the model as the radius of Ωg tends to
0 and evaluate the dependence of the accuracy on the size of the elements in the one-dimensional
mesh. Then, in Section 7.2 we observe the effect of an immersed tip inside the 3D domain and in
Section 7.3 we move to the solution of a very complex electrical treeing. In all the tests the domain
Ω consists of a cylinder whose bases are parallel to the x, y plane and centered in (0.5, 0.5, 0) and
(0.5, 0.5, 1), respectively, with radius Rs = 1. For all these tests we have considered the same
dielectric constant in both domains: ϵs = ϵg = 1.

7.1. TC1: CYLINDER AND STRAIGHT LINE. We start with a simple geometry, represented in
Figure 3, consisting of the cylinder introduced above, discretized with a finer mesh close to the
centerline, and a line with endpoints in the centers of the bases. In particular, we consider elements
with maximum radius 10−2 in the proximity of Λ and 10−1 in the rest of the domain. The one-
dimensional domain is, instead, partitioned into 100 segments. We suppose that this geometry
is the mixed-dimensional approximation of two three-dimensional domains where the innermost
one, representing the gas, is a cylinder of given radius R. Thus, we consider the following exact
solution, adapted from [21] on Ωs and Ωg:

Φex
s (r, s) =

[
1− log

( r
R

)]
R, in Ωs,

Φex
g (r, s) =

1

2

r2

R
+

1

2
R, in Ωg,

Dex
s (r, s) =

R

r
r, in Ωs,

Dex
g (r, s) =

r

R
r, in Ωg,

Notice that all the quantities only depend on the radial coordinate r and the electric fields only have
non-zero radial component, the continuity condition of the potential on the interface is satisfied and
the jump of the normal component of the electric field is zero. Moreover, if we decompose the gas

potential Φex
g as in equation (3.5), we obtain Φr = ΦΛ =

1

2R
on Λ.

From this exact solution we can compute the boundary conditions and forcing terms of our specific
problem, obtaining:
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Figure 3. TC1 - Discretizations of the three-dimensional (blue) and one-dimensional (purple)
domains.



Ds +∇Φs = 0, in Ω,

∇ ·Ds − 4π(ΦΛ − Φ̂s)δΛ = 0, in Ω,

−πR2 d

ds

(
dΦΛ

ds

)
+ 4π

(
ΦΛ − Φ̂s

)
= 2πR, on Λ,

ΦΛ(0) = ΦΛ(1) =
1

2
R,

Φs = Φex
s , on ∂ΩD,

Ds · n = R, on ∂ΩN .

(7.1)

Here the Neumann boundary ∂ΩN coincides with the two bases of the cylinder and the Dirichlet
boundary ∂ΩD with its lateral surface.
In Figures 4-5 we can observe the computed potential and electric field in the three-dimensional
dielectric domain. The radial decrease of the potential on the top basis, expected as a consequence
of the charge distribution along the axis of the cylinder, is shown in Figure 4, is also observed in
Figure 5a, with the expected value on the boundary. The major difficulty in the approximation is
represented by the electric field, which presents a singularity on the centerline Λ, with magnitude
going to infinity. Indeed, we can observe in Figure 4 that the arrows representing its direction and
magnitude, become much larger closer to the center, and in Figure 5b its magnitude shows a rapid
increase there.
These results are comparable to the numerical solution of the equidimensional original three-
dimensional problem resolved by a fine grid and present qualitatively similar radial trend for the
potential and direction and intensity of the electric field. For this comparison we have fixed the
radius of the inner cylinder as R = 10−2. We can observe in Figure 6 that the region where the
potential has the highest values in the 3D problem is wider because it coincides with the original
gas-filled cylinder, while for the mixed-dimensional solution it is concentrated along the line Λ.

Finally, knowing the exact solution, we can compute the error committed in the approximation
of the electric potential in the dielectric domain, in terms of the L2 norm on Ω, computed as
error = ∥Φ − Φex∥L2(Ω). We want to investigate the dependence of this error on the radius R of
the initial equi-dimensional coupled problem. As R decreases, tending to zero, the starting three-
dimensional cylindrical gas domain Ωg tends to collapse on the centerline Λ and we would expect
the solution given by the mixed-dimensional problem to approximate better and better the exact
solution to the original problem.
Figure 7 shows the plot of the L2 error on the coarse mesh discussed above. We can see that the
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Figure 4. TC1 - Computed potential Φ (right half) and electric field Ds (left half) in the dielectric
domain, osbserved from the top basis of the domain Ω.

(a) Electric potential (b) Electric field

Figure 5. TC1 - Computed potential Φs and electric field Ds in the 3D dielectric domain on a
longitudinal section of Ω. The magnitude of Ds is expressed in logarithmic scale and the arrows
are tangential to the field streamlines.

(a) 3D-3D problem (b) 3D-1D problem

Figure 6. TC1 - Computed potential Φs and electric field Ds in the 3D dielectric domain on a
longitudinal section of Ω. Comparison between the result on the original equi-dimensional 3D
problem and on the mixed-dimensional 1D-3D domain.
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Figure 7. TC1 - L2 error on the numerical approximation of the potential Φ in the dielectric domain
when the radius R of the original 3D gas domain Ωg decreases from 10−2 to 10−6.

Figure 8. TC2 - Discretizations of the three-dimensional (blue) and one-dimensional (purple)
domains.

error decreases withR, and a linear dependence is observed. This plot provides us with a validation
for the proposed geometrical reduction of the model.

7.2. TC2: CYLINDER AND IMMERSED STRAIGHT LINE. As second test case we observe the
solution to the problem on a mixed-dimensional domain made of a cylinder and a straight line
having one end on the bottom basis and the other one inside the three-dimensional volume. On
the immersed end of the 1D domain we imposed a null-flux condition for the potential ΦΛ, and we
consider the same sources and boundary data as in problem (7.1).

We can observe in Figure 9a that the potential still has a radial decrease from the charged line
towards the lateral surface of the cylinder and the region where it is most intense is very close the
charged line. This is due to both the geometry of the one-dimensional domain and to the boundary
effect related to the Dirichlet condition on the bottom basis, as discussed in the previous section.
Figure 9b represents the streamlines of the electric field and its magnitude. The magnitude presents
a steep increase near the one-dimensional domain, reflecting the singularity produced by a charged
line, while the streamlines have the same radial direction as in Figure 5b close to the bottom,
but tend to describe hyperbolas with smaller and smaller amplitude closer to the tip, as we would
expect the electric field generated by a finite charged line to be. In this Figure we can also notice the
importance of a sufficient mesh refinement also in the region above the one-dimensional domain,
in order to capture this behavior.
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(a) Electric potential (b) Electric field

Figure 9. TC2 - Computed potential Φs and electric field Ds in the 3D dielectric domain on a
longitudinal section of Ω. The magnitude of Ds is expressed in logarithmic scale and the arrows
are tangential to the field streamlines.

7.3. TC3: ELECTRICAL TREEING. The final test we present is made on a ramified domain repre-
senting the reduction to a one-dimensional graph of a typical electrical treeing, immersed a cylin-
drical domain (see Figure 10). The discretization is based on a coarse three-dimensional grid,
refined in a co-axial cylinder enclosing the treeing. For the one-dimensional discretization, we
simply take as mesh segments the edges of the graph. This realistic geometry was experimentally
obtained from an existing defect in an electric cable: the 3D electrical treeing was detected via
X-ray computed tomography [34, 35, 36] and the 1D structure was extracted as its skeleton. It is
made of 12544 segments and is coupled with a tetrahedral grid on the cylinder composed of 50859
elements.

In Figure 11a, representing a longitudinal section of the cylinder, we can observe that the
potential is more intense closer to regions of the cylinder with high concentration of 1D edges,
as expected. The electric field on the same section is displayed in Figure 11b, where the highest
magnitude is observed in proximity of the ramification and the direction is radial with respect to
segments, and curved exiting the tips, in agreement with Test Case 2.

The numerical solution on these grids was computed by a C++ parallel implementation of the
solver presented in Section 6. The implementation is based on the Morgana complex modelling
code [38] and relies on the Trilinos library [37]. The computational time requested for the parallel
solution on six cores of a laptop with 16 GiB RAM, Intel(R) Core(TM) i5-9600K CPU, was ap-
proximately 5 minutes and 40 seconds, with 266 GMRES iterations with a tolerance 10−10 on the
residual. A speedup could be obtained by employing a more ad hoc preconditioner, reducing the
number of iterations of the solver. This is a noteworthy result, considering that such an extended
defect could hardly be discretized in three-dimensions, due to its geometrical complexity, while
thanks to the mixed-dimensional reduction we were able to solve the problem in reasonable time.

8. Conclusions. Starting from the coupled three-dimensional electrostatic problem in two do-
mains with different dielectric constants, we have deduced a reduced mixed-dimensional model
describing the evolution of electric field and potential on a one-dimensional domain embedded in
a large three-dimensional one. This problem is relevant because, together with the drift and diffu-
sion of charged particles in the dielectric domain, and the chemical reactions, it models the partial
discharges occurring inside insulating components of electric cables, and leading to the formation
of electrical trees and their eventual deterioration. We have proven the well-posedness of the re-
sulting continuous problem and solved it numerically with Finite Elements.
We managed to conserve in the reduced problem some tricky properties of the electric field, such
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Figure 10. TC3 - Discretizations of the three-dimensional (blue) and one-dimensional (purple)
domains.

(a) Electric potential (b) Electric field

Figure 11. TC3 - Computed potential Φs and electric field Ds in the 3D dielectric domain on a
longitudinal section of Ω. The magnitude of Ds is expressed in logarithmic scale and the arrows
are tangential to the field streamlines.

as the jump of its normal component across the interface between the two domains, and to incor-
porate in a natural way the interface conditions in the coupling terms. Moreover, we only required
a reasonable assumption on the concentration of charge on each section of the gas domain and
derived the corresponding profile of an electric potential produced by it. This way, we are not
forced to approximate the potential as constant on sections, and consequently lose information on
its profile and disregard the continuity condition on the interface.
We have validated the reduced model by comparing the approximated and exact solution on a sim-
ple geometry as the radius of the original three-dimensional gas domain decreases (Section 7.1)
and then qualitatively observed the solution on more complex geometries, such as an actual elec-
trical treeing. The geometrical reduction proves crucial in more realistic cases: it allowed us to
simulate this on a standard laptop in about half and hour, while the three-dimensional mesh of the
defect could hardly be created.
In order to further reduce computing time future work could address the improvement of the pre-
conditioner proposed in Section 6.2, since a more tailored one would make the GMRES require
less iterations before convergence. Future work also includes the possibility to explore the Ex-
tended Finite Element Methods (XFEM) to better fit the singularity of the three-dimensional fields
around the lines and a coupling with time-dependent evolution of the charge densities in the gas,
requiring a model reduction as well.
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