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Abstract

This study highlights the feasibility of using SAR data as a sur-
rogate for optical acquisitions in the generation of nitrogen prescrip-
tion maps in wheat cultivation. Unlike the optical-based approaches
which are negatively affected by adverse meteorological conditions, the
proposed strategy provides the possibility to compute the fertilization
maps at any date, by exploiting the all-weather, day-and-night SAR
capabilities. We train a U-Net-like CNN architecture on Sentinel-2 op-
tical and Sentinel-1 SAR datasets, after a properly alignment in time.
The trained model returns a surrogate NDVI distribution starting from
SAR acquisitions, when optical data are not available. The recovered
NDVI information is converted into LAI and GAI distributions, by re-
sorting to an exponential and a linear law, respectively, according to
the literature. Finally, the nitrogen prescription map is obtained out
of the recovered GAI values. A qualitative and quantitative analysis
of the error between the optical and SAR-derived prescription maps
shows that the procedure is accurate, especially during the tillering
and the stem elongation growth phases.

1 Introduction

The life cycle of a plant is characterized by a sequence of visually observable
phases, called phenological phases. The sequence of phenological phases is
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Figure 1: Sketch of the main wheat phenological stages and trend of the
corresponding nitrogen uptake.

predetermined genetically, while the speed of phase succession is regulated
by environmental factors and in particular by meteorological and hydro-
logical ones (e.g., temperature, solar radiation, soil water content). The
knowledge of phenological phases is fundamental for different agricultural
practices, such as phytosanitary treatments, fertilization, irrigation, since
they are effective only if carried out at specific phenological stages.

In this paper, we focus on winter wheat cultivation with a specific interest
in optimization of fertilizer supply, in particular the nitrogen (N). Figure 1
shows the main wheat phenological stages together with the trend of nitrogen
uptake during the growing season. It is customary to codify the different
Growth Stages (GS) with a value ranging from 0 (for germination) to 99
(for flowering) [1]. The timing of nutrient intake is crucial, because it allows
to maximize the yield and minimize the waste. Every nitrogen intake has
a specific purpose and takes place at specific phenological stages. The first
intake is minimal and is meant to stimulate the vegetative resumption. The
second intake amounts to about a quarter of the total nitrogen need and it is
provided during the tillering stage. The third intake is the most substantial
one and it is supplied during the stem elongation phase, directly affecting
the number of grains per spike and the size of grains. The fourth intake is
necessary only for durum and bread making wheat and it is provided during
the advanced booting phase. The wheat plant takes up the applied nitrogen
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and transfers it to the grains, where it is stored as proteins. Table 1 provides
the typical amount of nitrogen associated with 4 distinct intakes.

Table 1: Nitrogen intakes related to a wheat crop.

1st intake 2nd intake 3rd intake 4th intake

Nitrogen 20 kg ha−1 40-60 kg ha−1 60-100 kg ha−1 40-50 kg ha−1

However, following a calibrated nitrogen application is critical from an
environmental impact perspective [2]. Indeed, an abuse of chemical fertilizer
combined with a uniform spread across the field leads to an excess of soil
nutrients that poison air and water (see Figure 2). Regarding air pollution,
the nitrogen that is not absorbed by plants interacts with the soil, which
releases nitrous oxide (N2O) - a greenhouse gas - in the atmosphere, thus
contributing to climate change. For instance, in 2017, N2O emissions from
agriculture have accounted for the 3.9% of total anthropogenic emissions in
the European Union [3]. Water pollution arises from nitrogen leaching when
soil becomes overly saturated from heavy rainfall. Prolonged precipitation
causes excess nitrogen, not absorbed by plants, to wash away. This leached
nitrogen can reach groundwater or water bodies, leading to significant envi-
ronmental damage by promoting algae growth and depleting oxygen levels
(eutrophication). Runoff of just 20 to 30 kg of nitrogen per hectare (200-300
g per 100 m2) can elevate groundwater nitrate levels above the safe drinking
water threshold of 50 mg per liter [4].

Figure 2: Sketch of air and water pollution due to nitrogen exceedings.

A possible solution to the pollution issue is given by Variable Rate Ap-
plications (VRA). In general, this term refers to the technology used in pre-
cision agriculture that allows for the variable application of resources such
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as seeds, fertilizers, and pesticides across a field. This approach addresses
the specific needs and conditions of different parts of a field, aiming to op-
timize resource use and improve crop yields. VRA is usually implemented
using map-based systems, based on pre-determined prescription maps. This
technology reduces waste thus minimizing the environmental impact. In
particular, such prescription maps are referred to as fertilization maps when
dealing with nitrogen VRA (NVRA). NVRA maps are georeferenced matri-
ces where each pixel represents a specific land plot, indicating the optimal
nitrogen fertilizer amount needed. It has been proven that NVRA is able
to reduce leached nitrogen amount up to 75% with respect to a uniform
application [5].

The nitrogen nutritional status of cultivations can be monitored through
remote sensing, which primarily relies on regions of the optical spectrum
that include green, red, red-edge, near- and mid-infrared. Spectral bands
are often combined with algebraic formulas to evaluate multiple vegetation
indices (VI), used to assess crop parameters, such as vegetation status and
chlorophyll content [6, 7, 8, 9, 10]. Among these indicators, the normalized
difference vegetation index (NDVI), which measures the normalized differ-
ence between the reflectance of red and near-infrared (NIR) bands [11], is
widely used to evaluate soil cover, leaf area, chlorophyll content, plant ni-
trogen nutritional status [12, 13, 14, 15, 16, 17, 18]. In particular, NDVI has
been successfully employed to assess the nitrogen nutritional status of wheat
in [19, 20, 21]. NDVI is also instrumental to compute the Leaf Area Index
(LAI) - the ratio of total leaf surface to ground area - measuring the density
of leaf coverage in a field (i.e., the health and productivity of the crop), as
well as the Green Area Index (GAI) - the ratio of total green surface to
ground area - measuring the occupation of leaves, stems, flowers (i.e., the
plant photosynthetic activity).

To calculate NDVI in practice it is customary to leverage optical satellite
data [22, 23, 24, 25, 26, 27]. In particular, the study in [22] predicts wheat
nitrogen requirements using a two-step approach. First, yield is estimated
with Machine Learning (ML) models like Random Forest and Generalized
Additive Models, based on explanatory variables including soil characteris-
tics (e.g., soil organic matter, pH, electrical conductivity) and remote sensing
indices such as Normalized Difference Red Edge (NDRE) and NDVI. Then,
the optimal nitrogen rate is determined by maximizing crop profit, which
depends on the estimated yield.
Another notable nitrogen fertilization approach is the AgroSat model [23,
24], an open platform for precision agriculture in Italy. Developed by the
National Research Council in 2017 as a Copernicus use case, AgroSat gener-
ates nitrogen prescription maps based on user input for nitrogen units and
fertilizer content [25]. The model uses crop and sowing data, along with
NDVI trends, applying an exponential function to relate NDVI to nitrogen
rates. This function is derived from a broader model incorporating NDVI,
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Figure 3: Google Maps satellite image of the study site, where the soft wheat
cropland is identified by the yellow polygon.

the Nitrogen Nutrition Index (NNI), the chlorophyll red-edge index, and
laboratory analyses like leaf nitrogen content.
The Agricolus model generates nitrogen prescription maps using Sentinel-2
satellite data - yield, weather, soil information [26, 27]. It bases nitrogen
fertilization doses on the latest NDVI from Sentinel-2 and the field’s av-
erage nitrogen needs calculated by the balance model. Soil texture (sand,
silt, clay) and satellite indices are compared across years to spatialize the
nitrogen rate. The tool allows users to compare crop vigor, chlorophyll
content, and water stress indices, while an algorithm classifies pixels into
homogeneous zones based on standard deviation from the mean.

The limitation of the optical data-based fertilization models is the scarce
availability of acquisitions, for instance in the presence of unfavorable weather
conditions. To address this issue, we propose a data fusion technique com-
bining optical and Synthetic Aperture Radar (SAR) data, leveraging SAR’s
ability to provide all-weather, day-and-night information. The proposed ap-
proach consists of the following steps (see the workflow in the bottom part
of Figure 4):

i) starting from optical and SAR data, train a U-Net-like Convolutional
Neural Network (CNN) that learns the relationship between SAR
backscatter coefficients and NDVI [28];

ii) exploit the model in i) to surrogate the optical NDVI information
(when not available) from SAR data and compute the LAI and GAI
maps, by resorting to well-consolidated correlation laws bewteen NDVI
and LAI [29], and LAI and GAI;
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Figure 4: Workflow of the computation of optical (top) and SAR (bottom)
prescription maps.

iii) construct the nitrogen prescription map by replacing optical with SAR-
surrogate GAI values in established fertilization models [30].

A quantitative comparison between the original optical nitrogen pre-
scription maps and their SAR-derived counterparts is conducted.

The paper is structured as follows. Section 2 provides the materials and
the methods involved in the training of the U-Net-like CNN model and de-
tails the algorithm for the generation of the SAR nitrogen prescription map.
In Section 3, we focus on the numerical validation of the predictive model
both from a qualitative (fertilization maps) and quantitative (associated er-
ror analysis) viewpoint. The obtained results are discussed in Section 4.
Finally, in the last section, we draw some conclusions and propose future
research perspectives.

2 Materials and Methods

In this section we illustrate the materials and the methods involved in the
experimentation about SAR-based surrogates of optical prescription maps.
Optical data enables the direct computation of vegetation indices, including
normalized difference vegetation index (NDVI), leaf area index (LAI), and
green area index (GAI) (see the workflow in the upper part of Figure 4).
However, this computation is often constrained by limited data availability,
particularly during unfavorable weather conditions. In contrast, SAR acqui-
sitions can be performed in all weather conditions, day or night, but they
do not provide direct measurements of vegetation indices. This limitation
underscores the need for the procedure detailed in this section.

2.1 Study area

We select as agricultural area of interest the soft wheat cropland yellow-
highlighted in Figure 3, near the small town Trecella, 30 km east of Mi-
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lan. It coincides with POLYGON (9.501835 45.520515, 9.483398 45.520515,
9.483398 45.508303, 9.501835 45.508303, 9.501835 45.520515) in WKT (well-
known text) format, covering a surface of about 8 ha. The crop was mon-
itored by using optical Sentinel-2 data over the last two growing seasons
(2022-2023, 2023-2024) in the period between October (sowing stage) and
July (harvest stage). The two panels in Figure 5 show the average NDVI and
LAI trend of the wheat crop over the two growing seasons, while Figure 6
provides the associated availability of information about weather conditions
in terms of cloudiness.

(a) (b)

Figure 5: Average NDVI and LAI trend of the monitored soft wheat cropland
in Figure 3 over the growing seasons 2022-2023 (a), 2023-2024 (b).

(a) (b)

Figure 6: Available data (AD) about weather conditions classified in terms
of clouded or unclouded status over the soft wheat cropland over the growing
seasons 2022-2023 (a), 2023-2024 (b).

2.2 Satellite Data

The SAR and optical data used for the experimentation have been collected
by Sentinel-1 [31] and Sentinel-2 [32] satellite constellations, characterized
by a 6- and 5-day revisit time, respectively. Sentinel-1 data provide dual ver-
tical polarization (VV+VH) backscatter coefficients, Σ = (σV V , σV H), while
Sentinel-2 collects wide swath high-resolution multispectral images with 13
optical spectral bands. Concerning Sentinel-1 we adopt the Interferometric
Wide (IW) swath operational mode since it preserves revisit performance
requirements and builds up a consistent long-term archive. In particular,
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we choose Ground Range Detected (GRD) High (H) spatial resolution -
20 meters - products, where pixel values represent the detected backscat-
ter magnitude with reduced speckle, while no phase information is pro-
vide since useless for our analysis. Regarding Sentinel-2, we select Level-2A
(L2A) products which provides orthorectified Surface Reflectance, consider-
ing bands with 10 meter spatial resolution. Both Sentinel-1 and Sentinel-2
data are processed using the SeNtinel Application Platform (SNAP) soft-
ware [33]. Successively, theses data will be properly combined for train-
ing the U-Net-like CNN to approximate the NDVI map independently of
weather conditions (see Section 2.3).

2.3 NDVI recovery from SAR data

NDVI is computed directly from optical data when available. Here, we
focus on the method used to estimate NDVI when weather prevents optical
data acquisition. To this aim, we generalize the approach in [28] to the
agricultural context, by resorting to neural networks properly trained on
both optical and SAR data. Throughout the paper, we adopt the notation
NDVIo for the optical measurement and NDVIS for the SAR surrogate to
distinguish the different origins, and analogously for indices LAI and GAI.

(a) (b)

Figure 7: Frequency plot of the acquisition-date gap of the Sentinel-
1/Sentinel-2 dataset over the growing seasons 2022-2023 (a), 2023-2024 (b).

8



Figure 8: Satellite view of the patches used for the construction of the train-
ing/validation/test sets used to learn how derive NDVI from SAR backscat-
ter. Red patch refers to the one in Figure 3 covering the wheat cropland.

2.3.1 The datasets

To train the neural network, we build a time-aligned Sentinel-1/Sentinel-2
dataset, similarly to [28]. We consider the SAR/optical data pairs, (Σ,NDVIo),
of SAR backscattered coefficients and measured NDVI, with a maximum
acquisition-date gap of 3 days and no cloud cover. Figure 7 shows the fre-
quency of the acquisition-date gap of the Sentinel-1/Sentinel-2 dataset for
the considered growing seasons.

In particular, the SAR/optical data pairs are extracted from an area
wider than the one in Figure 3 in order to create a sufficiently rich train-
ing set. To this aim, we consider the WKT string POLYGON(9.448694
45.492637, 9.567333 45.492637, 9.567333 45.561565, 9.448694 45.561565,
9.448694 45.492637) in Figure 8. Thus, for each SAR/optical data pair,
we extract nine 128 × 128 px patches - with a pixel spacing equal to 10 m
× 10 m - one (the red highlighted) including the wheat field, the remaining
patches (the blue highlighted) located outside the crop of interest and cov-
ering purely agricultural areas. For each patch, we retrieve four coregistered
maps , corresponding to NDVIo, LAIo, and the SAR backscatter coefficients
in Σ (see Figure 9 for an example).

Regarding NDVI, the negative values are clipped to zero, since deal-
ing with agricultural areas characterized by positive NDVI. SAR data are
clipped to remove outliers and anomalous sensor values by thresholding VH
and VV backscatter coefficients to the ranges [-32.5 dB, 0 dB], [ -25 dB, 0
dB], respectively as in [28], and successively scaled to [0, 1].

We consider two distinct Sentinel-1/Sentinel-2 time-aligned datasets,
corresponding to different dates. The first one, referred to as the fertiliza-
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(a) NDVIo (b) LAIo

(c) σV H (d) σV V

Figure 9: Example of coregistered maps for the test patch, which covers
the wheat crop, acquired from the SAR/optical data pair 23-02-10/23-02-09
(stem elongation stage).

tion dataset, considers the tillering and stem elongation stages - the period
between January and March - over the growing seasons 2022-2023 and 2023-
2024. The second dataset, named seasonal dataset, is broader spanning the
period from February 2023 to June 2024. Table 2 shows the selected data
pairs for the two datasets.

2.3.2 The U-Net-like CNN model and the training procedure

To estimate NDVI when weather conditions hinder the acquisition of optical
data, we employ a variant of a standard U-Net architecture as in [28]. The
U-Net is a widely recognized model for tasks like semantic segmentation and
pixel-level regression, and it is frequently applied in remote sensing [34]. The
U-Net is composed of an encoder and a decoder. The encoder is responsible
for extracting essential features by reducing the spatial resolution of the in-
put, which, in our case, are SAR backscatter values, through convolutional
filters. The decoder reconstructs the NDVI values from the features thus
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Table 2: SAR/optical time-aligned dates for the fertilization and seasonal
datasets.

Fertilization dataset Seasonal dataset

2023-02-01/2023-01-31 2023-02-08/2023-02-05
2023-02-08/2023-02-05 2023-03-09/2023-03-12
2023-02-09/2023-02-10 2023-05-27/2023-05-26
2023-02-13/2023-02-15 2023-07-15/2023-07-15
2023-03-09/2023-03-12 2023-10-07/2023-10-08

2023-11-23/2023-11-22
2024-01-11/2024-01-11
2024-02-04/2024-02-05 2024-01-11/2024-01-11
2024-02-20/2024-02-20 2024-02-04/2024-02-05
2024-03-15/2024-03-16 2024-03-15/2024-03-16

2024-06-19/2024-06-19

extracted. To maintain spatial accuracy, skip connections are incorporated
between the encoder and decoder, which help retain high-frequency details.
Unlike the original U-Net design, which produces two probability maps with-
out an activation function, we utilize a single output channel with a sigmoid
activation function. This ensures that the model output, namely the pre-
dicted NDVI, takes value in the standard range [0, 1]. Additionally, in or-
der to prevent checkerboard artifacts in the final image, in the decoder we
replace up-convolutions with bilinear upsampling combined with standard
convolutional layers [35].

For training the model, we opt for Mean Absolute Error (MAE) as the
loss function, as it preserves more spatial detail compared to Mean Squared
Error loss [36]. To evaluate the U-Net model and compare the prediction
with the optical derived values, we use MAE metric, defined by

MAE(NDVIS ,NDVIo) =
1

N

N∑
i=1

|NDVIS(i)−NDVIo(i)|,

with NDVIS(i) and NDVIo(i) the surrogate and the optical measured NDVI
for the i-th pixel, respectively, for i = 1, . . . , N .

With reference to the employed data, for the training and validation
phase, we consider the blue-highlighted patches in Figure 8 and we randomly
shuffle the corresponding patch list. In more detail, the first 20% of the items
in the patch list forms the validation set, while the remaining 80% constitutes
the training set. The testing is evaluated over the red-highlighted patch in
Figure 8 - covering the wheat crop of interest - for the nine dates of the
fertilization dataset in Table 2, since related to the main goal of the paper,
namely the generation of fertilization maps.
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Regarding the algorithmic specifics, the model is trained by using the
Adam optimiser [37], with an initial learning rate of 0.001. As learning
rate scheduling, we halve the learning rate every 8 epochs, for a total of 50
epochs. For each epoch, the MAE of the validation set is computed so that,
if there is an improvement with respect to the previous best validation MAE
value, the weights of the model are updated. The batch size is set to 8 for
training and validation, to 1 for the testing.

2.4 LAI/GAI recovery from SAR data

The NDVIS , output of the U-Net-like CNN model, is exploited to approxi-
mate the LAI distribution on the crop of interest. To this aim, we resort to
the well-established correlation law between LAI and NDVI for herbaceous
cultivations (see Figure 10, left panel)

LAI = 0.172 e3.64NDVI, (1)

whose validity period ranges between the beginning of tillering and the ripen-
ing, though in the last one there is a low NDVI sensitivity to LAI varia-
tion due to the exponential nature of the correlation law [29]. Relation (1)
is derived through a regression analysis - with a determination coefficient
r2 = 0.91, standard error equal to 0.5 - and provides us a SAR approxi-
mation, LAIS , for LAI together with an associated map. Since during the
tillering stage LAI is on average slightly smaller than GAI (see, e.g., [38, 39]),
we compute the GAIS distribution as a 10% increment of the LAIS value
for each pixel of the map (see Figure 10, right panel).

Figure 10: Plot of the law (1) between LAI and NDVI (left) and monthly
trend for LAI and GAI (right) for herbaceous crops.

2.5 From GAIS to the nitrogen prescription map

To commute the GAIS values into a practical information coinciding with the
fertilization map, we exploit the methodology introduced in [30] for winter
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wheat crops, based on the research in [40, 1]. The authors settle a strategy to
ensure a target level, GAIT , of the GAI before the flowering stage, starting
from the pixel values, GAI(i), for i = 1, . . . , N , of the same index at the
tillering stage (i.e., between January and February); the canopy nitrogen
requirement, NCR [kg ha−1], namely the amount of nitrogen responsible
for a GAI unitary increment in one hectar wheat crop; the Soil Mineral
nitrogen, NSM [kg ha−1], supply, namely the amount of readily available
nitrogen in the soil that plants can absorb for growth and development; the
average recovery rate of the soil, RS [%], which measures the percentage of
nitrogen that are effectively taken up by plants from the soil. In particular,
the following steps are to be carried out:

1. scale NCR and NSM with respect to the data spatial resolution, namely
the pixel area AP [px/ha], in order to determine the quantity NP

CR =
NCR/A

P [kg px−1] and NP
SM = NSM/AP [kg px−1] of nitrogen that

yields one unit increment of GAI and that is readily available in the
soil for pixel, respectively;

for each pixel i:

2. compute the missing units, ∆GAI(i) = GAIT - GAI(i), required
to reach the target level;

3. determine the quantity of nitrogen, N∆(i) = ∆GAI(i)N
P
CR [kg

px−1], required to reach the target GAIT ;

4. update quantity N∆(i) by taking into account the SMN supply,
N∆(i)← N∆(i)−NSM [kg px−1];

5. compute the effective nitrogen requirement of the pixel, N∗
∆(i) =

N∆(i)(1−RS)/RS [kg px−1], by accounting for the average recov-
ery rate of the soil;

6. build the nitrogen prescription map, N∗
∆ [kg px−1], by collecting values

N∗
∆(i) across the pixels, for i = 1, . . . , N .

Algorithm 1.-6. can be applied a priori to both GAIo and GAIS , depending
on the available satellite data. For the specific goal of this section, GAI is
identified with GAIS .

Finally, we observe that prescription maps for various intakes (see Ta-
ble 1) can be generated by distributing values from the initial map across
the specified fertilization times, following standard agronomic guidelines. It
is also recommended to recalculate the prescription map periodically and
compare it to earlier versions in order to ensure the fertilization strategy
remains accurate and effective based on current crop and soil conditions.
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3 Results

In this section we present the results about the performance of the prediction
model proposed in the previous section in terms of NDVIS estimation and
accuracy of the fertilization map with respect to the optical data. Both the
datasets in Table 2 are used in this analysis.
With reference to the procedure 1.-6. in Section 2.5, we adopt the following
values for the quantities involved [30]:

GAIT = 6.5, NCR = 35 [kg ha−1], NSM = 75 [kg ha−1],

RS = 60%, AP = 10× 10 [px/ha].

3.1 NDVI estimation

We train the model in Sec 2.3.2 on the two SAR/optical datasets in Sec 2.3.1,
thus setting fertilization and seasonal model, respectively. In particular, the
training phase is performed over all the blue-highlighted patches in Figure 8
at the time-aligned dates in Table 2. The test phase is carried out over
the red-highlighted patch covering the wheat crop only for the nine dates
constituting the fertilization dataset.

(a) (b)

Figure 11: Trend of the training and of the validation loss as a function of
the number of epochs for the fertilization (a) and the seasonal (b) dataset.

Figure 11 shows the trend of the training and validation losses associated
with the fertilization and seasonal models. The fertilization loss achieves a
better validation performance. In particular, the best validation MAE value
is reached at epoch 33 and 14 by the fertilization and the seasonal model,
being equal to 0.125 and 0.146, respectively.
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(a): 2023-03-09/2023-03-12 (b): 2024-03-15/2024-03-16

(c): 2024-02-04/2024-02-05 (d): 2023-02-01/2023-01-31

Figure 12: Comparison between the NDVIo (left panels) and NDVIS (right
panels) distribution for the fertilization (top) and the seasonal (bottom)
models: best (panels (a) and (c)) and worst (panels (b) and (d)) approxi-
mations.

Figure 12 is instrumental to evaluate the inference performance of the
proposed method. It compares the distribution of NDVIo (left panels) with
NDVIS (right panels) for the wheat crop field in Figure 8. The best (panels
(a) and (c)) and worst (panels (b) and (d)) results are shown for the fer-
tilization (top) and seasonal (bottom) model. We notice that the NDVIS
maps are particularly blurred, with a noticeable loss of spatial detail, when
compared with the corresponding optical distribution, where crop bound-
aries are sharply defined. However, the best approximations in panels (a)
and (c) preserve the main features, such as the two intersecting roads in the
middle of the image, running from left to right. This loss of visual accu-
racy is, however, offset by the fact that these maps still manage to retain
quantitative information as supported by the values in Table 3. Indeed, the
average test MAE is almost the same for both the models, namely 0.167 for
the fertilization model and 0.166 for the seasonal one, corresponding to a
relative mean error around 16%. On the contrary, we highlight a significant
difference in terms of MAE variability across the two models. The fertil-
ization model exhibits a concentrated error distribution, ranging from 15%
to 18% corresponding to a standard deviation equal to 1.2%; the seasonal
model features a more spread distribution, from 11% to 25%, with a higher
standard deviation which reaches the value 4.3%.
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Table 3: Quantitative information related to the testing phase of both mod-
els in terms of MAE value MAE(NDVIS ,NDVIo) associated with the red-
highlighted patch in Figure 8.

SAR/optical

time-aligned dates

Fertilization model Seasonal model

2023-02-01/2023-01-31 0.170 0.255
2023-02-08/2023-02-05 0.171 0.209
2023-02-09/2023-02-10 0.163 0.148
2023-02-13/2023-02-15 0.176 0.201
2023-03-09/2023-03-12 0.150 0.131

2024-01-11/2024-01-11 0.151 0.129
2024-02-04/2024-02-05 0.183 0.116
2024-02-20/2024-02-20 0.158 0.151
2024-03-15/2024-03-16 0.186 0.151

Table 4: Quantitative information related to the testing phase of both mod-
els in terms of MAE value MAEC(NDVIS ,NDVIo) associated with the polyg-
onal area in Figure 3.

SAR/optical

time-aligned dates

Fertilization model Seasonal model

2023-02-01/2023-01-31 0.202 0.236
2023-02-08/2023-02-05 0.118 0.208
2023-02-09/2023-02-10 0.208 0.189
2023-02-13/2023-02-15 0.095 0.157
2023-03-09/2023-03-12 0.145 0.061

2024-01-11/2024-01-11 0.036 0.075
2024-02-04/2024-02-05 0.027 0.028
2024-02-20/2024-02-20 0.112 0.168
2024-03-15/2024-03-16 0.359 0.202

As a further check, in Table 4 we focus on the accuracy of the NDVI
prediction confined to the wheat crop of interest (i.e., the polygonal area in
Figure 3) by computing the mean absolute error

MAEC(NDVIS ,NDVIo) =
1

NC

∑
i∈C
|NDVIS(i)−NDVIo(i)|, (2)

with C the selected crop region and NC the number of pixels belonging to C.
In this localized context, the performance of the SAR/optical approximation
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tool is improved for both the models, the relative mean error being now
around 14%.

3.2 Comparison between optical and SAR prescription maps

The optical and SAR prescription maps, N∗
∆,o and N∗

∆,S , are computed
through Algorithm 1.-6. when GAI = GAIo and GAI = GAIS , respec-
tively, for both the datasets in Table 2.
To evaluate the accuracy of the SAR prescription map, we focus on the
wheat crop area of interest in Figure 3 and we resort to the mean absolute
error between the two fertilization maps, measured in [kg px−1],

MAEC(N
∗
∆,S ,N

∗
∆,o) =

1

NC

∑
i∈C
|N∗

∆,S(i)−N∗
∆,o(i)|, (3)

and to the percentage relative error map, with a pixelwise value given by

Err%N∗
∆
(i) =

|N∗
∆,S(i)−N∗

∆,o(i)|
N∗

∆,o(i)
· 100, (4)

with i = 1, . . . , NC .
In Tables 5, 6, we collect metrics MAEC(NDVIS ,NDVIo) in (2), the

analogously defined value MAEC(LAIS ,LAIo), the quantity in (3), together
with the aggregated indicators

NDVIo =
1

NC

∑
i∈C

NDVIo(i), Err%N∗
∆
=

1

NC

∑
i∈C

Err%N∗
∆
(i), (5)

related to the fertilization and seasonal datasets, respectively. In particular,
the smallest and the largest errors associated with the SAR approximation
are highlighted in bold.

A qualitative comparison between the optical (left panels) and the SAR
(middle panels) nitrogen prescription maps is provided in Figures 13 and 14
for the fertilization and seasonal model, respectively, together with the cor-
responding relative percentage error map (right panels). Maps in the top
(bottom) row refer to the best (worst) SAR approximation computed.

4 Discussion

We critically discuss the results presented in the Section 3.2.
From the values in Tables 5 and 6, it is evident that the SAR approximation
is reliable to plan an effective fertilization strategy in January and Febru-
ary, the mean absolute and the percentage errors remaining low. This holds
for both the fertilization and seasonal models. In particular, the values of
MAEC(N

∗
∆,S ,N

∗
∆,o) are very low, ranging from 0.05 to 0.18 [kg px−1] (cor-

responding to a variation of percentage relative error from 2.77% to 9.57%)

17



and from 0.03 to 0.13 [kg px−1] (corresponding to a variation of percent-
age relative error from 1.80% to 6.77%) of nitrogen for the fertilization and
seasonal model, respectively.

Table 5: Performance of the SAR fertilization model in terms of metrics and
aggregated indicators.

SAR/optical
time-aligned dates

NDVIo MAEC(NDVI) MAEC(LAI) MAEC(N
∗
∆) Err%N∗

∆

2023-02-01/2023-01-31 0.52 0.202 0.08 0.05 2.77
2023-02-08/2023-02-05 0.51 0.118 0.17 0.09 5.74
2023-02-09/2023-02-10 0.49 0.208 0.15 0.08 5.08
2023-02-13/2023-02-15 0.49 0.095 0.16 0.09 5.36
2023-03-09/2023-03-12 0.73 0.145 0.63 0.34 37.66

2024-01-11/2024-01-11 0.28 0.036 0.21 0.11 6.10
2024-02-04/2024-02-05 0.31 0.027 0.32 0.18 9.57
2024-02-20/2024-02-20 0.40 0.112 0.14 0.08 4.23
2024-03-15/2024-03-16 0.75 0.359 1.21 0.66 70.61

Table 6: Performance of the SAR seasonal model in terms of metrics and
aggregated indicators.

SAR/optical
time-aligned dates

NDVIo MAEC(NDVI) MAEC(LAI) MAEC(N
∗
∆) Err%N∗

∆

2023-02-01/2023-01-31 0.52 0.236 0.13 0.07 4.31
2023-02-08/2023-02-05 0.51 0.208 0.18 0.10 6.22
2023-02-09/2023-02-10 0.49 0.189 0.14 0.08 4.54
2023-02-13/2023-02-15 0.49 0.157 0.10 0.05 3.19
2023-03-09/2023-03-12 0.73 0.061 0.79 0.43 47.40

2024-01-11/2024-01-11 0.28 0.075 0.12 0.07 3.52
2024-02-04/2024-02-05 0.31 0.028 0.23 0.13 6.77
2024-02-20/2024-02-20 0.40 0.168 0.06 0.03 1.80
2024-03-15/2024-03-16 0.75 0.202 0.63 0.35 37.06

This prediction is reasonable by considering that the quantity of fertil-
izer supplied in such a period is on average equal to 1.75 [kg px−1].
On the contrary, the approximation capability of Algorithm 1.-6. turns out
to be markedly less reliable in March, the mean absolute (and associated
relative percentage) error reaching values 0.66 [kg px−1] (70.61%) and 0.43
[kg px−1] (47.40%) of nitrogen for the fertilization and seasonal model, re-
spectively.

The deterioration of the SAR approximation for the March dates may
be justified by the discrepancy between the GAI and LAI trends at the
beginning of March (see Figure 10, right), making the GAI a less reliable
proxy for the LAI from that period onward. The 10% correction applied to
the GAI likely needs to be updated to higher values.
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Figure 13: Comparison between the N∗
∆,o (left panels) and N∗

∆,S (middle
panels) and associated relative percentage error distribution (right panels)
for the best (top) and worst (bottom) SAR approximations with reference
to the fertilization model.

Figure 14: Comparison between the N∗
∆,o (left panels) and N∗

∆,S (middle
panels) and associated relative percentage error distribution (right panels)
for the best (top) and worst (bottom) SAR approximations with reference
to the seasonal model.

An additional potential source of prediction error can be identified in the
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law mapping NDVIS into LAIS . In fact, when optical data is available, both
NDVIo and LAIo can be directly calculated without relying on (1). In the
absence of such data, it becomes necessary to use the exponential law, which
will inevitably introduce an error, which is amplified for high NDVIS values
(see Figure 10, left). In particular, the closer NDVIo is to 1, the more the
error is increased, leading to a greater deterioration in the accuracy of the
LAIS approximation. From the values in Tables 5 and 6, we observe that
the SAR model is not fully reliable when NDVIo ≥ 0.73. For example, for
the dates 2023-03-09/2023-03-12 and 2024-01-11/2024-01-11, the NDVIS ap-
proximations exhibit similar accuracy, the values for MAEC(NDVIS ,NDVIo)
being 0.06 and 0.08, respectively. However, the exponential relationship be-
tween NDVIS and LAIS leads the corresponding MAEC(LAIS ,LAIo) values
to differ significantly, reaching 0.79 in correspondence with NDVIo = 0.73,
while attaining a lower value equal to 0.12 for NDVIo = 0.28. To summarize,
the low reliability of the fertilization map for March can be attributed both
to the poor matching between LAI and GAI during this month and to the
need to use the exponential law between LAI and NDVI in the absence of
optical data.

As a final remark, we observe that the selected model (fertilization or
seasonal) does not impact on the global trend of the adopted metrics and
aggregated indicators. Indeed, the discrepancy between the relative per-
centage errors associated with the two models exhibits a minimal variation,
ranging from 0.47% (2023-02-08/2023-02-05) to 2.8% (2024-02-04/2024-02-
05) for each date in January and February. However, the seasonal approach
is slightly preferable, outperforming the fertilization model on 5 out of the
7 dates within this period.

Concerning the maps in Figures 13-14, they suffer from the same blurred
effect already observed in Figure 12 for the NDVIS distributions, in contrast
to the grainy appearance of the optical maps. Finally, the best approxima-
tions are characterized by a more homogeneous distribution of the error with
respect to the worst predictions.

5 Conclusions and perspectives

The present study corroborates the feasibility of using SAR data as a sur-
rogate for optical data for the computation of wheat nitrogen fertilization
maps. The proposed approach addresses the limitations of methods entirely
based on optical acquisitions (which may be unavailable, for instance, due
to cloud cover) by leveraging SAR capabilities, specifically all-weather, day-
and-night data availability. In particular, fertilization maps for dates lacking
optical data are generated through a 3-step recovery process: i) we train a
U-Net-like CNN model on optical/SAR data (NDVI/SAR backscatter co-
efficients), associated with properly time-aligned dates from a fertilization
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(January-March 2022-2023, 2023-2024) and a seasonal (January-December
2022-2023, 2023-2024) dataset. This step allows to surrogate NDVI from
SAR data for each day of interest in a target crop; ii) the surrogate NDVI is
exploited to compute the LAI map through the exponential correlation law
(1) together with the GAI distribution by exploiting a linear relationship
between LAI and GAI; iii) Algorithm 1.-6. is used to generate the nitrogen
prescription map.

We test the procedure on nine fertilization dates (January-March) over
the two considered growing season. The key findings from our numerical
experiments are:

• The accuracy of SAR-based prescription maps computed in January
and February, using both the fertilization and seasonal approaches,
is satisfactory, with the mean relative percentage error ranging from
1.8% to 9.57%. Furthermore, we note that, except for one data pair,
all the relative percentage errors do not exceed 7% in the January and
February;

• SAR-based prescription maps for March shows low accuracy for both
the models, with mean relative percentage errors between 37.06% and
70.61%; this can be ascribed to the exponential correlation between
NDVI and LAI and to the GAI/LAI adopted relationship;

• despite the two models yield comparable results, the seasonal one
slightly outperforms the fertilization approach, providing better ac-
curacy in 5 out of 7 dates during January and February.

A potential future direction for this work is the direct computation of
LAI maps from SAR data, thus bypassing the derivation of LAI from NDVI
(i.e., the use of an exponential law). Possible options in this context include
an enhancement of the U-Net-like CNN model and the approaches proposed
in [41] and [42].
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