
MOX-Report No. 43/2022

A reduced order model for domain decompositions with
non-conforming interfaces

Zappon E.; Manzoni A.; Gervasio P.; Quarteroni A.

MOX, Dipartimento di Matematica 
Politecnico di Milano, Via Bonardi 9 - 20133 Milano (Italy)

mox-dmat@polimi.it http://mox.polimi.it



A reduced order model for domain decompositions with non-conforming
interfaces

Elena Zappona,∗, Andrea Manzonia, Paola Gervasiob, Alfio Quarteronia,c

aMOX - Dipartimento di Matematica, Politecnico di Milano, P.zza Leonardo da Vinci 32, I-20133 Milano, Italy
bDICATAM, Università degli Studi di Brescia,Via Branze, 38, 25123 Brescia, Italy

cInstitute of Mathematics, Ecole Polytechnique Federale de Lausanne, Station 8, CH-1015 Lausanne, Switzerland (Professor
Emeritus)

Abstract

In this paper we propose a reduced order modeling strategy for two-way Dirichlet-Neumann parametric coupled
problems solved with domain-decomposition (DD) sub-structuring methods. We split the original coupled
differential problem into two sub-problems with Dirichlet and Neumann interface conditions, respectively.
After discretization by (e.g.) the finite element method, the full-order model (FOM) is solved by Dirichlet-
Neumann iterations between the two sub-problems until interface convergence is reached. We, then, apply the
reduced basis (RB) method to obtain a low-dimensional representation of the solution of each sub-problem.
Furthermore, we use the discrete empirical interpolation method (DEIM) applied at the interface level to
achieve a fully reduced-order representation of the DD techniques implemented. To deal with interface data
when non-conforming FE interface discretizations are considered, we employ the INTERNODES method
combined with the interface DEIM reduction. The reduced-order model (ROM) is then solved by sub-iterating
between the two reduced-order sub-problems until convergence of the approximated high-fidelity interface
solutions. The ROM scheme is numerically verified on both steady and unsteady coupled problems, in the
case of non-conforming FE interfaces.

Keywords: Two-way coupled problems, Dirichlet-Neumann coupling, Reduced order modeling, Discrete
empirical interpolation method, Interface non-conformity, Domain-decomposition, Reduced basis method

1. Introduction

Reduced order modeling (ROM) techniques are numerical methods able to solve differential problems
several orders of magnitude faster than conventional, high-fidelity full order models (FOMs), achieving real-
time decision making and operational modeling in several contexts, ranging from fluid dynamics [1, 2, 3, 4, 5, 6]
to biomedicine [7, 8, 9].

In several cases, domain decomposition (DD) [10, 11] techniques are necessary to (i) split the domain
in two or more regions in which either the same or different methods are used to approximate the solution
[12, 13, 14, 15], to (ii) solve systems that stem from the assembly of independently generated meshes
[16, 17, 18] or to (iii) frame coupled problems where the physical nature of the involved submodels is very
different [19]. In the last two cases, interface non-conformity issues can arise and ad-hoc techniques, such as,
e.g. the MORTAR method [20, 21, 22] or the INTERNODES method [23, 24, 25] are to be implemented in
order to ensure the correct exchange of information at the interface.

Domain decomposition schemes coupled with ROM techniques, especially the reduced basis (RB) method
[26, 27, 28], have been first used in [29], where ROMs are applied only on small regions of the domains, for
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instance for PDEs with discontinuous solutions in those regions where the discontinuity occurs. Similar
strategies have been implemented to tackle the numerical simulation of problems in fluid dynamics [30, 31, 32,
33, 34, 35, 36], aerospace engineering [37] and structural mechanics [38, 39], as well as for the optimization of
complex systems [40, 41]. A common feature shared by several of these works is the application of a reduced
order model in small parts of the domains. Interface conditions, on the other hand, have been usually treated
in high-fidelity form through the application of different techniques, e.g. Lagrangian multipliers or Fourier
basis functions, for sub-iterating schemes and/or solving the coupled model in monolithic form, naturally
imposing interface constraints. In [? ] also Dirichlet and Neumann data on conforming interfaces data are
also considered in reduced form, while the Dirichlet-Neumann DD iterations structure is preserve by the
reduced algorithm. However, at our knowledge, interface non-conformity has never been considered, given its
intrinsic complexity.

In this work, we present a Dirichlet-Neumann DD-ROM relying on the RB method able to transfer
interface data across non-conforming interfaces. In particular, we consider parametric second-order elliptic
and/or parabolic problems solved with Dirichlet-Neumann sub-structuring domain decomposition algorithms.
Therefore, we split the problem domain into two non-overlapping subdomains with a common interface
and we define two parametrized subproblems with Dirichlet or Neumann interface conditions. RB methods
are then applied at the subproblems level to approximate both the subproblems solution together with the
Dirichlet or Neumann interface conditions.

To solve the coupled problem and compute the snapshots (for different parameter instances) required to
train our ROM, we rely on the finite element (FE) method as high-fidelity FOM. In particular, the FOM
solution is sought by sub-iterating between the two submodels solutions until convergence, being this latter
reached when the difference between the solution at both sides of the interface falls under a prescribed
tolerance. In presence of a non-conforming interface, FOM solutions can be sought through FE based methods
such as the MORTAR method or the INTERNODES. In our code, however, we surrogate the non-conforming
coupling by solving for each selected parameter instance the coupled problems twice: indeed, we define two
possible FE discretizations in the complete domain (each one being obtained by extending to the other
subdomain the spatial discretization set in the first one) and compute the solution of each subproblem using
both discretizations, one for each simulation, featuring interface conformity. Then, we extract the solution of
each of the subproblems (in the discretization originally set for the corresponding subdomain), therefore
obtaining two sets of solution snapshots as well as the corresponding Dirichlet and Neumann traces at the
common interface that can be seen as the original model solution when interface nonconformity is considered
(see Remark 3 and Fig. 1).

The RB method is then applied to define a low-dimensional representation of the solution in each
subdomain, while the discrete empirical interpolation method (DEIM) is applied to both Dirichlet and
Neumann interface data in order to achieve a fully reduced-order representation of the DD method adopted.
In the online phase, a Galerkin projection is used to reduce the subproblems’ dimension obtaining two reduced
order subproblems. The solution of the coupled problem, for any new parameter instance, is then found
by iterating between the solutions of the two reduced subproblems until (a suitable norm of) the difference
between the two solutions at the interface, once traced back at the high-fidelity level, falls below a prescribed
tolerance. In this phase, we transfer Dirichlet and Neumann interface data by applying the INTERNODES
method and by using the DEIM as well as a low-order piecewise constant interpolation. This approach,
which extends the work presented in [42] is still modular, and allows us to achieve a complete reduction of
the model at hand, which can be seen as a two-way coupled model, including interface non-conforming grids
cases.

The organization of the paper is the following: in Section 2 we present the formulation and the high-fidelity
discretization of the parametrized problem, considering both steady and unsteady cases. Section 3 is devoted
to the reduced-order formulation of the two sub-problems, while Section 4 is dedicated to the interface
Dirichlet and Neumann reduced formulation. In Section 5, the algorithm is numerically verified by means of
two test cases dealing with second-order linear PDEs, considering both an elliptic and a parabolic problem.
Section 6 then reports some final remarks and possible perspectives of this work.

2



2. Two-way coupled problem and its FE discretization

We introduce the parameter dependent two-way coupled problem. Such problem can arise from the
application of splitting domain decomposition methods to single-physics or multi-physics models. Let us
start from the single-physics case, defined on a open bounded domain Ω ⊂ Rn, (n = 2, 3) with Lipschitz
boundary ∂Ω. ∂ΩD and ∂ΩN denote the Dirichlet and the Neumann boundary, such that ∂ΩD ∪ ∂ΩN = ∂Ω
and ∂ΩD ∩ ∂ΩN = 0. Given the set of parameters µ ∈Pd, d ≥ 1, we search for u(µ) in Ω such that

L(µ)u(µ) = f(µ) in Ω
u(µ) = gD(µ) on ∂ΩD
∂L(µ)u(µ) = gN (µ) on ∂ΩN ,

(1)

where L(µ) is a second-order elliptic operator, f(µ), gD(µ) and gN (µ) are functions defined in Ω, ∂ΩD and
∂ΩN , respectively, and ∂L(µ)u(µ) is the conormal derivative associated with the operator L(µ) on ∂Ω.

Now, we split the computational domain Ω into two non-overlapping subdomains Ω1 and Ω2 with Lipschitz
boundary ∂Ωi, i = 1, 2 and a common interface Γ := ∂Ω1∩∂Ω2. For each i = 1, 2, we call ∂Ωi,D = ∂Ωi∩∂ΩD
and ∂Ωi,N = ∂Ωi ∩ ∂ΩN .

The two-domains formulation of model (1) reads [11]:
Li(µ)ui(µ) = f(µ) in Ωi, i = 1, 2
u1(µ) = u2(µ) on Γ
∂L1(µ)u1(µ) + ∂L2(µ)u2(µ) = 0 on Γ.

(2)

The Dirichlet-Neumann iterative scheme [11, 43] is applied to solve (2). Therefore, starting from the
initial guesses u0

1(µ) and u0
2(µ), for each k ≥ 0, we search for uk+1

1 (µ) in Ω1 and uk+1
2 (µ) in Ω2 such that

L1(µ)uk+1
1 (µ) = f(µ) in Ω1

uk+1
1 (µ) = uk2(µ) on Γ
uk+1

1 (µ) = gD(µ) on ∂Ω1,D

∂L1(µ)u
k+1
1 (µ) = gN (µ) on ∂Ω1,N

(3a)
(3b)
(3c)
(3d)

and 
L2(µ)uk+1

2 (µ) = f(µ) in Ω2

∂L2(µ)u
k+1
2 (µ)− ∂L1(µ)u

k+1
1 (µ) = 0 on Γ

uk+1
2 (µ) = gD(µ) on ∂Ω2,D

∂L2(µ)u
k+1
2 (µ) = gN (µ) on ∂Ω2,N ,

(4a)
(4b)
(4c)
(4d)

where ∂Li(µ)u(µ) is the conormal derivative associated with the operator Li(µ) on ∂Ωi. Moreover, a
relaxation techniques [11] is usually applied to ensure and accelerate the scheme convergence.

Then, we name the problem and the corresponding solution set in Ω1 slave model and slave solution, and
the ones set in Ω2 master model and master solution, respectively.

For each i = 1, 2, we first define the local spaces

Vi = {v ∈ H1(Ωi) | v = 0 on ∂Ωi,D} and V 0
i = {v ∈ Vi | v = 0 on Γ}, (5)

and the space of traces of the elements of V on the interface Γ, meaning

Λ = {λ ∈ H1/2(Γ) | ∃v ∈ V : v|Γ = λ}. (6)

Moreover, we denote by Ri : Λ → Vi s.t. (Riη)|Γ = η ∀η ∈ Λ any possibile linear and continuous lifting
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operator from the interface Γ to Ωi.
We consider two a-priori independent discretizations Th1 and Th2 on the domains Ω1 and Ω2 that can

imply a mesh non-conformity at the interface. For instance, Thi
can be made of simplices (triangles of

tetrahedra) or quads (quadrilaterals or hexahedra), depending on the mesh size, a positive parameter hi > 0.
Moreover, different mesh sizes h1 and h2, or different polynomial degrees p1 or p2, can be selected. Then,
we call Γ1 and Γ2 the internal interfaces induced by Th1 and Th2 of Ω1 and Ω2, respectively: we talk of
geometrical conformity if Γ1 = Γ2 and of geometrical non-conformity if Γ1 6= Γ2. Finally, we assume that
for any Ti,m ∈ Thi , ∂Ti,m ∩ ∂Ω fully belongs to ∂Ωi,D or ∂Ωi,N , and that the interfaces Γi do not cut any
Ti,m ∈ Thi

. According to the test cases in Section 5, hereon we consider only quads elements.
For each partition Thi

we define the finite element approximation spaces as

Xqi

hi
= {v ∈ C0(Ωi) : v|Ti,m

◦ Fi,m ∈ Qqi
,∀Ti,m ∈ Thi

},

in which Fi,m is a smooth bijection that maps the reference quad (−1, 1)n into the quad Ti,m, and qi are
chosen integers. The finite dimensional spaces to define the discrete formulation of the exploited problems
will be

Vhi = {v ∈ Xqi

hi
: v|∂Ωi,D

= 0}, V 0
hi

= {v ∈ Vhi , v|Γ = 0}, i = 1, 2, (7)

while the spaces of traces on Γ are

Yhi
= {λ = v|Γ, v ∈ Xhi

} and Λhi
= {λ = v|Γ, v ∈ Vhi

}. (8)

Then, for i = 1, 2, we set the linear and continuous discrete lifting operator

Rhi
: Λhi

→ Vhi
, s.t. (Rhi

ηhi
)|Γ = ηhi

, ∀ηhi
∈ Λhi

. (9)

In a practical implementation, Rhiηhi is a finite element interpolant that imposes the same values of ηhi at
the FE nodes of Γ and zeros at any other FE node of Thi\Γi.

We also introduce two independent transfer operators able to exchange information between the indepen-
dent grids on the interface Γ, namely

Π12 : Yh2 → Yh1 and Π21 : Yh1 → Yh2 .

In the non-conforming case, if Γ1 and Γ2 coincide, such operators could be the classical Lagrange interpolation
operators, while Πjk are the identity operators when the meshes are conforming. Instead, if the mesh are
non-conforming and Γ1 6= Γ2, Π12 and Π21 could be, e.g., Rescaled Localized Radial Basis Function operators,
as for the INTERNODES [23, 25, 44].

To exploit a FE-Galerkin approximation to set the high-fidelity FOM and get the algebraic formulation of
problems (3) and (4), it is useful to consider local vectors and matrices. In particular, we define the following
set of indices associated with the nodes xi ∈ Thi :

IΩi
= {1, . . . , Ni}, Ii = {j ∈ IΩi

: xj ∈ Ωi\(∂ΩD,i ∪ Γ̊i)}
IΓi

= {j ∈ IΩi
: xj ∈ Γi}, IDi

= {j ∈ IΩi
: xj ∈ ∂ΩD,i},

(10)

being Ni the cardinality of IΩi
.

Then, for each i = 1, 2, we set the local stiffness matrices Ai(µ) so that

Ai,i(µ) = Ai(Ii, Ii; µ)

is the submatrix of Ai(µ) of the rows and columns of Ai(µ) whose indices belong to Ii, i.e. either the internal
nodes of Ωi and those on ∂Ωi,N . Similarly, we can define AΓi,Γi(µ) = Ai(IΓi , IΓi ; µ), Ai,Γi(µ) = Ai(Ii, IΓi ; µ),
AΓi,i(µ) = Ai(IΓi , Ii; µ) and Ai,D(µ) = Ai(Ii, IDi ; µ).
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Moreover, if fNi(µ) and uNi(µ) are the right hand side vector and the vector of degrees of freedom of the
approximated solution in Ωi, respectively, we set

fi(µ) = fNi(Ii; µ), fΓi(µ) = fNi(IΓ; µ),

ui(µ) = uNi
(Ii; µ), uΓi

(µ) = uNi
(IΓ; µ).

Then, by applying the INTERNODES method (see, e.g. [25]) the algebraic form of (3) reads as : for each
k ≥ 0, find uk+1

1 (µ) solution of®
A1,1(µ)uk+1

1 (µ) = f1(µ)− A1,D(µ)gD,1(µ)− A1,Γ1(µ)uk+1
Γ1

(µ)
uk+1

Γ1
(µ) = R12ukΓ2

(µ).
(11)

where R12 is the rectangular matrix associated with Π12.
The algebraic formulation of problem (4) reads as: for each k ≥ 0, find uk+1

2 (µ) such that®
A2,2(µ)uk+1

2 (µ) = f2(µ) + rk+1
N2

(µ)− A2,D(µ)gD,2(µ)
rk+1
N2

(µ) = −MΓ2R21M−1
Γ1

rk+1
N1

(µ),
(12)

where, for i = 1, 2, MΓi is the interface mass matrix on Γi and R21 is the matrix associated with Π21, while

rk+1
Ni

(µ) =
Ä
Ai(µ)uk+1

Ni
(µ)− fi(µ)

ä
|Γi

. (13)

Therefore, the complete solutions of subproblems (3) and (4) are

uk+1
Ni

(µ) =

uk+1
i (µ)

uk+1
Γi

(µ)
gD,i(µ)

 .
Further details on the derivation of these systems, which aree indeed quite standard in the DD literature,

can be found, e.g., in [11, 25].
The residual vector is the algebraic counterpart of an element of the dual space Y ′hi

of Yhi – see, e.g., [45,
Chapter 3] – then we define by zNi

(µ) the element obtained from rNi
(µ) by solving

MΓizNi(µ) = rNi(µ). (14)

Here zNi(µ) is the algebraic counterpart of the Riesz’ element associated with the residual rNi(µ). In other
words, the interface mass matrix becomes the transfer matrix from the Lagrange basis to the dual one and
viceversa [25, 46] and the array zNi

(µ) represents the residual in primal form.
Therefore, the matrix R21 transfer the function of Yh1 whose nodal values are stored in zNi

(corresponding
to the interface residual vectors rN1) at the nodes on Γ2.

Note that the conforming interface case can be recovered by taking R12 and MΓ2R21M−1
Γ1

both equal to
the identity matrix.

Remark 1. When ∂Γi∩∂Ωi,D 6= 0, the residual rNi
should be corrected to take into account the interpolation

process on all the degrees of freedom of Γi, including those on ∂Γi (see e.g. [25]). Even if the reduced
technique presented in this paper will work in both cases, hereon we will consider only ∂Γi ∩ ∂Ωi,D = 0.

Remark 2. The above formulation can be easily extended to time-dependent second-order parabolic PDE
problems. In such cases, suitable numerical schemes are implemented to handle the time discretization and
Dirichlet-Neumann subdomains iterations must be applied for each time step of the approximated solution
[11]. The application of our method to a time-dependent test case will be addressed in Section 5.
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Remark 3. The master and the slave solution snapshots can be directly collected from the FOM computa-
tions by solving (11)-(13) when (i) conforming discretizations are considered in the two subdomains or (ii)
when interpolation/projection methods are implemented to handle non-conforming grids, e.g. MORTAR
methods or INTERNODES. In the non-conforming case, however, if FOM interpolation or projection methods
are lacking, the snapshots for each subproblem can be surrogated solving for each parameter instance the
FOM problem twice, i.e. with two different conforming discretizations. In particular, we first define two
possible FE grids in the complete domains by setting on each first subdomain a chosen spatial discretization
and extending it (conformingly) to the corresponding second one. Now, both coupled problems feature
interface conformity and can be solved with Dirichlet-Neumann iterations. Then, we collect the snapshots of
each subproblem and the relative interface data in the discretization set in the non-conforming case for the
corresponding subdomain, obtaining two sets of solution and their Dirichlet and Neumann data. Indeed, this
snapshots can be seen as the model solution when interface non-conformity is considered (see Fig. 1 for a
schematic scatch of the used procedure). In this paper, such techniques is used to collect the snapshots for
the test cases reported in Section 5.

Figure 1: Schematic representation of the two discretizations of the domain Ω used to compute the FOM snapshots (left and
center) and the discretization of the domain Ω used to compute the ROM snapshots (right).

3. Master and slave reduced order problems

The strategy we propose here aims at both reducing separately the two subproblems and using reduced
techniques to treat also the Dirichlet and Neumann interface conditions arising from the Dirichlet-Neumann
subdomains iterations applied at the reduced level. In particular, this ROM technique is an extension of the
one proposed in [42] and combines different RB methods, one set for each subproblem, and the DEIM to
treat both the interface conditions, by defining independent reduced order representations of the involved
quantities.

We first approximate the FOM solution of the master and slave models by means of a small number of
basis functions defined in the corresponding subdomain Ωi and selected through a POD procedure. Moreover,
using the DEIM, we identify a suitable set of basis functions for the master and slave interface snapshots and
use them to transfer Dirichlet and Neumann data across conforming or non-conforming interface grids. Lastly,
considering the same Dirichlet-Neumann iteration scheme of the high-fidelity FOM, we iterate between the
reduced solutions of the two subproblems imposing the continuity of both the interface solutions and fluxes
at each iterations (see Fig. 2).

The reduced form of master and slave problems is described in this Section, while we derive the procedure
to reduce parameter-dependent Dirichlet and Neumann interface conditions in Section 4.

We define the reduced version of problems (11) and (12) relying on a POD-Galerkin approach [45].
Therefore, in the offline stage we collect the set of snapshots solving the sub-FOMs for a suitable set of
parameter values. In particular, we choose as snapshots the FOM slave and master solutions at convergence
of the sub-iterations, i.e. S1 = {u1(µ`),µ` ∈Pd} and S2 = {u2(µ`),µ` ∈Pd}, respectively. Sampling of
the parameter space is usually done considering a latin hypercube sampling (LHS) method [47, 48].
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Figure 2: Schematic representation of the reduced order Dirichlet-Neumann domain decomposition algorithm.

Remark 4. From now on, the index k is omitted when quantities at convergence of the Dirichlet-Neumann
FOM iterations are considered.

The POD technique is applied to each set of snapshots S1 and S2 and a corresponding set of reduced
basis functions is computed and stored for the approximation of the solution on each subdomain. We denote
by ni the cardinality of the set of reduced basis functions. Defining Vi ∈ RNi×ni , ni � Ni, the matrices
whose columns yield the obtained basis functions, the ROM seeks for an approximation of the FOM solutions
under the form

u1(µ) ≈ V1un1(µ)

and
u2(µ) ≈ V2un2(µ).

Projecting problems (11) and (12) onto the reduced spaces defined by Vi, starting from an initial guess
u0
ni

(µ) and u0
n2

(µ), in the online phase, for each k ≥ 0, we search for the reduced solutions uk+1
n1

(µ) ∈ Rn1

and uk+1
n2

(µ) ∈ Rn2 such that®
An1(µ)uk+1

n1
(µ) = fn1(µ)− VT1 A1,D(µ)gD,1(µ)− VT1 A1,Γ1(µ)uk+1

Γ1
(µ)

uk+1
Γ1

(µ) = R12ukΓ2
(µ)

(15)

and ®
An2(µ)uk+1

n2
(µ) = fn2(µ) + VT2 rk+1

N2
(µ)− VT2 A2,DgD,2

rk+1
N2

(µ) = −MΓ2R21M−1
Γ1

rk+1
N1

(µ),
(16)

where
Ani

(µ) = VTi Ai,i(µ)Vi, fni
(µ) = VTi fi(µ), i = 1, 2.
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Notice that the second equations in problems (15) and (16) (the interface equations) are defined in the FOM
space, whereas the first ones are in the ROM space. The reduced version of the interface equations will be
derived in the following Section.

Remark 5. For simplicity, in this paper we only consider the case of linear PDE problems. In the case of
nonlinear problems, the presence of nonlinear terms in the master and slave formulations can be handled
through suitable hyper-reduction techniques like, e.g, the DEIM [49, 50, 51]. The ROM approach would be
still modular, requiring the reduction of each subproblem and the treatment of interface data as shown in
the next section.

Remark 6. Time-dependent problems can be reduced with RB methods considering the time variable as an
additional parameter of the model. Indeed, in such case the FOM solutions at each time step of the simulation
are collected in the set of snapshots, and the reduced basis allows to approximate the time-dependent solution
of each subproblem involving vectors of (reduced) degrees of freedom un1 , un2 that are also time-dependent
(see Section 5).

4. Parametric interface data reduction

Dealing with interface conditions highlighted, especially when using non-conforming grids, requires special
care. Since the subproblems (15) and (16) are parameter-dependent, the interface data naturally inherit the
parameter dependency and the DEIM [49, 50, 51, 52, 53, 54, 55] can be applied to both reduce the dimension
of such data and to transfer the information across the interface grids. Indeed, using DEIM means: (i)
compute a set of basis functions for the quantity of interest employing POD, (ii) use a greedy algorithm
to identify a small number of dofs as weights for the corresponding basis functions (in place of the weights
used in simple POD). The nodes corresponding to such dofs define the so-called reduced mesh, effectively
determining a relation between the FE grids and the reduced space. Therefore, when considering interface
reduction, a small number of interface nodes can be selected through the DEIM to described the complete
vector of parametrized interface data. In the conforming case, DEIM can be used directly on the quantity of
interest, i.e. the interface solution in case of Dirichlet data, or the interface residual in case of Neumann data.
For non-conforming interface grids, the residuals (in primal form) must be involved to treat the Neumann
terms [17].

In Subsection 4.1 and 4.2 we define the reduction of the Dirichlet and Neumann interface conditions,
respectively, when non-conforming interface grids are considered. These new ROM interface conditions are
used to substitute the interface equations of problems (15) and (16).

4.1. Parameter-dependent Dirichlet data
The parametric interpolation method of the Dirichlet data used in this work is similar to the one

introduced in [42]. Such technique relies on the DEIM and can be applied in case of both conforming and
non-conforming interface grids.

First, in the offline phase we collect from the slave domain Ω1 the interface snapshots, i.e. we extract the
interface (Dirichlet) degrees of freedom obtained for different instances of the parameter vectors from the
FOM computation. Notice that, as for the solution reduction, we select only the interface dofs at convergence
of the FOM Dirichlet-Neumann iterations, namely

SD = {uΓ1(µ`), µ` ∈Pd}.

Let us denote by N1,Λ the number of FOM dofs on Γ1. A low-dimensional representation of the interface
dofs can then be computed by determining a set of M1 � N1,Λ POD basis functions from SD that we store
in the matrix ΦD, with the purpose of getting

uΓ1(µ) ≈ ΦDu1,M1(µ),
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where u1,M1(µ) is a vector of M1 coefficients. Furthermore, with a greedy algorithm [53], we select iteratively
M1 indices in {1, . . . , N1,Λ}, by minimizing the interpolation error over the interface snapshots set SD,
according to the maximum norm. the set of such indices is denoted by

I1,D ⊂ {1, . . . , N1,Λ}, with cardinality |I1,D| = M1. (17)

The points corresponding to th indices of I1,D, are usually referred to as magic points on Γ1, and are used to
impose the Dirichlet interface conditions on Γ1 for the reduced online problem. Let us denote by uΓ1,|I1,D

(µ)
the vector of the FOM dofs at the magic points.

In the online phase, at each Dirichlet-Neumann iteration k, we ask that the reduced interface vector
uk+1

1,M (µ) satisfies the relation
ΦD|I1,D

uk+1
1,M (µ) = uk+1

Γ1|I1,D

(µ),

where ΦD|I1,D
∈ RM1×M1 is the sub-matrix of ΦD containing the I1,D rows specified in (see e.g. [51] for the

well-posedness of the above procedure.). The FOM interface dofs on Γ1 can be then approximated as

uk+1
Γ1

(µ) ≈ ΦDΦ−1
D|I1,D

uk+1
Γ1|I1,D

(µ). (18)

Now we replace uk+1
Γ1|I1,D

with the values of the master solution ukN2
at other points on Γ2, the ones

corresponding to the magic points on Γ1. Thus, given the position p1 of the magic point corresponding to
the index i1,D ∈ I1,D in Cartesian coordinates, we search for the corresponding node in the master interface,
i.e. for the point p2 ∈ Γ2 such that

p2 = min
pj

2∈nodesΓ2

(dist(p1 − pj2)).

Remark 7. When the solution of the above minimization problem is not unique, we choose as p2 the last
node found by the algorithm that satisfies such relation.

Then, we can define the set I2,D of the indices on the master grid corresponding to the indices in I1,D,
i.e.

I2,D = {i2,D(i1,D)}i1,D∈I1,D
.

Notice that I2,D is computed in the offline phase.
Finally, in the online phase, we replace the FOM interface values ath the magic points on Γ1 are with the

values of the master solution at the magic points on Γ2, i.e.,Ä
uk+1

Γ1
(µ)
ä
i1,D

=
(
ukΓ2

(µ)
)
i2,D(i1,D) , i1,D ∈ I1,D. (19)

More briefly, we write uk+1
Γ1|I1,D

(µ) = ukΓ2|I2,D

(µ), so that (18) becomes

uk+1
Γ1

(µ) ≈ ΦDΦ−1
D|I1,D

ukΓ2|I2,D

(µ).

Remark 8. The substitution (19) can be interpreted as a low order interpolation process: first we build the
piecewise function ũkΓ2

(µ) (the orange one in Fig. 3) that interpolates the values of ukΓ2
(µ) at the magic

points on Γ2 (the blue dots); then the values uk+1
Γ1

(µ) at the magic points on Γ1 (the red symbols) are
obtained by evaluating the function ũkΓ2

(µ) at such points.

Note that ukΓ2|I2,D

(µ) refers to the approximation of the FOM solution of the master problem that must,

therefore, be computed from the ROM solution ukn2
(µ) during the online phase. However, only a part of the
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Figure 3: Geometrical interpretation of the interface reduction with the DEIM. The blue points represent the magic points on
Γ2 and the values of uk

Γ2
at these magic points, the orange lines represent the piecewise constant interpolating function ũk

Γ2
,

while the red crosses are the magic points on Γ1 and the values of uk+1
Γ1

at these magic points.

approximated FOM master solution is needed, meaning the one at the magic points on Γ2. One can store
the FOM solution at the interface only at the magic points by pre-multiplying the ROM master solution by
those rows of V2 corresponding to the magic points, i.e. by the matrix V2|I2,D

.
Therefore, the action of the operator R12 in (15) (in both conforming and non-conforming cases), can be

summarized by
R12ukΓ2

(µ) = ΦDΦ−1
D|I1,D

V2|I2,D
ukn2

(µ),

and the interface condition in (15) becomes

uk+1
Γ1

(µ) = ΦDΦ−1
D|I1,D

V2|I2,D
ukn2

(µ).

In this way, the last term of (15) can be approximated as

VT1 A1,Γ1(µ)uk+1
Γ1

(µ) = VT1 A1,Γ1(µ)R12ukΓ2
(µ) = VT1 A1,Γ1(µ)ΦDΦ−1

DI1,D
V2|I2,D

ukn2
(µ), (20)

where the matrix product VT1 A1,Γ1ΦDΦ−1
DI1,D

V2|I2,D
does not depend on the solution and can be pre-computed

and stored in the offline phase.
Note that even if the interface snapshots stored in ΦD contain the dofs on Γ2 at convergence of the

Dirichlet-Neumann iterations, the reduced coupled model is solved iterating between the reduced master and
slave models. For this reason, we have written the index k to the quantities computed in the online stage.

Remark 9. As for the FOM computation, an initial guess of the Dirichlet interface conditions must be
considered, but only at the magic points on Γ2. Therefore, for k = 0, the approximated FOM solution
V2|I2,D

u0
n2

at the magic points can be substituted with the FOM initial guess u0
2|I2,D

.

Remark 10. Note that if the coupled problem is unsteady, to take into account the time variations of
the solution, the interface data at convergence of the Dirichlet-Neumann ˘iterations for each time instant
n = 1, . . . , Nt must be collected in the set of snapshots. Once the POD basis has been computed on this set
of snapshots, the interpolation of the Dirichlet data can be performed as in the steady case.

4.2. Parameter-dependent Neumann data
The DEIM used to interpolate the parametric Dirichlet interface conditions can be also applied to the

parametric Neumann interface conditions; as before, let us detail the case of a steady problem.
If the interface grids are conforming, for each k ≥ 0,

rk+1
N2

(µ) = rk+1
N1

(µ)

so that the DEIM can be used on the interface residual. Instead, in the non-conforming case, the interface
mass matrices are involved (see Section 2). However, recalling definition (14) of zNi

(µ), i.e. the algebraic

10



counterpart of the Riesz’ element associated with the residual, the second equation of (16) can be replaced by

zk+1
N2

(µ) = −R21zk+1
N1

(µ). (21)

Therefore, vector zk+1
N2

is the quantity to be reduced and reconstructed using the DEIM.
For the sake of generality, in this Subsection we derive the Neumann data approximation for the

non-conforming case, however the same procedure also holds for the conforming case.
Starting from (13)-(14), for each µ we compute the interface residual snapshots,

SN = {zN2(µ`),µ` ∈Pd}.

We remind that these snapshots are saved at convergence of the FOM Dirichlet-Neumann iterations.
Applying the POD, a set of M2 basis functions is selected and stored in ΦN , being M2 � N2,Λ (recall

that N2,Λ is the number of mesh points on Γ2). Given a generic µ, the vector zN2 is, therefore, approximated
as

zN2(µ) = ΦNz2,M2(µ).

Then, M2 magic points on Γ2 are selected through a greedy algorithm and their indices in the master grid
numbering are collected in the set

I2,N ⊂ {1, . . . , N2,Λ}, with cardinality |I2,N | = M2.

In the online phase, at each Dirichlet-Neumann iteration k, we need to find zk+1
2,M2

(µ) such that

ΦN|I2,N
zk+1

2,M2
(µ) = zk+1

N2|I2,N

(µ),

where ΦN|I2,N
is the restriction of ΦN to the indices associated with the magic points identified by I2,N ,

while zk+1
2|I2,N

(µ) is the restriction of zk+1
N2

(µ) at such magic points. Then, we can approximate

zk+1
N2

(µ) ≈ ΦNΦ−1
N|I2,N

zk+1
N2|I2,N

(µ).

Now, zk+1
2|I2,N

(µ) is replaced by the values of zk+1
N1

(µ) extracted at the magic points on Γ1 corresponding to
those on Γ2. As done in the previous Subsection, to find such magic points on Γ1, we first need to select the
set of indices I1,N on the master interface Γ1 corresponding to the magic points identified by I2,N . Therefore,
denoting by p2 the node in cartesian coordinates corresponding to the index i2,N in I2,N , we search for

p1 = min
pj

1∈nodesΓ1

(dist(p2 − pj1)).

Then, calling i1,N (i2,N ) the index of p1 in the numbering of the slave grid, we define the set of indices in the
slave grid corresponding to the nodes defined by the indices in I2,N , i.e.

I1,N = {i1,N (i2,N )}i2,N∈I2,N
.

Thus, in the online phase, we impose thatÄ
zk+1

Γ2
(µ)
ä
i2,N

=
Ä
zk+1

Γ1
(µ)
ä
i1,N (i2,N )

, with i2,N ∈ I2,N

or more briefly zk+1
2|I2,N

(µ) = zk+1
1|I1,N

(µ), so that

zk+1
N2

(µ) ≈ R21zk+1
N1

(µ) ≈ ΦNΦ−1
N|I2,N

zk+1
1|I1,N

(µ)

11



and, similarly to the Dirichlet interpolation, the operator R21 here is represented by

R21zk+1
N1

(µ) = ΦNΦ−1
N|I2,N

zk+1
1|I1,N

(µ),

Finally, recalling formula (14), we can recover the (Neumann) interface condition in the second equation
of (16) as

rk+1
N2

(µ) ≈ −MΓ2ΦNΦ−1
N|I2,N

MΓ1|I1,N
rk+1
N1|I1,N

(µ). (22)

Note that the matrix product VT2 MΓ2ΦNΦ−1
N|I1,N

MΓ1|I2,N
(that appears in (16) in evaluating VT2 rk+1

N2
(µ))

does not depend on µ and can be therefore computed and stored in the offline phase.
Moreover, recalling the definition (13) of the interface residual, we can recover the dependency of such

vectors on the reduced master solution, and it holds

rk+1
N1|I1,N

(µ) ≈
(
(A1(µ)V1uk+1

n1
(µ)− f1(µ))|Γ1

)
|I1,N

. (23)

However, only the interface residual at the magic points must be computed, reducing the number of floating
point operations to compute the matrix-vector operations A1(µ)V1uk+1

n1
(µ) from N1 × n1 to M2 × n1.

We notice that magic points on Γ1 (Γ2, respectively) found during the Dirichlet phase do not necessarily
coincide with the magic points on the same interface during the Neumann phase.

We summarize the interface DEIM reduction, considering both Dirichlet and Neumann processing, in
algorithm 1–2, while the complete reduction of the two-way coupled model can be found in algorithms 3–4
concerning the offline training and the online query of the ROM.

We remark that when the interface grids are conforming, a perfect matching between the corresponding
nods on the master and slave interface is found. However, this does not happen in the non-conforming
case. In such case we are introducing interpolation errors for both the Dirichlet and Neumann interface
approximations, especially when the grids differ substantially. Considering the numerical tests of Section 5,
to minimize such errors a possible remedy is to consider a finer discretization on the master domain than in
the slave one, since the Dirichlet approximation seems to suffer more from the interface difference than the
Neumann one.

Another remedy consists in employing more accurate interpolation operators, like Lagrange interpolation,
when the interface are geometrically conforming, or the Radial Basis functions interpolations in presence of
geometrical non-conforming interfaces. This will be the subject of a future work.

Moreover, given the smaller number of DoFs in the slave interface than in the master one - considering a
coarser discretization in the slave domains, as done above - we check the continuity of the interface solution
using `2 norm of the difference between the approximated solutions (expressed in a high-fidelity format)
restricted at the slave interface DoFs, i.e.

‖uk+1
1|I1,D

− uk+1
2|I2,D

‖`2 < ε.

Remark 11. If the coupled problem is unsteady, similarly to the case of parameter-dependent Dirichlet data,
to take into account the time variations of the solution, the interface data at convergence of the sub-iterations
for each time instant n = 1, . . . , Nt must be collected in the set of snapshots. Once the POD basis has been
computed on this set of snapshots, the interpolation of the Neumann data can be performed as in the steady
case.

5. Numerical results

In this Section we present numerical results obtained solving (i) a steady problem, namely a Dirichlet
boundary value problem for a linear diffusion-reaction equation, and (ii) a time-dependent problem, namely
an initial-boundary value problem for the heat equation with Neumann boundary conditions. In particular,
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Algorithm 1 Interface DEIM training procedure
1: procedure [ROM arrays] = Offline(FOM arrays, Ptrain, εtolD , εtolN , tol)
2: Dirichlet and Neumann data snapshots
3: for µ ∈Ptrain do
4: u1, u2 ← solve the coupled problem (11)-(13) with Dirichlet-Neumann iterations, the convergence

is achieved when ‖uk+1
Γ1
− uk+1

Γ2
‖2 <tol

5: uΓ1 ← extract the slave interface solution;
6: zN2 ← extract the master primal residual.
7: SD = [SD,uΓ1 ];
8: SN = [SN , zN2 ];
9: end for
10: DEIM reduced-order arrays:
11: ΦD ← POD(SD, εtolD ); I1,D ← DEIM-indices(ΦD);
12: ΦN ← POD(SN , εtolN ); I2,N ← DEIM-indices(ΦN );
13: Dirichlet magic points:
14: for i1,D ∈ I1,D do
15: p1 ← get Cartesian coordinates of i1,D node;
16: p2 = minpj

2∈nodeΓ2
(dist(p1 − pj2))← search in Γ2 the nearest node to p1 ∈ Γ1;

17: i2,D ← get the Dirichlet index for p2;
18: I2,D = [I2,D, i2,D];
19: end for
20: Neumann magic points:
21: for i2,N ∈ I2,N do
22: p2 ← get Cartesian coordinates of i2,N node;
23: p1 = minpj

1∈nodeΓ1
(dist(p2 − pj1))← search in Γ1 the nearest node to p2 ∈ Γ2;

24: i1,N ← get the Neumann index for p1;
25: I1,N = [I1,N , i1,N ];
26: end for
27: end procedure
28:

Algorithm 2 Interface DEIM query
1: procedure [u1,u2] = Online Query(ROM arrays, FOM arrays, µ, tol)
2: u2|I2,D

(µ)← extract Dirichlet magic points on Γ2;
3: uΓ1(µ) ≈ ΦDΦ−1

D|I1,D
u2|I2,D

(µ)← Dirichlet DEIM approximation;
4: use uΓ1(µ) to solve the slave problem (15);
5: rN1|I1,N

(µ)← extract the slave interface residual at the magic points I1,N ;
6: rN2|Γ2

(µ) ≈MΓ2ΦNΦ−1
N|I2,N

M−1
Γ1

rN1|I1,N
(µ)← Neumann DEIM approximation ;

7: rN2(µ)← recover the interface residual, i.e. the Neumann term of the master problem;
8: apply rN2(µ) to solve the master problem (16);
9: end procedure

we aim to investigate the performances of the proposed algorithm by comparing FOM and ROM results in
terms of both efficiency and accuracy.

The mathematical models and numerical methods presented in this section have been implemented in C++
and Python languages and based on lifex (https://lifex.gitlab.io) [56], a in-house high-performance C++
FE library mainly focused on cardiac applications based on deal.II FE core [57] (https://www.dealii.org).
Both online and offline stages of the simulations have been performed in serial on a notebook with Intel Core
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Algorithm 3 ROM training procedure
1: procedure [ROM arrays] = Offline training(FOM arrays, Ptrain,εtol1 ,εtol2 , εtolD , εtolN , tol)
2: Solution, Dirichlet and Neumann data snapshots
3: for µ ∈Ptrain do
4: u1, u2 ← solve the coupled problem (11)-(13) with Dirichlet-Neumann iterations, the convergence

is achieved when ‖uk+1
Γ1
− uk+1

Γ2
‖2 <tol

5: uΓ1 ← extract the slave interface solution;
6: zN2 ← extract the master primal vector of the residual.
7: S1 = [S1,u1]; S2 = [S2,u2]; SD = [SD,uΓ1 ]; SN = [SN , z2];
8: end for
9: POD reduced-order arrays:
10: V1 ← POD(S1, εtol1);
11: V2 ← POD(S2, εtol2);
12: {An1 , fn1} ← Galerkin projection of the FOM slave arrays onto V1;
13: {An2 , fn2} ← Galerkin projection of the FOM master arrays onto V2;
14: DEIM reduced-order arrays:
15: ΦD ← POD(SD, εtolD ); I1,D ← DEIM-indices(ΦD);
16: ΦN ← POD(SN , εtolN ); I2,N ← DEIM-indices(ΦN );
17: Dirichlet magic points:
18: for i1,D ∈ I1,D do
19: p1 ← get Cartesian coordinates of i1,D node;
20: p2 = minpj

2∈nodeΓ2
(dist(p1 − pj2))← search in Γ2 the nearest node to p1 ∈ Γ1;

21: i2,D ← get the Dirichlet index for p2;
22: I2,D = [I2,D, i2,D];
23: end for
24: Neumann magic points:
25: for i2,N ∈ I2,N do
26: p2 ← get Cartesian coordinates of i2,N node;
27: p1 = minpj

1∈nodeΓ1
(dist(p2 − pj1))← search in Γ1 the nearest node to p2 ∈ Γ2;

28: i1,N ← get the Neumann index for p1;
29: I1,N = [I1,N , i1,N ];
30: end for
31: VT1 A1ΦDΦ−1

D|I1,D
V2|I2,D

← save matrix product for the slave trace term;
32: VT2 MΓ2ΦNΦ−1

N|I2,N
MΓ1|I2,N

← save matrix product for the master residual term;
33: end procedure

i7-10710U processor and 16GB of RAM.

5.1. Steady case: diffusion-reaction equation
In this first test case we solve the following boundary value problem for a diffusion-reaction equation:

find u ∈ Ω such that ®
−∇ · (α∇u) + βu = f in Ω
u = gD on ∂ΩD

(24)

where the domain Ω is a hollow spheroid (see Fig. 4) with inner and outer radius equal to 0.5m and 3.0m,
respectively, and parameters vector µ = (α, β). Moreover, f = π

4 yx
2 sin

(
π
2 y
)

exp(z − 1), while

gD =
®

0.01 on the external sphere
0 on the internal sphere.
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Algorithm 4 ROM query
1: procedure [u1,u2] = Online Query(ROM arrays, FOM arrays, µ, tol)
2: given the index k ≥ 0 and the initial guess u0

2
3: while ‖uk+1

1|I1,D
− uk+1

2|I2,D
‖`2 >tol do

4: uk+1
2|I2,D

(µ)← extract Dirichlet magic points on Γ2;
5: VT1 A1ΦDΦ−1

DI1,D
V2|I2,D

uk+1
n2
← assemble the trace term;

6: ũk+1
n1

(µ)← solve the slave problem (15);
7: rk+1

N1|I1,N

(µ)← extract the slave interface residual on the magic points I1,N ;

8: VT2 MΓ2ΦNΦ−1
N|I2,N

MΓ1|I2,N
rk+1
N1|I1,N

(µ)← assemble the interface residual term;

9: uk+1
n2

(µ)← solve the master (16);
10: relax the master trace on Γ2
11: k ← k + 1
12: end while
13: end procedure

We split the domain in two hollow spheroids with a common interface (see Fig. 4), and apply the Dirichlet-
Neumann iterative scheme so that, given λ0

2, for each k ≥ 0, we solve the two following sub-problems
−∇ · (α∇uk+1

1 ) + βuk+1
1 = f in Ω1

uk+1
1 = 0.01 on ∂Ω1,D

uk+1
1 = λk2 on Γ1

and 
−∇ · (α∇uk+1

2 ) + βuk+1
2 = f in Ω2

uk+1
2 = 0 on ∂Ω2,D

α∇uk+1
2 · n2 = α∇uk+1

1 · n2 on Γ2,

while
λk+1

2 = ωuk2|Γ2
+ (1− ω)λk2 .

The acceleration parameter ω is fixed among the iterations. In particular, we set ω = 0.25 when solving
both the FOM and the ROM.

Figure 4: Slave (left) and master (center) domains. In green the interface Γ.
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As FOM dimension, we consider N = 3474 in the slave domain Ω1 and N = 26146 in the master domains
Ω2. We choose to vary the parameters α and β in [1, 10] using a LHS to compute the solution snapshots.
We select Ntrain = 150 to get a sufficiently rich snapshots set to build the reduced bases, while additional
Ntest = 20 values of the parameter vectors are chosen to test the method. Moreover, we prescribe for the
stopping criteria of the Dirichlet-Neumann iteration a tolerance is 10−6. On average, FOM solution is found
after 23 iterations for the coarser discretization and 24 iterations for the finer one, while ROM solution is
found after 32 iterations.

α = 2.35, β = 9.55 α = 6.85, β = 3.25 α = 4.15, β = 5.05

Figure 5: Slave solution FOM (top), ROM (center) solutions and absolute error (bottom) for three different parameter vectors.

As highlighted in Section 2, Remark 3, for each set of parameters we solve twice the high-fidelity FOM
(once with a conforming mesh on Ω designed starting from the mesh size in Ω1, and the other time with
another conforming mesh on Ω designed starting from the mesh size in Ω2) and once the ROM. Computational
errors are evaluated considering the difference between the FOM and ROM solutions in the H1(Ωi) norm, i.e.

‖uFOM (µ)− uROM (µ)‖H1(Ωi), i = 1, 2. (25)

Fig. 5 and 6 show three FOM and ROM solutions and the absolute error on the slave and the master
domains, respectively, while in Fig. 7 we plot the 2-norm of the relative error for different dimensions of the
ROM, i.e. for different values of the parameters n1, n2, M1 and M2 defined in Sections 3 and 4. After some
tests, we chose to consider the same number of basis functions to get a fixed accuracy of the solution for the
Dirichlet and Neumann data i.e. M1 = M2, while we treat independently the number of basis functions n1
and n2 used for the master and slave reduction. Then, Fig. 7 shows an increase, even if small, of the solution
accuracy when the number of basis functions of one of the reduced quantities involved in the procedure is
increased, as expected from RB theory.

Table 1 compares the computational costs of solving problem (24) with the proposed ROM rather than
with the high-fidelity FOMs. In particular, the ROM is about 2.5 times faster than the FOM employing the
coarser discretization, corresponding to a CPU time reduction of about 61%, while we are able to achieved a
speed up of about 24 times compared to the FOM employing the finer discretization, corresponding to a
reduction of 96% of the computational costs.
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α = 2.35, β = 9.55 α = 6.85, β = 3.25 α = 4.15, β = 5.05

Figure 6: Master solution FOM (top), ROM (center) solutions and absolute error (bottom) for three different parameter vectors.

# DoFs or # Basis CPU time
Master solution Slave solution Master interface Slave interface Online Offline

FOM 3474 3474 386 386 ∼3.93s
26146 26146 1538 1538 ∼37.16s

ROM 7 5 6 6 ∼1.55s ∼1h45m

Table 1: High fidelity and reduced order model dimensions and CPU times. We highlight the performances of the ROM model
with respect to FOM solution using colors from red (worst) to green (best).

5.2. Unsteady case: time-dependent heat equation
We now apply the proposed technique to a time-dependent problem. In particular, we consider the

following initial-boundary value problem for the heat equation
∂u

∂t
−∇ · (α∇u) = f in Ω× (0, T )

α∇u · n = 0 on ∂Ω× (0, T )
u = 0 in Ω× {t = 0}

(26)
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Figure 7: H1(Ωi) mean error (z-axis) over the solution for Ntest different instances of the parameters between the FOM and
ROM solutions varying the number of basis functions used to represent the slave and the master solution n1 and n2, and the
interface data M1 and M2 (x- and y-axis). On the top row we fix the number of basis functions of the master problem to 5 (on
the left) and to 7 for the slave problem (on the right), while on the bottom we fix to 6 the number of basis function for the
interface data representation.

being Ω = (−0.5, 1.5)× (−0.5, 0.5)× (−0.5, 0.5) (see Figure 8) and

f =
®

1 if x < 0 ∧ 0.2 < t < 0.5
0 otherwise.

The problem is parametrized through the coefficient α and – indirectly – through the time variable t.
To apply the reduced technique presented in this work, we split Ω in two cubes with a common plane

x = 0.5 that represents the interface Γ (see Fig. 8). The application of Dirichlet-Neumann iterative scheme
leads therefore to the two following sub-problems: given λ0

2 on Γ2, for each k ≥ 0, solve until convergence of
the interface solution 

∂uk+1
1
∂t

−∇ · (α∇uk+1
1 ) = f in Ω1 × (0, T )

α∇uk+1
1 · n1 = 0 on ∂Ω1,N × (0, T )

uk+1
1 = λk2 on Γ1 × (0, T )
uk+1

1 = 0 in Ω1 × {t = 0}

(27)

and 

∂uk+1
2
∂t

−∇ · (α∇uk+1
2 ) = f in Ω2 × (0, T )

α∇uk+1
2 · n2 = 0 on ∂Ω2,N × (0, T )

α∇uk+1
2 · n2 = −α∇uk+1

1 · n1 on Γ2 × (0, T )
uk+1

2 = 0 in Ω2 × {t = 0},

(28)
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while
λk+1

2 = ωuk2Γ2
− (1 + ω)λk2 .

As for the steady test case, a fixed point acceleration strategy with parameter ω = 0.25 is applied to
accelerate the convergence of the Dirichlet-Neumann scheme for both FOM and ROM computations.

Figure 8: Ω1 (left) and Ω2 (center) and Ω (right). In green the interface Γ.

Two different discretizations corresponding to a FOM dimension equal to N = 35937 for the slave domain
and N = 274625 DoFs for the master domain have been considered. The first order backward Euler scheme
with ∆t = 10−2s has been used to handle time discretization. Moreover, the diffusive coefficients α is varied
between 0.5 and 5, employing also in this case a LHS strategy to select the snapshots to be computed for
the ROM training. In particular, we select NS = NtNtrain snapshots to train the ROM, corresponding to
Ntrain =10 complete simulations in time, being Nt = 100 the number of time steps in a model simulation.
Then, Ntest = 2 simulations of 100 time steps each are considered to test the ROM. The tolerance to stop
the Dirichlet-Neumann iteration is 10−6, which correspond to 18 iterations to find the FOM solution with
the coarser discretization, 19 iterations for the FOM solution with the finer discretizations and 17 iterations
to find the ROM solution for each time step.

We compute the H1(Ωi) error (25) between the ROM and the coarse FOM solutions for the slave problem,
and between the ROM and the fine FOM solutions for the master problem. In Figs. 9 and 10 we draw the
ROM and FOM solutions and the absolute errors for three different time instants and some selected values
of α, while in Fig. 11 we plot the H1(Ωi) error for different ROM dimensions. Note that fixing the number
of basis functions used for both the slave solution, the master solution, and the interface Dirichlet-Neumann
data, we show that the slave and master computational error decrease when increasing the number of basis
functions, as expected.

Finally, in Table 2 we compare the computational costs of solving the problem with the FOM and the
ROM. As before, our reduced technique shows high CPU performances, effectively achieving a speed up of 6.5
times with respect to the FOM solution with the coarsest discretization and of about 55.7 times compared
to the finest discretization, corresponding a reduction of about 85% and 98% of the computational costs,
respectively. These results refer to a complete simulation of 100 time steps, including some repeated tasks
such as the assembling of the right-hand side, according to the time discretization scheme implemented. A
hyper-reduction technique can be eventually included to enhance the online performance of the ROM even
more.

# DoFs or # Basis CPU time
Master solution Slave solution Master interface Slave interface Online Offline

FOM 35937 35937 1089 1089 ∼36m 6s
274625 274625 4225 4225 ∼5h 8m

ROM 10 10 10 10 ∼5m 32s ∼8h

Table 2: FOM and ROM dimensions and CPU times. We highlight the ROM performances with respect to the ones of the
FOM using colors from red (worst) to green (best).
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t = 20s t = 40s t = 60s

Figure 9: Slave solution FOM (top), ROM (center) solutions and absolute error (bottom) for α = 2.75 and three different time
instants.

t = 20s t = 40s t = 60s

Figure 10: Master solution FOM (top), ROM (center) solutions and absolute error (bottom) for α = 2.75 and three different
time instants.
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Figure 11: H1(Ωi) mean error (z-axis) over the solution for NtNtest different instances of the parameters between the FOM and
ROM solutions varying the number of basis functions used to represent the slave and the master solution, and the interface data
(x- and y-axis). On the top row we fix the number of basis functions of the master problem to 10 (on the left) and to 10 for the
slave problem (on the right), while on the bottom we fix to 10 the number of basis function for the interface data representation.

6. Conclusion

In this work we have introduced a reduced order modeling technique based on RB methods to decrease
the computational costs entailed by the solution of two-way coupled problems employing Dirichlet-Neumann
iterative schemes. The modularity of the procedure ensures the efficiency of the ROM through different
treatments of the master, slave and interface data reduction. Indeed, the master and the slave modes can be
reduced using appropriate RB strategies, while the Dirichlet and the Neumann interface data can be handled
through the DEIM inside the INTERNODES method, highlighting the possibility to use such reduced scheme
to transmit the interface data between the conforming and non-conforming interface grids. The proposed
algorithm can also be applied, in principle, to more general multi-physics problems that are solved through
Dirichlet-Neumann domain-decomposition iterative schemes.

The numerical test cases show that our ROM is very cheap in the online phase, outperforming the online
CPU time of the FOM when either fine or coarse conforming meshes in the two domains are considered.
Indeed, a decrease of the 98% of the CPU time can be achieved in the case of a time-dependent parabolic
PDE problem (see Subsection 5.2) with respect to a finite element FOM built over a fine discretization, and
of the 85% with respect to a finite element FOM built over a coarser one.

This paper represents (at our knowledge) the first attempt towards the achievement of a fully-reduced
RB interpolation based numerical scheme for two-way coupled model.

Future developments concern the use of the INTERNODES method on the FOM offline phase and the
use of interpolation operators in the ROM online phase (see Remark 8) that are more accurate than those
used in this paper. We are confident in this way to improve the accuracy as well as the efficiency (of the
offline phase) of our approach. Finally, a future work will be the derivation of an error estimate for the
proposed method.
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Considering the results proposed in the last Section, we expect to be able to apply the presented method
to more complex and relevant physics-based coupled problems, e.g. cardiac electrophysiological and fluid-
structure interaction problems. Moreover, having been able to correctly reduce Dirichlet and Neumann
interface data, the final extension of this work would be the application of our technique also to Robin-like
interface conditions. All of these aspects will be the focus of future papers.
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