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Abstract

Hierarchical Model (HiMod) reduction is a method introduced in [1]
to effectively solve advection-diffusion-reaction (ADR)and fluid dynamics
problems in pipes. The rationale of the method is to regard the solution as
a mainstream axial dynamics added by transverse components. The main-
stream component is approximated by finite elements as oftendone in classi-
cal 1D models (like the popular Euler equations for gasdynamics). However,
the HiMod formulation includes also the transverse dynamics by a spectral
expansion. A few modes are expected to capture the transverse (somehow
secondary) dynamics with a good level of approximation. This drastically re-
duces the size of the discrete problem, yet preserving accuracy. The method
is “hierarchical” since the selection of the number of transverse modes can
be hierarchically and adaptively performed [12]. We have previously consid-
ered only Dirichlet boundary conditions for the lateral walls of the pipe and
the procedure was tested only in 2D domains. With an appropriate selection
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of the spectral basis functions, here we extend our formulation to 3D prob-
lems with general boundary conditions, still pursuing an essential approach.
The modal basis functions fulfill by construction the (homogeneous) bound-
ary conditions associated with the solution. This is achieved by solving a
Sturm-Liouville eigenpair problem. We analyze this approach and provide
a convergence analysis for the numerical error in the case ofa linear ADR
problem in rectangles (2D) and slabs (3D). Numerical results confirm the
theory.

1 Introduction

Efficient numerical solution of problems characterized by amain direction like
flow in pipes and networks has been investigated in several ways, as witnessed by
engineering and mathematical literature (see, e.g., [2, 3,4]). A popular approach is
based on the reduction of the problem of interest to a one dimensional setting along
the mainstream after dropping transversal dynamics. The Euler equations in gas-
and haemo-dynamics are a well known example. A numerical approach aiming
at reducing the computational cost vs a full 3D simulation without discarding the
transversal dynamics has been proposed in [1, 7] and investigated in [6, 20, 12].
Since the axial direction is expected to drive the solution while transverse dynam-
ics is only locally important, it makes sense to split the approximation of the two
components. Along the mainstream we consider a classical 1Dfinite element ap-
proximation to exploit easiness and versatility of this method. The transversal
components are tackled by a spectral approximation. The rationale is that the high
convergence rate of spectral approximations allow to capture the important features
of the transverse dynamics with a relatively low number of modes. This results in
accurate approximations with a low number of degrees of freedom.

The splitting of axial and transverse directions has been considered for com-
bining different spectral approximation methods in different contexts. For instance,
see [13, 14, 15, 16, 17, 23], Sect. 3.4 of [10] and references therein. The number
of modes can be properly selected either with an a priori but not necessarily uni-
form approach[1, 7] or adaptively with either a domain splitting [12] or a nodewise
perspective[5]. Even though most of the theory has been developed on rectilin-
ear domains, extension to curved domains is a natural and important follow-up[6].
This approach was intended to improve the reliability of onedimensional models.
As opposed to purely 1D models, this approach allows in fact alocal refinement
of the reliability by properly selecting the numberm of modes, in what has been
called a “psychologically 1D” modeling strategy. For this reason the approach has
been calledHierarchical Model(HiMod) reduction.

One of the most significant limitations of the approach pursued so far is the con-
ditions to be prescribed on the lateral boundary of the domain. As a matter of fact,
homogeneous Dirichlet conditions were promptly included by the sinusoidal ba-
sis functions adopted for this problem. Although, these conditions describe many
practical applications, in view of generalizations of the HiMod approach to more
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complex problems such as fluid-structure interaction (for instance in arteries), we
need to address more general boundary conditions.

In this paper we present a method for this. The method followsa classical
approach by solving an associated Sturm-Liouville Eigenvalue (SLE) problem. In
this way the basis functions include the information on the boundary conditions,
so we call this an “educated” basis function approach (Sect.3).

We introduce the methodology in either 2D rectangular domains or 3D slabs,
together with the analysis of the associated numerical error in Sect. 4.

Numerical results confirming theoretical findings are presented both in 2D and
3D (Sect. 5) domains for linear advection-diffusion-reaction problems. A back-
ward facing step geometry is used as a nontrivial slab-like domain.

Limitations and future developments are summarized in Sect. 6
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Figure 1: 3D domain setting for the HiMod educated bases approach: domain
Ω ≡ Ω̂ (left) and transverse fiberγ (right).

2 The HiMod approach: basics

Since in this paper we are concerned with rectangular/slab domains, we directly
assume thatΩ ⊂ Rd (d = 2, 3) coincides with the Cartesian product of a 1D
domain supporting the axisΩ1D and transverse fibersγx ⊂ Rd−1, i.e.,

Ω =
⋃

x∈Ω1D

{x} × γx

(see Fig. 1). The axial direction associated withΩ1D is dominant with respect to
the others (i.e.Lx ≫ Ly, Lz). Hereafter, we chooseΩ1D ≡ (0, L) andγx =
γ ≡ (0, 1) for the 2D case,γx = γ ≡ (0, 1) × (0, 1) in 3D. More in general,
we may assume thatΩ1D is a curveC : (0, L) → Ω1D ⊂ R2, wherex is a
curvilinear abscissa[6], while fibersγx coincide with sufficiently regular functions
of x. In this case, we regardΩ as the image of the reference rectangular/slab
domainΩ̂ = [0, L] × γ, according to a sufficiently regular map[1, 7].

In Ω we solve the standard scalar linear advection-diffusion-reaction (ADR)
problem completed - for the moment being - with full homogeneous Dirichlet
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boundary conditions. With standard notation for the Sobolev spaces[19], the prob-
lem reads: findu ∈ V ≡ H1

0 (Ω) such that

a(u, v) =

∫

Ω

[
µ∇u·∇v+(β·∇u+σu)v

]
dΩ =

∫

Ω
fv dΩ = F (v) ∀v ∈ V, (1)

where the boundary∂Ω consists of the two transverse fibersΓ1 = {0} × γ and
Γ2 = {L} × γ and of the lateral boundaryΓw ≡ ∂Ω \ {Γ1 ∪ Γ2} (see Fig. 1).
We assume the diffusivity coefficientµ ∈ L∞(Ω), with µ ≥ µ0 > 0 a.e. in
Ω, the convective fieldβ ∈ [L∞(Ω)]d, the reactive coefficientσ ∈ L∞(Ω), and
the forcing termf ∈ L2(Ω). We also assume that div

(
β

)
∈ L∞(Ω) and that

−1
2div

(
β

)
+ σ > 0 a.e. inΩ, so that the well-posedness of (1) follows from the

Lax-Milgram lemma.
The HiMod formulation requires a specific functional setting. We introduce the

one-dimensional spaceV1D ≡ H1
0 (Ω1D) associated with the supporting fiber. On

the transverse direction we consider a set of modal functions {ϕk} with k ∈ N+,
defined onγ and setVγ,∞ = span({ϕk}). Since the Dirichlet conditions are
enforced in an essential way, basis functionsϕk vanish onΓw. The corresponding
truncated finite dimensional spaceVγ,m is defined as

Vγ,m = span({ϕk}m
k=1). (2)

Thus, the hierarchically reduced semi-discrete space associated withΩ is given by
the tensor product of the spacesV1D andVγ,m, i.e., by

Vm = V1D⊗Vγ,m =
{
v(x,y) =

m∑

k=1

vk(x)ϕk(y), with vk ∈ V1D for k = 1 . . . m
}
.

(3)
We assume thatVm ⊂ V for anym ∈ N (conformity hypothesis), and that, for any
v ∈ V ,

lim
m→+∞

(
inf

vm∈Vm

||v − vm||V
)

= 0 (spectral approximability hypothesis).

When we letm tend to infinity, we identify the spaceV∞. The conformity and
spectral approximability properties postulated onVm imply that V∞ is dense in
H1

0 (Ω).
The basis functionsϕk do not need to be generally orthonormal. However, if

we assume they are orthonormal with respect to theL2(γ)-scalar product(·, ·)γ ,
the coefficientsvk in (3) coincide with the standard Fourier coefficients

vk = (v, ϕk)γ . (4)

Different choices are possible for the modal basis, including trigonometric func-
tions, Legendre polynomials or wavelets. The problem at hand generally drives
this choice.
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The fully-discrete HiMod formulation can be provided by introducing a uni-
form subdivisionTh of steph alongΩ1D, with the nodesxi, i = 0, 1, . . . , Nh.
In [12] a HiMod reduction based on an adaptive choice of the partition Th is pre-
sented. We denote byV h the subspace ofV1D of the piecewise continuous linear
functions associated withTh and vanishing atx0 = 0 andxNh

= L. Higher degree
polynomials may be considered as well. Letψi denote the Lagrangian basis func-
tion in V h associated with the nodexi. Thus, we can consider the discrete modal
representation

uh
m(x,y) =

m∑

k=1

uk(x)ϕk(y) =
m∑

k=1

Nh∑

i=1

uk,iψi(x)ϕk(y), (5)

whereuk,i are the actual unknowns of the discrete HiMod formulation

find uh
m ∈ V h

m : a(uh
m, v

h
m) = F (vh

m) ∀vh
m ∈ V h

m, (6)

with uk(x) =
Nh∑
1=1

uk,iψi(x) ∈ Vh, and whereV h
m = V h⊗Vγ,m. A straightforward

choice for the test function in (6) isvh
m(x,y) = ψl(x)ϕj(y), with l = 1, . . . , Nh,

j = 1, . . . ,m. Then, the HiMod formulation (6) reduces to: finduk,i ∈ RmNh

such that, for anyj = 1, . . . ,m and for anyl = 1, . . . , Nh,

m∑

k=1

Nh∑

i=1

{∫

Ω1D

[
r11k,j(x)

∂ψi

∂x
(x)

∂ψl

∂x
(x) + r10k,j(x)

∂ψi

∂x
(x)ψl(x)

+ r00k,jψi(x)ψl(x)
]
dx

}
uk,i =

∫

Ω1D

ψl(x)fj(x) dx, (7)

with

r11k,j(x) =

∫

γ
µ(x,y)ϕj(y)ϕk(y) dy, r10k,j(x) =

∫

γ
β1(x,y)ϕj(y)ϕk(y) dy,

r00k,j(x) =

∫

γ

(
µ(x,y)ϕ′

j(y)ϕ′
k(y) + β2(x,y)ϕ′

j(y)ϕk(y) + σ(x,y)ϕj(y)ϕk(y)
)
dy,

fj(x) =

∫

γ
f(x,y)ϕj(y) dy,

(8)
whereϕ′

l(y) denotes the derivative of the generic modal functionϕl with respect
to y. Coefficientsrst

k,j (s, t = 0, 1) collect the transverse contributions after the
reduction phase. If the modal basis is orthogonal the computation of these coef-
ficients is further simplified. On the contrary, definitions (8) become significantly
more involved for non-rectangular domains[1].

Discretization (7) leads to an algebraic system ofm coupled 1D problems,
where the coefficients coupling the different 1D equations account for the trans-
verse dynamics. The HiMod discrete solutionuh

m converges to the continuous one
u for m→ +∞ andh→ 0, as stated in Proposition 3.1 of [7].
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Remark 2.1 Non-homogeneous boundary conditions of Dirichlet, Neumann and
Robin type are promptly prescribed on the inflow/outflow boundariesΓ1 andΓ2 in
the HiMod framework with standard methods[7].

2.1 Dirichlet problems in 3D

In this section, we demonstrate for the first time some performances of the HiMod
method in 3D. This allows to stress how a good accuracy may be obtained with
a relatively low number of degrees of freedom. This is crucial for the prospected
application of the method on complex networks.

Let us consider the following advection-diffusion-reaction problem in a slab




−∆u+ β · ∇u+ σu = f in Ω = (0, 0.2) × (0, 0.1) × (0, 0.1)

u = 0 onΓ1 ∪ Γw

∇u · n = 0 onΓ2,

(9)

with Γ1 = {0} × [0, 0.1] × [0, 0.1], Γ2 = {0.2} × [0, 0.1] × [0, 0.1] andΓw =
∂Ω \ (Γ1 ∪ Γ2), and whereβ = (5, 1, 0)T is a horizontal wind,σ = 0.3 models
an absorption phenomenon, andf is a source term localized in correspondence
with two spheric areas ofΩ defined byf(x, y, z) = 100

(
f1(x, y, z)+f2(x, y, z)

)
,

with f1(x, y, z) = exp
(
− 900

[
(x− 0.025)2 + (y − 0.0125)2 + (z − 0.0125)2

])
,

f2(x, y, z) = exp
(
−900

[
(x−0.05)2 +(y−0.0875)2 +(z−0.0875)2

])
. Figure 2,

left shows the contour surfaces of the finite element approximation of the solution
computed via the libraryLifeV1 on a structured uniform mesh with sizeshx =
0.1, hy = 0.05, hz = 0.05, respectively. The HiMod approximation is obtained
using 50 modal functions and a 1D uniform grid with stephx = 0.1 (Fig. 2, right).

Figure 2: 3D ADR problem with wall Dirichlet boundary conditions: Piecewise
linear FE solution (left); HiMod solution (right).

1LifeV is an open source finite element library developed by MOX at Politecnico di Milano,
Italy, the Department of Mathematics at EPFL, Switzerland and the Department of Mathematics and
Computer Science at Emory University, USA.
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Figure 3: 3D ADR problem: longitudinal sections of the FE solution (top-left) and
of the HiMod solutions form = 9 (top-right),m = 16 (bottom-left) andm = 25
(bottom-right).

The consistency between the two solution is promptly realized by a visual in-
spection. In Figure 3 we consider three longitudinal sections of both the reference
and the HiMod solution aty = 0.1, 0.05, 0.09 respectively. We select increasing
values for the modal indexm, namely,m = 9, m = 16 andm = 25. More pre-
cisely, this choice ofm corresponds to3, 4 and5 modes along the two transverse
directions, respectively. We appreciate the qualitative convergence of the HiMod
solution to the finite element one for increasing values ofm.

To make the comparison more quantitative, we solve the same equation with
β = (5, 1, 1)T , σ = 3 and we select the source term and the Dirichlet condition
on Γ1 so that the exact solution isuex(x, y, z) = 107y(0.1 − y)z(0.1 − z)(x −
0.2)2 exp(2yz(0.2−x)2). In Fig. 4 we plot theL2(Ω)-norm of the global error, as
a function of the total number of the degrees of freedom (dof)on the left, and as a
function of the assembly time (inLifeV ) on the right.

As expected for the convergence properties of the spectral transverse approxi-
mation, the HiMod procedure attains a similar accuracy of finite elements (or bet-
ter) with less dof. Precisely, the structured FE grid featuresNxNyNz dof, where
Nx, Ny andNz are the numbers of dof along the three directions. For HiMod we
haveNxm dof, so form ≪ NyNz we have a computational advantage.

These results confirm the rationale of the HiMod approach, where a few modes
are enough to have an accurate solution as opposed to purely 1D approximations,
where transverse dynamics are completely discarded.
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Figure 4: 3D ADR problem with lateral Dirichlet boundary conditions: L2(Ω)-
norm of the global error as a function of the number of dof (left) and of the as-
sembly time[s] (right) for a standard 3D linear finite element discretization (circle
markers) and for a HiMod approximation (square markers).

3 The Sturm-Liouville Eigenvalue (SLE) problem in the
HiMod framework

In order to construct a set of basis functions incorporatinggeneral (homogeneous)
boundary conditions onΓw, we consider the classical SLE problem[8]. We con-
sequently focus on the transverse fiberγ ⊂ Rd−1. In particular, we are interested
in the casesd = 2, 3, where we have 1D and 2D fibers respectively. We recall
here some basic results that can be found for instance in [8, 9]. We write down the
proofs of the results that generalize to the cased = 3 of the ones found there.

3.1 Spectrum of a self-adjoint elliptic operator

Let Ls be a linear elliptic symmetric operator defined over the regular bounded
domainγ. Then, we consider the eigenvalue problem

Lsϕk(y) = λkw(y)ϕk(y), (10)

whereλk is the eigenvalue ofLs associated with the eigenfunctionϕk, while the
weightw is a positive continuous function. The following statements hold.

1. The eigenvalues{λk} are real and form a countable monotone non-decreasing
sequence convergent to infinity fork → +∞. In the one-dimensional case
(i.e., ford = 2), the multiplicity of all the eigenvalues is equal to one.

2. The eigenfunctions{ϕk} are orthogonal with respect to theL2
w(γ)-weighted

scalar product. They constitute a complete set in the same space. This means
that, for a generic functionf ∈ L2

w(γ), the truncated series

Smf(y) =
m∑

k=1

f̂kϕk(y), (11)
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with f̂k =

∫

γ

w(y)f(y)ϕk(y) dy, is such that

lim
m→+∞

‖f − Smf‖w = 0, (12)

where‖ · ‖ω denotes the norm associated with the spaceL2
w(γ). From now

on, we refer to the basis functions{ϕk} in (10) guaranteeing expansion (11)
as to the SL basis.

3. For k → +∞, the asymptotic Weyl formula for the eigenvalues in (10)
holds[25, 8]:

λk = O
(
k

2

d−1

)
. (13)

For the derivation of a one-dimensional (d = 2) HiMod educated basis, we
focus on the following SLE problem: fory ∈ (0, 1), find the eigenpair(λk, ϕk)
such that

{
−

(
µ(y)ϕ′

k(y)
)′

+ σ(y)ϕk(y) = λkw(y)ϕk(y) in (0, 1)

χ0ϕk(0) + µ(0)ϕ′
k(0) = 0, χ1ϕk(1) + µ(1)ϕ′

k(1) = 0
(14)

with χ0, χ1 ∈ R, and where we assume the following regularity on the data:

µ, µ′, σ, w ∈ C0([0, 1]) with µ,w > 0 andσ ≥ 0 a.e. in[0, 1]. (15)

The differential operator associated with equation (14) islinear, elliptic and self-
adjoint. Forχ0 = χ1 = 0, we obtain a fully Neumann problem (in particular, for
σ = 0, problem (14) has multiple solutions - up to a constant - and this reflects in
the fact that one of the eigenvalues is identically equal to zero with the associated
eigenfunctions given by constants).

Analogously, the definition of a two-dimensional (d = 3) HiMod educated
basis leads us to the SLE problem

{
−div

(
µ(y)∇ϕk(y)

)
+ σ(y)ϕk(y) = λkw(y)ϕk(y) in γ

χϕk(y) + µ(y)∇ϕk(y) · n = 0 on∂γ
(16)

with χ ∈ R andn the unit outward normal vector to the boundary∂γ, and where
we assume the same regularity as in (15) onµ, σ andw.

In the following, we consider the coefficientsµ andσ to be constant. The
numerical methodology we present is however more general.

Notice that, in SLE problems (14) and (16), a constant reaction coefficient
σ 6= 0 simply shifts the spectrum associated with the caseσ = 0, while preserving
the same eigenfunctions.
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3.2 Approximability properties

We recall here some properties of SLE eigenfunctions. In thecase of 1D SLE
problem, most of these results can be found in Chapt. 5 of [9].We illustrate the
results in the general setting of interest for our problems.

LetRmf denote theresidualassociated with them-th truncated series in (11),
namely

Rmf(y) = f(y) − Smf(y) =

+∞∑

k=m+1

f̂kϕk(y).

Here, we investigate the convergence rate of the residual with respect tom and on
the generic domainγ. To this aim, we first establish the dependence of the Fourier
coefficientf̂k onλk. In particular, when functionf belongs at least toH2(γ), we
can compute also the generalized Fourier series of∆f , whosek-th coefficient will
be denoted bŷ∆fk. Coefficients∆̂fk will be employed to relatêfk with λk as
stated in the following result.

Lemma 1 Let ϕk be the eigenfunction, solution to problem(16), and let f ∈
H2(γ) be a generic function fulfilling the same boundary conditions asϕk. Then,
it holds

f̂k = (f, ϕk)L2
w(γ) = − 1

λk
∆̂fk ∀k ≥ 1. (17)

Moreover, iff ∈ H2p(γ), with p ≥ 2, and compatible boundary conditions are
assigned in(16), i.e., f (2s) satisfies the same boundary conditions asf , for any
s ≤ p− 1, then

f̂k =
(
− 1

λk

)p
∆̂(p)fk ∀k ≥ 1, (18)

where∆̂(p)fk denotes thek-th coefficient of the generalized Fourier series of the
p-Laplacian∆(p)f .

Proof 3.1 For the sake of simplicity, we prove the results above by assumingw =
1, µ = 1 andσ = 0. By exploiting the differential problem in(16) and by integrat-
ing by parts twice, we get

f̂k =

∫

γ
f(y)ϕk(y) dy = − 1

λk

∫

γ
f(y)∆ϕk(y) dy

= − 1

λk

[
−

∫

γ
∇f(y) · ∇ϕk(y) dy +

∫

∂γ
∇ϕk(s) · n f(s) ds

]

= − 1

λk

[ ∫

γ
∆f(y)ϕk(y) dy +

∫

∂γ
∇ϕk(s) · n f(s) ds−

∫

∂γ
ϕk(s)∇f(s) · n ds

]

= − 1

λk

∫

γ
∆f(y)ϕk(y) dy = − 1

λk
∆̂fk.

(19)
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In particular, since bothϕk andf satisfy the same boundary condition on∂γ, the
boundary terms in(19) are identically equal to zero. Indeed, we have

∫

∂γ
∇ϕk(s) · n f(s) ds−

∫

∂γ
ϕk(s)∇f(s) · n ds

=

∫

∂γ
−χϕk(s)f(s) ds+

∫

∂γ
χf(s)ϕk(s) ds = 0.

(20)

From (19) then (17) is proved. Moreover, since‖ϕk‖L2(γ) = 1, via the Cauchy-
Schwarz inequality, we get the additional bound

|f̂k| ≤
1

λk
|f |H2(γ).

In addition, if we consider a functionf ∈ H2p(γ) for somep ≥ 2 and such
that ther-Laplacian∆(r)f fulfills the same boundary conditions asf , for 0 ≤ r ≤
p− 1, we can iterate the same argument, to obtain

−∆̂(r)fk =
1

λk
∆̂(r+1)fk. (21)

By properly combining(19) with (21) for f regular enough, we obtain(18).

Let us analyze now the convergence of the residualRmf . We can state the
following

Theorem 2 Let ϕk be the eigenfunction, solution to problem(16), and letf ∈
H2(γ) satisfy the same boundary conditions asϕk. Then, there exists a constant
C1,s independent ofm, such that

||Rmf ||Hs(γ) ≤ C1,s

(
1

m+ 1

) 2−s
d−1

|f |H2(γ), (22)

for s = 0, 1, and withH0(γ) ≡ L2(γ). Moreover, iff ∈ H2p(γ), with p ≥ 2 and
compatible boundary conditions are assigned in(16), then there exists a constant
C2,s, independent ofm, such that, fors = 0, 1,

||Rmf ||Hs(γ) ≤ C2,s

(
1

m+ 1

) 2p−s

d−1

|f |H2p(γ). (23)

Proof 3.2 We first consider the cases = 0. By resorting to the Parseval’s identity,
we have

||Rmf ||2L2(γ) =
+∞∑

k=m+1

f̂ 2
k .

The properties of the SLE problem listed above guarantee that the right hand side
converges to 0 fork → ∞. In addition, the slowest term to converge isf̂m+1

11



since coefficientŝfk inversely depend onλk. Thanks to Lemma 1 and by exploiting
the Weyl formula, we have that, iff ∈ H2(γ) and satisfies the same boundary
conditions ofϕk, then

||Rmf ||2L2(γ) ≤
( 1

λm+1

)2
+∞∑

k=m+1

[
∆̂fk

]2 ≤ C

(m+ 1)
4

d−1

|f |2H2(γ), (24)

withC depending on the domain, and where we have upper bounded the truncated
series of the Laplacian off via theH2(γ)-seminorm off . Analogously, iff ∈
H2p(γ) for somep ≥ 2, and compatible boundary conditions are enforced in(16),
we derive that

||Rmf ||2L2(γ) ≤
( 1

λm+1

)2p
+∞∑

k=m+1

[
∆̂(p)fk

]2 ≤ C

(m+ 1)
4p

d−1

|f |2H2p(γ). (25)

Now we selects = 1. We notice that the symmetric continuous and coercive bilin-
ear form

a(ϕk, v) =

∫

γ
µ∇ϕk(y) · ∇v(y) dy +

∫

∂γ
χϕk(s)v(s) ds

associated with problem(16) for σ = 0 and defined inH1(γ), induces the scalar
product

((
w, v

))
= a(w, v) and the norm‖w‖2

a = a(w,w) for anyw and v ∈
H1(γ). In particular, the functions

{
ϕ̃k = ϕk√

λk

}
k∈N

form an orthonormal basis

with respect to this scalar product[24]. ThegeneralizedFourier coefficientsf̃k =((
f, ϕ̃k

))
of f with respect to this basis can be easily related to the coefficients in

(17) simply by exploiting problem(16) and integration by parts, as

f̃k =
((
f, ϕ̃k

))
= a(f, ϕ̃k) = λk(f, ϕ̃k) =

√
λk(f, ϕk) =

√
λk f̂k.

Via Parseval’s identity and thanks to the coercivity of the bilinear form a(·, ·), we
obtain

α‖Rmf‖2
H1(γ) ≤ ||Rmf ||2a =

+∞∑

k=m+1

f̃ 2
k =

+∞∑

k=m+1

λkf̂
2
k ,

with α the coercivity constant. The same arguments adopted in(24) and (25) lead
to estimates

||Rmf ||2H1(γ) ≤
α−1

λm+1

+∞∑

k=m+1

[
∆̂fk

]2 ≤ C

(m+ 1)
2

d−1

|f |2H2(γ),

and

||Rmf ||2H1(γ) ≤ α−1
( 1

λm+1

)2p−1
+∞∑

k=m+1

[
∆̂(p)fk

]2 ≤ C

(m+ 1)
4p−2

d−1

|f |2H2p(γ),

respectively, withC now depending also on the coercivity constant. This concludes
the proof.
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Remark 3.1 For p→ ∞, estimate(23)yields spectral convergence. In the partic-
ular case of Neumann conditions, this means that a functionf infinitely regular and
with all the odd derivatives vanishing at the boundary is spectrally approximated
by Fourier truncated series. This is a well known result recalled, for instance, in
[9], Sect. 2.2, pag. 68.

For the case with Neumann conditions in (16), we can prove an additional
result under some regularity assumptions that however do not involve the boundary
conditions of the derivatives off . At the best of authors’ knowledge, this result is
non standard and it is reflected by our numerical findings.

Lemma 3 Let ϕk be the eigenfunction, solution to problem(16) completed with
Neumann boundary conditions (i.e.,χ = 0). If f ∈ H4(γ) and satisfies homoge-
neous Neumann boundary conditions asϕk, then we have

|f̂k| ≤ C
1

λ
3/2
k

‖f‖H4(γ) ∀k ≥ 1, (26)

with C = C(τ), τ being the constant associated with the trace inequality. Inpar-
ticular, if ϕk is bounded uniformly withk (as it happens for sinusoidal functions,
Legendre polynomials as well as Bessel functions2.), then the previous statement
refines in

|f̂k| ≤ C
1

λ2
k

‖f‖H4(γ) ∀k ≥ 1. (27)

We give the proof of the Lemma together with the proof of the following Corol-
lary, for the sake of brevity. As Corollary we have the following results.

Corollary 4 Under the assumptions of Theorem 2, there exists a constantC3,s,
independent ofm, such that, fors = 0, 1,

||Rmf ||Hs(γ) ≤ C3,s

(
1

m+ 1

) 3−s
d−1

||f ||H4(γ). (28)

If the basis functions are uniformly bounded, then there exists a constantC4,s in-
dependent ofm such that

||Rmf ||Hs(γ) ≤ C4,s

(
1

m+ 1

) 4−s
d−1

||f ||H4(γ). (29)

Proof 3.3 If f ∈ H4(γ), it is possible to mimic the procedure adopted in Lemma
1, by working directly on the coefficients of the generalizedFourier series for∆f ,

2Bessel functions are eigenfunctions for the Laplace eigenvalue problem[8] in 2D. Uniform
boundedness is stated in [26]
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to obtain

−∆̂fk = −
∫

γ
∆f(y)ϕk(y) dy =

1

λk

∫

γ
∆f(y)∆ϕk(y) dy

=
1

λk

[ ∫

γ
∆(2)f(y)ϕk(y) dy +

∫

∂γ
∇ϕk(s) · n ∆f(s) ds−

∫

∂γ
ϕk(s)∇

(
∆f

)
(s) · n ds

]

(30)
where∆(2) denotes the bilaplacian operator. From(30) and since we assume
Neumann boundary data, i.e.,∇ϕk · n = 0, we have

− 1

λk
∆̂fk =

1

λ2
k

[ ∫

γ
∆(2)f(y)ϕk(y) dy −

∫

∂γ
ϕk(s)∇

(
∆f

)
(s) · n ds

]
. (31)

By combining(19) with (31) together with the trace inequality yields the relation

|f̂k| ≤
1 + τ2‖ϕk‖H1(γ)

λ2
k

‖f‖H4(γ)

with τ the trace constant and keeping in mind that‖ϕk‖L2(γ) = 1. In addition, we
have observed that‖ϕk‖H1(γ) ≃

√
λk that leads to(26). From (31), if ‖ϕk‖L2(∂γ)

is uniformly bounded withk, then(27) follows.
The corollary is an immediate consequence of(26) and (27) when we apply

the arguments used in Theorem 2.

4 HiMod Educated Bases

The main contribution of this paper refers to using the SLE theory and SL eigen-
functions as informed or educated basis functions to incorporate general lateral
boundary conditions prescribed onΓw in an essential fashion.

The educated HiMod (e-HiMod) procedure articulates in the following steps:

1. split the problem along the axial (1D) and the transverse ((d − 1)D) direc-
tions, respectively;

2. solve the(d − 1)-dimensional SLE problem associated with the symmetric
part of the ADR operator on the transverse fiberγ, to obtain the modal basis
{ϕk};

3. assemble the block tridiagonal matrix associated with the 1D coupled prob-
lems (7), each block including the effect of the transverse dynamics;

4. solve system (7) and exploit the modal representation (5)to constructuh
m.

Hereafter, we focus on step (2), by detailing the proposed approach in both 2D
and 3D, separately. To simplify the discussion, westill assumeµ, β andσ in (1)
to be constant. Moreover, we complete problem (1) by prescribing for simplicity
homogeneous Dirichlet boundary data onΓ1 andΓ2, and the homogeneous Robin
conditionµ∇u · n + χu = 0 onΓw.
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4.1 The 2D case in rectangular domains

Let us start by re-writing the weak form (1) by including the Robin condition: find
u = u(x, y) ∈ V ≡ H1

Γ1,2
(Ω) such that

L∫

0

1∫

0

µ
(∂u
∂x

(x, y)
∂v

∂x
(x, y) +

∂u

∂y
(x, y)

∂v

∂y
(x, y)

)
dxdy +

L∫

0

χu(x, 1)v(x, 1)dx

−
L∫

0

χu(x, 0)v(x, 0)dx +

L∫

0

1∫

0

(
β1
∂u

∂x
(x, y)v(x, y) + β2

∂u

∂y
(x, y)v(x, y)

)
dxdy

+

L∫

0

1∫

0

σu(x, y)v(x, y)dxdy =

L∫

0

1∫

0

f(x, y)v(x, y)dxdy ∀v ∈ V,

beingΓ1,2 = Γ1 ∪ Γ2. Now, we solve the SLE problem (14) withw = 1 andχ0 =
χ1 = χ to generate the educated modal basis{ϕk} with k ∈ N+ characterizing
the HiMod approximation (5). TheL2(γ)-orthonormality of the eigenfunctionsϕk

simplifies the first two HiMod coefficients in (8) to

r11k,j(x) = µδjk, r10k,j(x) = β1δjk.

The third HiMod coefficient reduces to

r00k,j(x) =

1∫

0

β2ϕ
′
j(y)ϕk(y)dy + λjδjk

since, by exploiting problem (14), it holds

1∫

0

(
µϕ′

j(y)ϕ
′
k(y) + σϕj(y)ϕk(y)

)
dy − µ

[
ϕ′

j(y)ϕk

]1

0

=

1∫

0

(
µϕ′

j(y)ϕ
′
k(y) + σϕj(y)ϕk(y)

)
dy + χ[ϕjϕk]

1
0 =

1∫

0

λjϕj(y)ϕk(y)dy = λjδjk.

Therefore, the assembly cost of the HiMod matrix significantly reduces when re-
sorting to an educated basis, at least for the case of constant coefficients. In addi-
tion, in the absence of a vertical convection (i.e., forβ2 = 0), the sparsity pattern
is block-diagonal. This may introduce a significant cost reduction for the linear
algebra.

Remark 4.1 Non-homogeneous boundary conditions can be treated with appro-
priate lifting functions. These can be taken as a modal expansion of the boundary
data. In addition, the case where different types of boundary conditions are pre-
scribed on different portions ofΓw can be considered as well by a domain decom-
position approach.
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Remark 4.2 In many cases, the solution to the 1D SLE problem(14) can be ob-
tained analytically or after the numerical rootfinding of a nonlinear function[9].
For instance the eigenfunctions associated with problem

−ϕ′′
k(y) = λkϕk(y) in (0, 1)

completed with full homogeneous Dirichlet boundary conditions coincide with the
sinusoidal functions, consistently with the modal basis adopted so far in a HiMod
approximation[1]. For instance, for the mixed boundary conditions ϕk(0) = 0
andϕ′

k(1)+χϕk(1) = 0, the eigenvalues of the problem coincide with the roots of
the nonlinear equationχ tan(λk) + λk = 0, while the eigenfunctions are given by
ϕk(y) = sin(λky). In both these cases, the basis functions are clearly uniformly
bounded withk. When analytical solutions are not available, we compute the
eigenpairs by numerical approximation.

4.2 The 3D case in slab domains

We hierarchically reduce now the ADR problem (1) in the parallelepiped domain
of Fig. 1. For this purpose, we generalize the procedure in the previous section to
a 3D setting. In particular, to identify the educated modal basis associated with
the selected boundary conditions, we solve the SLE problem (16) on the transverse
fiber γ by taking advantage of the Cartesian structure ofΩ. In this way problem
(16) can be turned into a pair of 1D SLE problems, whose solution can be computed
analytically. For simplicity, we setσ = 0 since the reactive term just shifts the
spectrum of the operator. Then, we factorize the eigenfunction in (16) as

ϕk(y, z) = ϕy,p(k)(y)ϕz,q(k)(z), (32)

wherep(k) andq(k) are indices related to they- and to thez-coordinate, respec-
tively used to identify thek-th 2D modal function. Factorization (32) leads to the
1D eigenvalue problems




−µϕ′′
y,p(y) = λy,pϕy,p(y) in (0, Ly)

µϕ′
y,p(0) + χϕy,p(0) = 0,

µϕ′
y,p(Ly) + χϕy,p(Ly) = 0,





−µϕ′′
z,q(z) = λz,qϕz,q(z) in (0, Lz)

µϕ′
z,q(0) + χϕz,q(0) = 0,

µϕ′
z,q(Lz) + χϕz,q(Lz) = 0,

(33)
with λy,p andλz,q the eigenvalue associated with the eigenfunctionϕy,p andϕz,q,
respectively. Thus, the eigenpair{ϕk(y, z), λk} solution to the 2D problem (16)
on the sliceγ reads

{ϕk(y, z), λk} = {ϕy,p(k)(y)ϕz,q(k)(z), λy,p(k) + λz,q(k)}. (34)

Consistently with the analysis of the previous section, theeigenvaluesλk have to
be sorted into a nondecreasing sequence. The identificationof p(k) andq(k) to
identify the correct eigenvalue in (34) of the sequence can be performed with the
following algorithm hereafter denoted by ESA (Eigenvalue Sorting Algorithm).
Letm be given. Then we perform the following steps.
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i) For k = 1 we setλ1 = λy,1 + λz,1 with respect toy andz, respectively (i.e.,
p(1) = 1 andq(1) = 1 identify k = 1).

ii) While k ≤ m do

- computeλy,p(k)+1 + λz,q(k) andλy,p(k) + λz,q(k)+1 and store them in
the list of the eigenvalues to examine;

- compute the minimal element in the list of the eigenvalues to examine:
this will be assigned toλk+1; correspondingly we assignp(k + 1) and
q(k + 1).

- Incrementk.

A schematization of ESA is depicted in Fig. 5. In particular,the diagram refers
to (33), for Ly = π andLz = 3π/2, completed with homogeneous Dirichlet
boundary conditions, i.e., to a test case when the eigenvalues can be calculated
exactly. The light grey boxes refer to eigenvalues already examined, while the
white boxes identify the eigenvalues that have to be still checked. In the boxes we
report three numbers with the following notation(λy,p(k), λz,q(k))λk; the numbers
outside the boxes denote the indexk.

As we recalled above, for the cased = 3 - when the fibers are 2D - eigenvalues
are not necessarily simple. In the ESA, when this repetitionoccurs, either one of
the repeated nodes or the other (in the dark grey boxes of Fig.5) is removed from
the list. For instance, after the detection of the simple eigenvalueλ4 = 5, we
obtain the next candidate5.77 twice. One of the two occurrences (anyone of the
two) needs to be eliminated from the tree.

Remark 4.3 If the rectangular fiberγ is skewed with a dominant dimension be-
tweenLy andLz, a different number of modal basis functions is expected along
directiony andz, respectively. For instance, ifLy ≫ Lz, the eigenvalues associ-
ated withz-direction are larger than the ones related toy-direction. Hence, less
modal functions will be employed alongz-direction thany-direction (recall that
the truncation error of the approximating function scales with the inverse of the
first eigenvalue of the integral, so a larger eigenvalue demands less modes). In
particular, if the ratio betweenLz andLy is close to zero, out ofm modes we will
naturally selectm− 1 in they direction and 1 alongz. In fact, alongz one eigen-
function is enough and the tree of Fig. 5 becomes unbalanced,following only they
side of the branch.

4.3 Error analysis

To perform the error analysis characterizing e-HiMod, we first compute the er-
ror associated with the modal discretization (semi-discrete problem), and then we
include the error due to the finite element approximation of the axial dynamics.
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Figure 5: Schematization of ESA to select the 2D eigenvaluesλk in (34).

We still refer to advection-diffusion-reaction problems.
As for the semi-discretization error, we have the followingresult. The letterC

will denote a constant (not necessarily the same in each occurrence).

Theorem 5 Letu ∈ H2(Ω) be the solution to the full problem(1), with Ω ⊂ Rd,
and letPmu denote the projection ofu onto the educated HiMod spaceV m in (3).
Then, there exists a constantC, independent ofm, such that

||u− Pmu||Hs(Ω) ≤ C

(
1

m+ 1

) 2−s
d−1

|u|H2(Ω), (35)

for s = 0, 1 and withH0(Ω) ≡ L2(Ω). Moreover, ifu ∈ H2p(Ω), with p ≥ 2, and
compatible boundary conditions (i.e. thes−Laplacian ofu with s ≤ p− 1 fulfills
the same condition ofu) complete the full problem, then there exists a constantC,
independent ofm, such that, fors = 0, 1,

||u− Pmu||Hs(Ω) ≤ C

(
1

m+ 1

) 2p−s

d−1

||u||H2p(Ω). (36)

Proof 4.1 By exploiting the density of the spaceV∞ in H1(Ω) for the modal rep-
resentation ofu, we have

||u− Pmu||2L2(Ω) =

∫

Ω1D

∫

γ

[ +∞∑

k=m+1

uk(x)ϕk(y)

]2

dydx =

=

∫

Ω1D

||
(
u− Pmu

)
(x)||2L2(γ) dx.

Estimates(35)and(36)now follow by Theorem 2 after identifyingRmf with
(
u−

Pmu
)
(x).

Now, we consider the fully discretized solutionuh
m, obtained by completing the

modal expansion with an approximation of the axial dynamicsvia finite elements
of orderr. We can prove the following
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Theorem 6 Letu be anHs(Ω)-function, withs ≥ 2, solution to the full problem
(1), with Ω ⊂ Rd. Then, the error associated with the e-HiMod approximation
satisfies thea priori estimate (whereC depends on the solution)

‖u− uh
m‖H1(Ω) ≤ C(hq +m−l) (37)

with q = min(s − 1, r) and l = 1/(d − 1). In particular, if u ∈ H2p(Ω), with
p ≥ 2, and compatible boundary conditions complete the full problem, thenl =
(2p − 1)/(d − 1).

Proof 4.2 Via the Ćea’s Lemma and the triangle inequality, it follows

‖u−uh
m‖H1(Ω) ≤

M

α
inf

vh
m∈V h

m

‖u−vh
m‖H1(Ω) ≤ ‖u−vm‖H1(Ω) +‖vm−vh

m‖H1(Ω)

(38)
wherevm ∈ Vm is the semi-discrete counterpart of the generic e-HiMod function
vh
m, whereasM andα denote the continuity and the coercivity constants associated

with the bilinear form in(1). Now, we identifyvm withPmu. As a consequence, the
second term on the right-hand side of(38)can be bounded by standard arguments.
The thesis follows promptly from classical piecewise polynomial approximation
results and Theorem 5.

In addition, we have the following result from Corollary 4.

Theorem 7 Letu ∈ H4(Ω) be the solution of(1) with Neumann lateral conditions
(and Dirichlet conditions either onΓ1 or Γ2) and letPmu be defined as in Theorem
5. Then, the semi-discretization error fors = 0, 1 fulfills the bound

||u− Pmu||Hs ≤ C

(
1

m+ 1

) 3−s
d−1

|u|H4(Ω), (39)

whereC is a constant independent ofm. If the modal basis is uniformly bounded,
then

||u− Pmu||Hs ≤ C

(
1

m+ 1

) 4−s
d−1

|u|H4(Ω). (40)

The fully discrete e-HiMod solution then features the convergence rate

‖u− uh
m‖H1(Ω) ≤ C(hq +m−l)

with q = min(s − 1, r) and l = (3 − s)/(d − 1) (or l = (4 − s)/(d − 1) for
uniformly bounded modal basis functions).

The proof follows the same arguments as in Theorems 5 and 6 andwe omit it
for the sake of brevity.
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5 Numerical results

This section is devoted to the numerical assessment of the e-HiMod procedure. We
consider both 2D and 3D test cases. The two-dimensional e-HiMod code is devel-
oped inMatlab, while the 3D tests are implemented inLifeV[22]. Numerical
results will be tested against analytical solutions when available and finite element
approximations on fine enough meshes otherwise.

In the e-HiMod approximation, we use linear finite elements (FE1) to discretize
the supporting fiber combined with an educated modal basis todescribe the trans-
verse dynamics. Using higher order finite elements is currently under investigation.

5.1 2D qualitative assessment

We start investigating qualitatively the consistency of the e-HiMod procedure with
a finite element solution on a fine mesh in absence of an analytical solution.

Let us consider the problem




−∆u+ β · ∇u = f in Ω = (0, 6) × (0, 1)

u = gD onΓin

∇u · n + χu = gR onΓout

ρ1∇u · n + ρ2u = 0 onΓw,up ∪ Γw,down,

(41)

whereβ = (20, 0)T represents a horizontal wind, the forcing termf models
two elliptical sources localized in the left-portion of thedomain, beingf(x, y) =
χE1∪E2

(x, y), with E1 = {(x, y) ∈ Ω : (x − 1.5)2 + 0.4(y − 0.25)2 ≤ 0.01}
andE2 = {(x, y) ∈ Ω : (x − 1.5)2 + 0.4(y − 0.75)2 ≤ 0.01}. Conditions onΓw

prescribe Robin, Dirichlet or Neumann data for different values of the parameters
ρ1, ρ2. The latter can take different values on different portion of the boundaryΓw,
namely the upper and the lower sides,Γw,up = [0, 6]×{1},Γw,down = [0, 6]×{0}.
HereΓin = {0}×[0, 1],Γout = {6}×[0, 1], (see Figure 6, left for a schematization
of the test case). Finally,gD andgR are given functions andχ is a constant.

We test two combinations of boundary conditions onΓw,up andΓw,down, i.e.,
Dirichlet/Robin and Robin/Robin data, respectively. At the intersection (corners)
of the different portions of the boundary prescribed data are compatible. As refer-
ence solution we take FE1 approximation computed on a structured uniform grid
with mesh sizehx = hy = 0.0025. For the e-HiMod simulations we adopt a
FE1 discretization alongΩ1D with uniform lengthhx = 0.01, while varying the
number of educated modes alongγ.

Dirichlet/Robin

We assign the Robin condition∇u · n = −3(u− 0.06) onΓw,down, and Dirichlet
conditonu = 0.05 on Γw,up. In Figure 7, top we show the contour plot of the
reference FE1 approximation. The Robin data onΓw,down warps downward the
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Figure 6: Schematization of the test case setting for the 2D (left) and the 3D (right)
e-HiMod verification.

horizontal dynamics induced by the wind, so the effect of thetwo forcing terms on
the solution is different and clearly detectable.

We compute the e-HiMod approximation by gradually increasing the modal
indexm. We adopt the notation e-Himod(m) to denote the hierarchically reduced
solution associated withm educated modal functions. Figure 7 shows the contour
plot of the e-HiMod(m) approximation, form = 2, 4, 8. As expected, the quality
of the reduced solution improves whenm increases. Form = 8 the solution fully
overlaps to the reference one.
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Figure 7: Dirichlet/Robin BC: reference FE1 solution (top); e-HiMod(m) reduced
solution form = 2, 4, 8 (second-fourth row).
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Robin/Robin

We now assign non-homogeneous Robin conditions on bothΓw,up andΓw,down,
namely we impose∇u · n = −3(u − 0.06) onΓw,up and∇u · n = −3(u −
0.05) onΓw,down respectively. In Figure 8 we compare the e-HiMod(m) approxi-
mation corresponding tom = 2, 4, 8 (second-fourth row) with the reference solu-
tion.

Due to the particular nature of the (nontrivial) solution, in this casem = 4 still
provides an inaccurate solution, while the inclusion of four more modes to have
m = 8 provides an accurate solution.
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Figure 8: Robin/Robin BC: reference FE1 solution (top); e-HiMod(m) reduced
solution form = 2, 4, 8 (second-fourth row).

5.2 Educated vs non-educated modal bases

This section highlights the added value provided by an educated modal basis with
respect to a standard Fourier basis. For the sake of simplicity, this check is per-
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Figure 9: Exact solution to the ADR problem (42) (left); HiMod approximation
based onB4 (center) and on an educated basis with four modes (right).

formed in a 2D setting. To this aim, we consider the ADR problem




−∆u+ β · ∇u+ σu = f in Ω = (0, 1)2

u = uex onΓin = {0} × [0, 1]

∇u · n = ∇uex · n onΓout = {1} × [0, 1]

∇u · n + 3u = 0 onΓw = Γw,up ∪ Γw,down = [0, 1] × {0, 1},
(42)

with β = (20, 0)T andσ = 2. The source term is selected so that the analytical
solution reads

uex = xy + x+ y + exp(2xy − y) − 1

− y2
[
2x+ exp(2x− 1) + 0.1((4x − 6) exp(2x− 1) − 6x+ 2)

]
.

In Figure 9, left we provide the contour plot ofuex.
One possible approach leads us to employ a standard Fourier seriesBm =

{1, cos(jπy), sin(jπy)}m
j=1 and a natural treatment of the boundary conditions.

This is expected to introduce some boundary layer in the error as opposed to the
essential treatment of the same conditions with an educatedbasis. This is con-
firmed by the contour plots of Figure 9, center and right associated with the basis
B4 and with the e-HiMod(4) solution, respectively. While this last approximation
matches the exact solution, the standard HiMod solution based onB4 exhibits a
significant discrepancy touex.

We compare the convergence of the two HiMod approximations.In Figure 10
we show the global error rate in theL2(Ω)- (left) and theH1(Ω)-norm (right), for
both the educated and the non-educated modal bases. Convergence is attained by
both, even though the convergence rate ofBm is definitely slower vs. the e-HiMod
approach. In particular, the Fourier basis leads to a linearconvergence for the
L2(Ω)-norm, and sub-linear convergence rate for theH1(Ω)-norm. No sensitivity
with respect toh can be appreciated, suggesting that the modal error dominates.
Theorem 6 predicts for the e-HiMod solution a quadratic and alinear convergence
for theL2(Ω)- and theH1(Ω)-norm of the global error, respectively. Actually,
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Figure 10: Educated vs non-educated bases. Comparison of the convergence rate
of the global error for different discretization steps:L2(Ω)-norm (left) andH1(Ω)-
norm (right).

results in Figure 10 slightly outperform the expected convergence rate in the range
of modes selected, while the finite element error confirms thetheory.

5.3 Comparison with a 1D model reduction

Let us compare the e-HiMod procedure with a standard 2D FE approximation
and the reduced model considered in [21]. We compare the degrees of freedom of
the different approaches. We consider the same equations ofSection 5.1 with the
source termf = 10χF1∪F2

(x, y), with F1 = {(x, y) ∈ Ω : (x − 3)2 + 0.4(y −
0.25)2 ≤ 0.01} andF2 = {(x, y) ∈ Ω : (x− 1.5)2 + 0.4(y − 0.75)2 ≤ 0.01} (the
two sources are now misaligned).

When the leading dynamics is aligned with the supporting 1D fiber, the e-
HiMod approach reduces the number of dof without giving up accuracy. To show
this, we compute a high-resolution FE1 approximation basedon a uniform struc-
tured mesh of sizeshx = 0.01, hy = 0.01 (Figure 11, first row); a low-resolution
FE1 approximation by increasinghy to0.2 (Figure 11, second row); the e-HiMod(m)
approximation associated withm = 1 (Figure 11, fourth row) andm = 5 (Fig-
ure 11, fifth row) withhx = 0.01 in both the cases. Consequently, the number of
degrees of freedom of the four approximations is60000, 3000, 600 and3000, re-
spectively. The e-HiMod(5) solution perfectly matches the high-resolution FE1 ap-
proximation albeit with a 20 times smaller system. Conversely, the low-resolution
FE solution demands the same number of dof as e-HiMod(5) but with a lower ac-
curacy. Finally, as expected, the e-HiMod(1) model is too coarse due to the limited
transverse information carried by a single mode.

We stress that our primary goal is not to improve the efficiency of a 3D solver
but to provide a solver to be used in network of pipes to capture systemic dynamics
yet able to compute locally refined solutions. In this respect, we aim at compar-
ing the e-HiMod approach with purely 1D solvers, where the dependence on the
vertical coordinate is postulateda priori as well as with geometric multiscale mod-
els, where the local refinement is obtained by using dimensionally heterogeneous
models[2]. To assess this point, in [21], we propose a 1D reduced model for an
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Figure 11: Robin/Robin BC. Comparison among 2D FE1 discretizations (first and
second row), the transverse-averaged ADR model (third row), and the e-HiMod(1)
and e-HiMod(5) approximations (fourth and fifth row).

ADR problem by averaging the corresponding 2D model along the transverse di-
rection. In particular, we assume that the solutionu to (41) may be expanded as
u(x, y) = ū(x)p(y), whereū is the mean ofu along the fiberγ, while p is such
that

∫ 1
0 p(y)dy = 1. In general,p is assigned when setting the 1D reduced model.

In [21] this transverse-averaged ADR model is used in a geometric multiscale for-
mulation and compared with a HiMod approximation. We make here the point
that e-HiMod provides a much more flexible approach yet retaining a good level of
local accuracy by a judicious selection ofm. We compute the transverse-averaged
solution by preserving the partition along thex-axis of sizehx = 0.01 resulting in
600 dof. Profilep is retrieved from the high-resolution FE1 approximation. The
quality of the corresponding reduced model is poor as shown in Figure 11, third
row. The solution is even less accurate than the e-HiMod(1) approximation.

5.4 Convergence analysis

When assessing the convergence rate of the e-HiMod approximation, we will select
a steph small enough to emphasize the modal error; alternatively, alarge number
of modesm to outline the 1D finite element approximation error. We consider both
2D and 3D cases. All the convergence graphs provided hereafter are log-log plots.
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5.4.1 The 2D case

Dirichlet/Robin

The first case test solves on the unit square the advection-diffusion-reaction prob-
lem, completed with homogeneous Dirichlet boundary conditions on the upper side
and with Robin boundary conditions on the lower side,





−∆u+ β · ∇u+ σu = f onΩ = (0, 1)2

u = uex onΓin = {0} × [0, 1]

u = 0 onΓw,up = [0, 1] × {1}
∇u · n + u = 3 onΓw,down = [0, 1] × {0}
∇u · n = 0 onΓout = {1} × [0, 1],

(43)

with β = [20, 0]T andσ = 2. The source term is chosen such that the analytical
solution isuex = 4y2(1−y)(0.75+8x2y+8xy2)(x−1)2+(1−y)2 (see Figure 12,
left).

Figure 12: Exact solution to problem (43) completed with Dirichlet/Robin (left)
and Neumann/Neumann (center) BC, and to the superconvergent test case (right).

The results of the convergence analysis are summarized in Figure 13 and quan-
tified in Table 1 and 2, where we provide the global erroru−uh

m for theL2(Ω)- and
theH1(Ω)-norm, respectively. The step sizeh is gradually halved starting from
the value0.1; conversely, the modal index is doubled, starting from a single mode
throughm = 32. Forh small enough, modal approximation slightly outperforms
the expected convergence rates (error reduction factors are about5 and to2.5 vs.
the expected4 and2). This is most likely related to the regularity of the solution.
For the largest values ofh, we have a stagnation of the error in theH1-norm. The
error dependence onh can be evidenced only for high values ofm, as the modal
error dominates.

Neumann/Neumann

We test the results of Theorem 7 for Neumann boundary data. For this purpose, we
replace in (43) the conditions onΓw,up andΓw,down with a homogeneous Neumann
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Figure 13: 2D Dirichlet/Robin BC. Convergence of the globalerror for different
discretization steps:L2(Ω)-norm (left) andH1(Ω)-norm (right).

m h=0.1 h=0.05 h=0.025 h=0.0125 h=0.00625

1 2.32e-01 2.32e-01 2.32e-01 2.32e-01 2.32e-01
2 9.09e-02 9.08e-02 9.08e-02 9.08e-02 9.08e-02
4 2.01e-02 2.00e-02 2.00e-02 2.00e-02 2.00e-02
8 4.23e-03 3.82e-03 3.79e-03 3.79e-03 3.79e-03
16 2.00e-03 8.22e-04 6.91e-04 6.83e-04 6.82e-04
32 1.88e-03 4.74e-04 1.64e-04 1.24e-04 1.21e-04

Table 1: 2D Dirichlet/Robin BC: global error with respect totheL2(Ω)-norm.

data, while preserving the condition onΓin and the free-flux condition onΓout. The
exact solution reads nowuex = y2(1 − y)2 exp

(
sin(20y3(1 − y)2(x− 1)2)

)
(see

Figure 12, center). Theorem 7 predicts order4 and3 with respect to theL2(Ω)-
and theH1(Ω)-norm, respectively. In Figure 14 we provide the plot of the global
error as a function ofm and for decreasing values ofh. The plots associated
with different mesh sizes are perfectly overlapped until16 educated modes are
used. The error stagnates except for the smallest values ofh, showing a dominance
of the finite element discretization error. Forh = 0.0125, 0.00625, 0.003125,
theL2(Ω)-norm of the error shows the expected order of convergence, while the
choicesh = 0.00625, h = 0.003125 show the rate predicted by Theorem 7 for the
H1(Ω)-norm. Finally, as for the previous boundary data, theH1(Ω)-norm exhibits
a minor sensitivity to the step sizeh.

Compatible conditions

In this test case we solve problem (43) by assigning homogeneous Dirichlet bound-
ary conditions onΓw,up ∪ Γw,down. Thus, the exact solution coincides withuex =
y4(1 − y)4ex(x − 1)2 (see Figure 12, right). The peculiar feature of this function
is that it satisfies compatible boundary conditions. In particular, the Laplacian ofu

27



m h=0.1 h=0.05 h=0.025 h=0.0125 h=0.00625

1 1.45e+00 1.45e+00 1.45e+00 1.45e+00 1.45e+00
2 8.77e-01 8.74e-01 8.73e-01 8.73e-01 8.73e-01
4 3.55e-01 3.45e-01 3.43e-01 3.42e-01 3.42e-01
8 1.56e-01 1.33e-01 1.27e-01 1.25e-01 1.25e-01
16 1.04e-01 6.45e-02 5.01e-02 4.58e-02 4.49e-02
32 9.54e-02 4.93e-02 2.79e-02 1.93e-02 1.69e-02

Table 2: 2D Dirichlet/Robin BC: global error with respect totheH1(Ω)-norm.
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Figure 14: 2D Neumann/Neumann BC. Convergence of the globalerror for differ-
ent discretization steps:L2-norm (left) andH1(Ω)-norm (right).

is identically equal to zero onΓw,up andΓw,down. For such a function, we expect a
superconvergent trend when evaluating the global error with respect to theL2(Ω)-
and theH1(Ω)-norm, consistently with the results in Theorem 6. We confirmthis
behavior in Figure 15. The convergence rate for theL2(Ω)-norm is about four, as
stated in (37), forh sufficiently small. For theH1(Ω)-norm finite element error
induces stagnation, preventing to appreciate the expectedmodal error convergence
rate.
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Figure 15: 2D compatible BC. Convergence of the global errorfor different dis-
cretization steps:L2(Ω)-norm (left) andH1(Ω)-norm (right).
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5.4.2 The 3D case

We extend the numerical investigation on the convergence rate characterizing the
e-HiMod approach to a 3D setting, in particular by focusing on theL2(Ω)-norm.
As for the 2D case, we consider different choices for the boundary conditions to be
assigned onΓw.

Dirichlet

We solve problem (9) on a slab withβ = (5, 1, 1)T andσ = 3. To begin with, we
assign homogeneous Dirichlet data on the wholeΓw, while we assign a Dirichlet
data onΓ1 and homogeneous Neumann boundary conditions onΓ2. In particular,
we select the source term and the Dirichlet condition onΓ1 so that the exact solu-
tion isuex(x, y, z) = 107y(0.1 − y)z(0.1 − z)(x− 0.2)2 exp(2yz(0.2 − x)2). As
for the 2D analysis, we make different choices for the (uniform) spacing step along
the supporting fiberΩ1D and then, for each selectedh, we gradually increase the
number of modal functions.

Figure 16, left shows the trend of the global error for five choices ofh. The
modal order of convergence predicted for theL2(Ω)-norm by the theory in Sec-
tion 4 is one. This is approximatively what we infer from the results when the
finite element error does not dominate.
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Figure 16: 3D convergence analysis of the global error with respect to theL2(Ω)-
norm and for different discretization steps: Dirichlet (left), Dirichlet/Robin (center)
and Robin (right) BC.
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Dirichlet/Robin

We solve on the cubeΩ = (0, 0.1)3 the standard Poisson problem by assigning
a homogeneous Dirichlet data onΓw,up, the homogeneous Robin condition∇u ·
n + 3.345u = 0 on Γw,left,Γw,right andΓw,down. The source term is selected
such that the exact solution coincides withuex(x, y, z) = 105(0.1 − x)2z(0.1 −
z) exp

(
70y2/(xz + 1) − 140y3/(0.3(xz + 1)) − 3.345(0.1 − 2y)2/(0.4µ)

)
. As

shown in Figure 16, center theL2(Ω) norm of the error has a rate very similar
to the fully Dirichlet case, showing how the educated approach does successfully
extend the results found for the Dirichlet case. Form sufficiently large and forh
small enough, we obtain the expected rate of convergence.

Robin

We modify the previous test case by assigning now a full Robinboundary condition
∇u · n + 4.456u = 0 on the entire lateral surface. We observe more sensitivity to
the selected step sizeh with respect to the previous choices of boundary conditions
(compare the panel in Figure 16, right with the two others). To check the modal
convergence, we analyze the plots associated withh = 0.0125 with essentially the
expected linear rate.

5.5 The backward facing step test case

We conclude this section by analyzing the robustness of the proposed approach on
a more complex geometry, both in 2D and in 3D.

5.5.1 The 2D case

We identify the computational domainΩ with the L-shaped portion of the Cartesian
plane given byΩq \ Ωl, with Ωq = (0, 2) × (−1, 1) andΩl = (0, 1) × (−1, 0).
Moroever, we distinguish the following portions of the boundary∂Ω: Γin = {0}×
[0, 1] andΓout = {2} × [−1, 1] coinciding with the inlet and the outlet border,
respectively;Γw,up = [0, 2]×{1} andΓw,down = [1, 2]×{−1}∪ {1}× [−1, 0] to
denote the upper and lower portion of the boundary, respectively. On this domain
we solve the ADR problem





−∆u+ β · ∇u = f in Ω

u = y(1 − y) onΓin

∇u · n = 0 onΓout

∇u · n + u = 0 onΓw,up

u = 0 onΓw,down,

(44)

where the source term isf(x, y) = 10χG1∪G2
(x, y), with G1 = {(x, y) ∈ Ω :

(x−1.5)2 +0.4(y−0.25)2 ≤ 0.01} andG2 = {(x, y) ∈ Ω : (x−1.5)2 +0.4(y−
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Figure 17: 2D backward facing step: advective fieldβ x-component (top left)
and y-component (top right); reference FE1 solution (bottom left); piecewise e-
HiMod(8, 20) reduced solution (bottom right).

0.75)2 ≤ 0.01}, while the advective fieldβ is the solution to the Stokes problem





−∇ · σ(β, p) = 0 in Ω

−∇ · β = 0 in Ω

σ(β, p)n = 5n onΓin

σ(β, p)n = 0n onΓout

β = 0 onΓw = Γw,up ∪ Γw,down,

(45)

with σ = ν(∇β + ∇βT ) − pI the stress rate tensor depending on the velocityβ

and on the pressurep, and withν > 0 the kinematic viscosity andI the identity
matrix. The fieldβ has been approximated on the same mesh employed to compute
the solution of (44) and via a P2-P1 finite element scheme (seeFigure 17, top ).

Figure 17, bottom left shows the contour plots of the FE1 approximate solution
computed on a structured 2D mesh of uniform step sizeshx = hy = 0.01. To ap-
proximate problem (44) via an e-HiMod procedure, we resort to the piecewise Hi-
Mod formulation[7]. Following this approach, we split the computational domain
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into two subregions to apply a standard HiMod reduction on each of them. More
precisely we subdivide the L-shaped domain into the subdomainsΩ1 = (0, 1)2 and
Ω2 = (1, 2) × (−1, 1). Following [7, 12], we resort to a domain decomposition
iterative method. In particular, we adopt a relaxed Dirichlet/Neumann scheme in
correspondence with the interfaceΓ = {1}×(0, 1) betweenΩ1 andΩ2. We employ
8 and20 educated modal functions onΩ1 andΩ2, respectively while introducing a
uniform subdivision along the supporting fiberΩ1D of steplengthhx = 0.01.

The e-HiMod(8, 20) reduced solution in Figure 17, bottom right compares very
well with the full finite element solution (yet with a significant reduction of dof)
even in capturing transverse dynamics induced by the geometry that would be
dropped in a purely 1D model.

5.5.2 The 3D case

We solve on the 3D domainΩ = ΩQ \ΩL, with ΩQ = (0, 2) × (0, 1) × (0, 2) and
ΩL = (0, 1)2 × (1, 2), the advection-diffusion problem





−∆u+ β · ∇u = f in Ω

u = g onΓin

∇u · n = 0 onΓout

u = 0 onΓw,

(46)

where, for the sake of simplicity, we select a constant field,β = (20, 0, 7)T , and
with Γ1 = {x = 0} × (0, 1)2, Γ2 = {x = 2} × (0, 1) × (0, 2), Γw = ∂Ω \

(
Γin ∪

Γout

)
. The forcing term is localized in correspondence with threespherical regions,

beingf(x, y, z) = 20χS1∪S2∪S3
(x, y, z), with S1 = {(x, y, z) ∈ Ω : (x− 0.7)2 +

(y − 0.3)2 + (z − 0.3)2 ≤ 0.1}, S2 = {(x, y, z) ∈ Ω : (x− 1.3)2 + (y − 0.5)2 +
(z − 0.5)2 ≤ 0.1}, S3 = {(x, y, z) ∈ Ω : (x− 1.2)2 + (y − 0.6)2 + (z − 1.5)2 ≤
0.1}. Figure 18, left shows the contour plot of the reference 3D FE1 approximation
computed on a structured mesh of uniform step sizeshx = hy = hz = 1/30. In
particular, the plot refers to the transverse section aty = 0.5.

For HiMod we resort to a piecewise hierarchical model reduction applied to
the subdomainsΩ1 = (0, 1)3 andΩ2 = (1, 2) × (0, 1) × (0, 2). We use sinu-
soidal basis functions in a tensor product setting of the 1D SLE problems on each
subdomain. A uniform 1D discretization of step sizehx = 1/30 is employed on
the supporting fiberΩ1D. We consider the two cases of 100 and 200 modes in
the two subdomains. The relaxed Dirichlet/Neumann scheme converges after a
few iterations and provides the HiMod approximations in Figure 18, center (for
m = 100) and right (form = 200). The HiMod(100) solution is already com-
parable with the reference one in Figure 18, left despite a lack of accuracy along
the edgeE = {x = 1} × (0, 1) × {z = 1}. The matching of the two reduced
solutions alongE is a challenging task. In fact, the modal functions onΩ1 are
identically equal to zero on(0, 1)2 × {z = 1} due to the Dirichlet data, whilst the
modes involved inΩ2 are free to assume any value across(1, 2)×(0, 1)×{z = 1}.
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Figure 18: 3D backward facing step, full homogeneous Dirichlet BC: reference
FE1 solution (left); HiMod(m) reduced solution form = 100 (center) andm =
200 (right).

As expected, the mismatch between the two approximations diminishes when we
move away fromE since no boundary data constrains the projection of a HiMod
basis onto the other one. This drawback completely disappears when dealing with
the HiMod(200) approximation as observed by comparing the contour plots inFig-
ure 18, left and right.

Finally, to qualitatively assess the performances of the educated HiMod bases,
we modify the boundary data assigned on the facesFB = (0, 2)× (0, 1)×{z = 0}
andFT = (1, 2) × (0, 1) × {z = 2}, where we enforce now the Robin data∇u ·
n+4u = 0. We also move the location of the sourcesS2 andS3 by centering them
at (1.1, 0.5, 0.1) and (1.3, 0.5, 1.5), respectively. The assignment of the Robin
condition and the shift downward ofS2 yields a complex dynamics in the bottom
part of the domain and, in particular, on the faceFB , as shown by the contour
plot of the reference FE1 approximation in Figure 20, left (transverse section at
y = 0.5). The computational mesh is reported in Figure 19, left. We preserve
the choices made in the previous test case setting for the HiMod reduction and the
domain decomposition scheme, except for the use of a modal basis educated with
respect to the Robin conditions. In Figure 20, center and right we show the contour
plots of the eHiMod(100) and eHiMod(200). As expected, the accuracy of the
reduced solution improves by increasing the number of educated modal functions.

We stress again the point that e-HiMod is not intended to provide a new 3D
solver, but to give a method for modulating the accuracy for the secondary trans-
verse dynamics, so to be able of covering networks of pipes improving simple 1D
models. Nevertheless, this example shows that e-HiMod can work on nontrivial
geometries yet approaching the full solution in a “psychologically 1D” framework.
An appropriate selection of the modesm can attain the right trade off for working
on networks.

33



Figure 19: Computational mesh for the FE solution of the 3D BFS cases

FreeFem++
0.02 0.04 0.06-1.0e-03 8.0e-02

m=100
0.02 0.04 0.06-1.0e-03 8.0e-02 0.02 0.04 0.06-1.0e-03 8.0e-02

Figure 20: 3D backward facing step, Dirichlet/Robin BC. Reference FE1 solution
(left); HiMod(m) reduced solution form = 100 (left) andm = 200 (right).
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6 Conclusions

The HiMod procedure follows up the idea of combining separation of variables
with a diverse numerical approximation to take advantage from particular features
of the problem at hand. For problems with a clear 1D mainstream like fluid dy-
namics in pipes, the choice of modal approximation for transverse dynamics is
quite natural. The framework ”1D + transverse components” carries several ad-
vantages as for the general structure of the algebraic problems, for the adaptivity
and for the efficiency of the solver. Despite of its simplicity, several details need to
be understood. In this paper we consider in detail the problem of general boundary
conditions on the wall of the pipes. This is crucial in view ofpractical applica-
tions of the method in particular for fluid-structure interaction problems, where the
effect of the structure on the fluid can be often represented by Robin boundary con-
ditions on the moving boundaries. We demonstrated that the construction of basis
functions based on the solution of SLE problems provides an effective approach
for automatically incorporating general boundary conditions with the same perfor-
mances previously obtained for Dirichlet conditions. Results have been rigorously
proved in view of the SLE approximation theory. We also detected some cases that
imply superconvergent results, depending of the type of boundary conditions and
the regularity of the solution.

We plan to extend this method to more complex problems including incom-
pressible Navier-Stokes equations in both rectilinear andcurved cylindrical pipes,
to be applied to simplified models of the human circulation. We also intend to
exploit in more detail the computational advantages of the 1D-like pattern of the
linear system obtained by the e-HiMod procedure. This is expected to even im-
prove the computational advantages of the methodology.

Acknowledgment

The second author acknowledges the support of MIUR-PRIN 2010/2011 project
”Innovative Me thods for Water Resources under Hydro-Climatic Uncertainty Sce-
narios” for the financial support. The second and the third authors acknowledge
the support of NSF Grant DMS-1419060 (PI: A. Veneziani) for this research. The
authors wish to thank also Prof. Sandro Salsa for fruitful discussions concerning
the analysis of the method.

References

[1] A. Ern, S. Perotto, and A. Veneziani.Hierarchical model reduction for
advection-diffusion-reaction problems.In K. Kunisch, Günther O., and
O. Steinbach, editors,Numerical Mathematics and Advanced Applications.
Springer Berlin Heidelberg, 2008.

35



[2] L. Formaggia, A. Quarteroni, and A. Veneziani, Multiscale models for the
Vascular System, in L. Formaggia, A. Quarteroni, A. Veneziani (eds.), Car-
diovascular Mathematics, Springer (2009), Chapter 11, pp.395-446

[3] A. Osiadacz, Simulation and Analysis of Gas Networks, Gulf Publishing
Company, Houston, TX, 1987

[4] E. Estrada, The Structure of Complex Networks: Theory and Applications,
Oxford University Press, 2011

[5] S. Perotto, A. Zilio, Space-time adaptive hierarchical model re-
duction for parabolic equations, 2015 MOX Report 06/2015,
http://mox.polimi.it

[6] S. Perotto. Hierarchical model (Hi-Mod) reduction in non-rectilineardo-
mains. In Domain Decomposition Methods in Science and Engineering. Se-
ries: Lect. Notes Comput. Sci. Eng., Vol. 98, Springer, C. J.Erhel, M. Gander,
L. Halpern, G. Pichot, T. Sassi, O. Widlund (eds.) (2014), 477-485.

[7] S. Perotto, A. Ern, and A. Veneziani.Hierarchical local model reduction
for elliptic problems: a domain decomposition approach. Multiscale Model.
Simul., 8(4):1102–1127, 2010.

[8] Y. Pinchover and J. Rubinstein, An Introduction to Partial Differential Equa-
tions,Cambridge University Press(2005).

[9] C. Canuto, Y. Hussaini, A. Quarteroni and T.A. Zang, Spectral Methods:
Fundamentals in Single Domains. Springer, Berlin, 2006.

[10] C. Canuto, Y. Hussaini, A. Quarteroni and T.A. Zang, Spectral Methods: vo-
lution to Complex Geometries and Applications to Fluid Dynamics. Springer,
Berlin, 2007.

[11] F. Hecht. New development in FreeFem++.J. Numer. Math., 20(3-4):251–
265, 2012.

[12] S. Perotto and A. Veneziani.Coupled model and grid adaptivity in hierarchi-
cal reduction of elliptic problems. J. Sci. Comput., 60(3), 505-536, 2014
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