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Abstract

In this work, we devise a new, general-purpose reinforcement learning strategy for the optimal control of
parametric partial differential equations (PDEs). Such problems frequently arise in applied sciences and
engineering and entail a significant complexity when control and/or state variables are distributed in high-
dimensional space or depend on varying parameters. Traditional numerical methods, relying on either iterative
minimization algorithms – exploiting, e.g., the solution of the adjoint problem – or dynamic programming –
also involving the solution of the Hamilton-Jacobi-Bellman (HJB) equation – while reliable, often become
computationally infeasible. Indeed, in either way, the optimal control problem has to be solved for each
instance of the parameters, and this is out of reach when dealing with high-dimensional time-dependent and
parametric PDEs. In this paper, we propose HypeRL, a deep reinforcement learning (DRL) framework to
overcome the limitations shown by traditional methods. HypeRL aims at approximating the optimal control
policy directly, bypassing the need to numerically solve the HJB equation explicitly for all possible states
and parameters, or solving an adjoint problem within an iterative optimization loop for each parameter
instance. Specifically, we employ an actor-critic DRL approach to learn an optimal feedback control strategy
that can generalize across the range of variation of the parameters. To effectively learn such optimal control
laws for different instances of the parameters, encoding the parameter information into the DRL policy and
value function neural networks (NNs) is essential. To do so, HypeRL uses two additional NNs, often called
hypernetworks, to learn the weights and biases of the value function and the policy NNs. In this way, HypeRL
effectively embeds the parametric information into the value function and policy NNs. We validate the
proposed approach on two PDE-constrained optimal control benchmarks, namely a 1D Kuramoto-Sivashinsky
equation with in-domain control and on a 2D Navier-Stokes equations with boundary control, by showing
that the knowledge of the PDE parameters and how this information is encoded, i.e., via a hypernetwork, is
an essential ingredient for learning parameter-dependent control policies that can generalize effectively to
unseen scenarios and for improving the sample efficiency of such policies.

1. Introduction

Many complex, distributed dynamical systems can be modeled through a set of parametrized partial
differential equations (PDEs) and their optimal control (OC) represents a crucial challenge in many engineering
and science applications, going way beyond the single, direct simulation of these systems. OC allows the
integration of active control mechanisms into a control system and its most common application in addressing
such problems involves determining optimal closed-loop controls that minimize a specified objective functional
[1]. To solve a PDE-constrained OC problem, one possibility is to rely on the Hamilton-Jacobi-Bellman
(HJB) equation. However, the HJB is not easily tractable and is usually computationally expensive for
high-dimensional and large-time horizon control problems. Another option is to locally solve the OC problem
by exploiting the Pontryagin Maximum Principle (PMP). However, PMP involves the backward solution (in
time) of the adjoint problem with the same dimension of the state equation. Hence, to find the OC law one
should solve both the state and the adjoint equation repeatedly – forward and backward in time, respectively
– in the whole space-time domain. For high-dimensional problems, storage and computational requirements
make the PMP becoming quickly prohibitive. Traditional OC theory may present non-negligible shortcomings
[2], which are even more severe when the PDE parameters vary and the OC problem has to be solved for
each new instance of the parameters.



In this respect, reinforcement learning (RL) [3] is emerging as a new paradigm to address the solution of
PDE-constrained OC problems and has been shown to outperform other OC strategies when the system’s
states are high-dimensional, noisy, or only partial measurements are available. RL avoids to solve the HJB
or the adjoint equations explicitly, which would be untractable for extremely complex problems. Unlike
the aforementioned OC approaches, RL aims to solve control problems by learning an OC law (the policy),
while interacting with the dynamical system (the environment). RL assumes no prior knowledge of the
system, thus yielding broadly applicable control approaches. Deep reinforcement learning (DRL) is the
extension of RL using deep neural networks (NNs) to represent value functions and policies [4, 5, 6]. DRL
has shown outstanding capabilities in complex control problems such as games [7, 8, 9, 10, 11, 12], simulated
and real-world robotics [13, 14, 15, 16, 17, 18, 19], and recently PDEs, with particular emphasis on fluid
dynamics [20, 21, 22, 23, 24, 25, 26, 27].

Despite its success, DRL still suffers from two major drawbacks, namely (i) the sample inefficiency, making
the DRL algorithms extremely data hungry, and (ii) the limited generalization of the control strategies to
changes in the environments. Tackling these two challenges is crucial for advancing DRL towards large-scale
and real-world problems. These limitations are especially severe in the context of control of parametric PDEs,
where obtaining (state) measurements is challenging due to the computational complexity of the (forward)
PDE models. Moreover, little to no attempt has yet been made to devise DRL algorithms capable of handling
changes in the systems’ dynamics resulting from variations in known PDE parameters. This means that for
any new configuration of the system, the optimization problem must be solved from scratch. Additionally,
while DRL generally decreases the computational complexity of traditional methods for the solution of OC
problems, these algorithms still require huge training times and large amounts of data, i.e., we need the
repeated evaluation of the solution to the system state equations. Consequently, applying DRL algorithms to
address single problem scenarios would not be entirely justified.

Improving sample efficiency and generalization in DRL has been a key focus of recent research. Examples
of such approaches are imitation learning [28, 29], where expert data are used to pre-train the control policies
and to speed-up the (policy-)optimization process, transfer learning [30, 31], where an optimal policy is
transferred to a new environment with little or no retraining, and unsupervised representation learning
[32, 33], where unsupervised learning techniques are exploited to learn compact representations of the data.
Representation learning has been shown to improve the generalization of control policies to new environments
and scenarios [33]. Eventually, another prominent approach for enhancing the generalization capabilities of
DRL agents is meta learning [34, 35], where DRL policies are specifically built and optimized for adapting
to new scenarios. However, these approaches have yet to be developed to tackle the challenging problem of
controlling parametric PDEs, leaving a large gap for research and developments in the field.

Hypernetworks [36] are a class of NNs that provide the parameters, i.e., the weights and biases, of other
NNs, often referred to as main or primary networks. Hypernetworks have shown promising results in a
variety of deep learning problems, including continual learning, causal inference, transfer learning, weight
pruning, uncertainty quantification, zero-shot learning, natural language processing, and recently DRL
[37]. Indeed, hypernetworks are capable of enhancing the flexibility, expressivity, and performance of deep
learning-based architecture, opening new doors for the development of novel and more advanced architectures.
Hypernetworks in DRL were first used in [38] to learn the parameters of the value function or of the policy
NNs. Enhancing DRL with hypernetworks has been done in the context of meta RL, zero-shot RL, and
continual RL [39, 40, 41] for improving the performance of RL agents. However, to the best of our knowledge,
no one has tackled the problem of controlling parametric PDEs with hypernetworks and DRL so far.

In this paper, we propose a novel parameter-informed DRL framework, namely HypeRL, for the efficient
solution of parameter-dependent PDE-constrained OC problems by addressing the two aforementioned
limitations, namely sample efficiency and generalization. In particular, with reference to Figure 1, we
exploit the knowledge of PDE parameters µ to learn a parametrization of the control policy (and value
function), dependent on the parameters of the PDE, by means of a hypernetwork h(µ;θhπ ) taking as input
the PDE parameters µ and providing as output the weights and biases θπ of the policy π(y;θπ) (and value
function). In contrast with the simple and widely-used concatenation of the parameters µ to the PDE state
y, this parametrization allows for learning OC strategies with less data and that can better adapt to unseen
instances of the PDE parameters, within and without the training range, i.e., interpolation and extrapolation,
respectively. Additionally, we show that the knowledge of the PDE parameters is crucial for learning OC
strategies, and that parameter-informed DRL outperforms parameter-unaware DRL.
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Figure 1: HypeRL for parametric PDE-constrained OC. We rely on a hypernetwork h(µ;θhπ ) to learn, from the PDE parameters
µ, the weights and biases of the policy (and value function) neural network.

The paper is organized as follows: in Section 2, we introduce the building blocks of our framework, namely
OC, RL, and hypernetworks. In Section 3, we describe our parameter-informed HypeRL framework combining
DRL with hypernetworks, and in Section 4 we show the results and discuss the findings. Some conclusions
are finally reported in Section 5.

2. Preliminaries

In this section, we frame the class of optimal control (OC) problems we aim at solving, and we introduce
the building blocks – namely reinforcement learning (RL) and hypernetworks – that will be combined, at a
later stage, to obtain the new HypeRL framework for OC of parametric partial differential equations (PDEs).

2.1. Optimal Control Problems
Along the paper we consider time-continuous OC problems under the following form [1]:

min
y∈Y, u∈Uad

J(y,u)

subject to
∂y

∂t
(t) = F (y(t),u(t);µ) for t ∈ [t0, tf ] , with y(t0) = y0 ,

(1)

in which y : [t0, tf ] → R|y| denotes the state solution in a function space Y = R|y| ⊗ C1[t0, tf ], and
u : [t0, tf ] → Uad ⊂ R|u| denotes the control input functions in an admissible space Uad = Uad ⊗ C[t0, tf ],
Uad being the admissible set of input control vectors at each time instance. The state equation represents a
semi-discretized form of a nonlinear time-dependent PDE characterized by a parameter vector µ ∈M ⊂ R|µ|,

3



M being the compact parameter space, F is continuous in u and Lipschitz continuous in y (with a Lipschitz
constant independent of u)1, J : Y ×Uad → R is a cost functional, and y0 gives a prescribed initial condition.

In this work, we consider cost functionals of the following form:

J(y,u) =

∫ tf

t0

L(y(τ),u(τ), τ) dτ , (2)

in which

L : R|y| × Uad × [t0, tf ]→ R, (x, z, τ) 7→ 1

2
||x− yref(τ)||2 +

α

2
||z − uref(τ)||2 , (3)

where α is a scalar coefficient balancing the contribution of the two terms, yref and uref are the reference
values of the state and of the control, respectively, and ‖ · ‖2 represents the Euclidean norm.

The OC problem in (1) can be addressed by introducing the value function V : R|y| × [t0, tf ] → R as
follows:

V (y(t), t) := min
u∈Uad⊗C[t,tf ]

∫ tf

t

L(y(τ),u(τ), τ) dτ . (4)

Note that the state equation is satisfied over the time interval [t, tf ] with the state starting with y(t). To
note, such a value function is the solution to the Hamilton-Jacobi-Bellman (HJB) [43, 44] equation:

−∂V (y, t)

∂t
= min
u(t)∈Uad

{
L(y,u(t), t) + F (y,u(t);µ)T

∂V (y, t)

∂y

}
, (y, t) ∈ R|y| × [t0, tf ] , (5)

which provides, at least in principle, the solution of the OC problem (1), that is, min J = V (y0, t0).
The HJB equation is typically a high-dimensional PDE as |y| is often large. Moreover, due to the

dependency of F (·) on the (many) parameters µ, the HJB equation has to be solved for each sampling
location of the parameters, because each sample defines an individual optimal control problem for the specific
µ. Therefore, (5) is not easily tractable and may be computationally prohibitive for high-dimensional OC
problems constrained by PDEs. This trait is commonly known as the curse of dimensionality [3]. We also
note that an alternative approach to solving the constrained OC problem (1) uses the Karush-Kuhn-Tucker
(KKT) optimality conditions [45, 46] via the introduction of a Lagrange multiplier. However, also in this case
the iterative nature of the optimization methods (like, e.g., gradient-based, Newton, quasi-Newton, sequential
quadratic programming) makes the numerical solution of each PDE-constrained optimization problem usually
very hard. In the case of multiple OC problems, for different parameter values, the overall computational
cost would be therefore prohibitive.

Remark 1. To solve (5) one possibility is to rely on traditional numerical methods, e.g., the finite element
method. In particular, in the latter case, the semi-discretized form of the HJB equation reads as follows. Let
V (y, t) be linearly approximated by a set of basis functions on R|y|, i.e., V (y, t) ≈

∑|v|
j=1 vj(t)φj(y), in which

φj is the j-th basis function, and v(t) = {v1(t), · · · , v|v|(t)}T collects the expansion coefficients. Using the
same test functions as the basis functions, the Galerkin scheme gives a semi-discretized form of the HJB
equation as follows: for t ∈ [t0, tf ] and i = 1, · · · , |v|,

−
∑
j

dvj(t)

dt

∫
φi(y)φj(y) dy =

∫
φi(y) min

u(t)∈Uad

L(y,u(t), t) + F (y,u(t);µ)T

∑
j

vj(t)
dφj(y)

dy

 dy ,

(6)

which has to be solved for v(t). We highlight that the solution of (6) entails several issues which need to be
addressed. Indeed, the value function is expressed in terms of basis functions depending on the state solution;
thus requiring y to be known at each time instance. Moreover, handling the right-hand side of (6), that is the
minimum in the variational formulation, requires special treatment as, for example, solving local optimization
problems at quadrature points as in [47]. As a result, the HJB equation is not easily tractable and may become
extremely computationally expensive for high-dimensional and large-time horizon control problems.

1We refer, e.g., to the Picard–Lindelöf theorem [42].
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2.2. From Dynamic Programming to Reinforcement Learning
Solving the HJB equation in (5) requires reformulating the problem in a time-discrete framework.

Algorithms solving the fully-discretized HJB are typically referred to as dynamic programming (DP) approaches
[3, 48]. DP methods can handle all kinds of hybrid systems, even with non-differentiable dynamics, and
stochastic OC problems [49]. Examples of DP algorithms are policy iteration and value iteration [3]. DP
utilizes the Markov Decision Process (MDP) as underlying mathematical framework in order to account for
stochastic systems’ dynamics and tackle a broader class of stochastic OC problems [48].

A MDP is a tuple 〈Y, Uad,T , R〉 where Y ⊂ R|y| is the set of observable states, Uad ⊂ R|u| is the set of
admissible actions, T : Y ×Y ×Uad −→ [0, 1]|y| such that (yk+1,yk,uk) 7−→ T (yk+1,yk,uk) is the transition
function, and R : Y ×Uad −→ R such that (yk,uk) 7−→ R(yk,uk) denotes the reward function. The transition
function (yk+1,yk,uk) 7−→ T (yk+1,yk,uk) describes the probability of reaching state yk+1 from state yk
while taking action uk,

p(Yk+1 = yk+1|Yk = yk,Uk = uk) , (7)

fulfilling ∑
yk+1∈Y

p(Yk+1 = yk+1|Yk = yk,Uk = uk) = 1, ∀ yk ∈ Y,uk ∈ Uad. (8)

It is worth mentioning that a deterministic transition function yk+1 = T (yk,uk) is a special case arising
when p(yk+1|yk,uk) = 1 and that the reward function is the fully-discretized counterpart of the running
cost L(·), but with opposite sign. Therefore, the value function in DP problems is typically written as a
maximization problem over the possible controls rather than a minimization one:

V (yk) = max
u∈Uad

E
[
R(Yk,Uk) + V (Yk+1)|Yk = yk,Uk = uk

]
, (9)

where we indicate with E[·] the expected value of a random variable, and Yk+1 ∼ T (yk+1,yk,uk). Equation
(9) can be seen as the fully-discretized HJB in stochastic settings.

The key idea of DP is to estimate the value function V (·) using the perfectly-known environment dynamics
R(·) and T (·) and then use it to structure the search for good control strategies. Despite their success, DP
algorithms (i) require perfect knowledge of R(·) and T (·) – despite they are, in many scenarios, often not
known exactly or extremely expensive to compute, especially when the dimensionality of the state is very
high – and (ii) are unpractical to use in problems with large number of states due to the need of solving
the HJB for all possible states. These two drawbacks drastically limit the application of DP algorithms to
complex and large-scale problems such as those arising in the OC of parametric PDEs.

Reinforcement learning (RL) [3] is a promising machine learning approach to solve sequential decision-
making problems through a trial-and-error process. Unlike DP, RL does not try to solve the HJB for all
possible states; rather, it aims at deriving OC laws from (i) measurements of the system – often referred to
as observations, and (ii) reward samples, without direct knowledge of T (·) and R(·) [3, 50]. In RL, we can
identify two main entities: the agent and the environment (see Figure 1). The agent aims to find the best
strategy to solve a given task by interacting with an unknown environment. Similarly to DP, the optimality
of the strategy learned by the agent is defined by a task-dependent reward function. In particular, we can use
RL to solve OC problems, such as the one in Equation (1), by learning an OC law from data without the
need to explicitly solve the HJB equation (either in continuous or in discrete settings) for all possible states.
Similarly to DP, we can rely on MDPs to mathematically formulate the RL problem. The goal of any RL
algorithm is to find the optimal policy (control law) maximizing the expected cumulative return Gk:

Gk = rk + γrk+1 + γ2rk+2 + · · · =
H∑
j=0

γjrk+j , (10)

where the control horizon2 H is defined as H = (tf − t0)/∆t, the subscript k denotes the time-step,
rk = R(yk,uk) is the instantaneous reward received by the agent at time-step k, and γ is a discount factor
balancing the contribution of present and future rewards, where 0 ≤ γ ≤ 1. It is worth mentioning that the

2The control horizon can be either finite or infinite.
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expected return Gk is the analogous of the cost functional J(·) in Equation (2) in a fully-discretized and
discounted setting.

Almost all RL algorithms revolve around estimating the value function without any knowledge of the
true transition and reward functions, i.e., without explicitly solving the HJB for all possible states. Thus,
the value function is learned from state-action-reward trajectories, i.e., from data. Starting from an initial
estimate of the value function and of the optimal policy, RL algorithms iteratively improve these estimates
until the value function and the optimal policy are found. We can rewrite the value function V (·) using the
expected return Gk:

V (yk) = Eπ∗ [Gk|Yk = yk], (11)

where Eπ∗ [·|Yk = yk] denotes the conditional expectation of a random variable if the agent follows the optimal
policy π∗ on a time-step of length H, given the starting value Yk = yk. In general, a control policy π can be
either stochastic, i.e., π : Y × Uad → [0, 1]|u|, or deterministic, i.e., π : Y → Uad.

Similarly, we can define the action value function Q : Y × Uad → R, as the value of taking action uk at a
certain state yk:

Q(yk,uk) = Eπ∗ [Gk|Yk = yk,Uk = uk]. (12)

It is worth mentioning that there exists a direct relation between the value function V (yk) and the action-value
function Q(yk,uk). In particular, we can write:

V (yk) = max
uk∈Uad

Q(yk,uk). (13)

RL algorithms are usually classified as model-based or model-free methods [51]. In this context, the
keyword model indicates whether the agent relies (model-based) or not (model-free) on an environment model,
often built from the interaction data, to learn the value function and the policy. Another important distinction
can be found between online and offline approaches. Online RL aims at learning the optimal policy while
interacting with the environment. Conversely, offline RL aims to learn the policy offline given a fixed dataset
of trajectories. While online methods better embody the interactive nature of RL, in many (safety-critical)
applications it is not possible to apply random actions to explore the environment and offline approaches
are preferred. Eventually, we can distinguish among value-based, policy-based, and actor-critic algorithms
[3]. Value-based algorithms rely only on the estimation of the (action) value function and derive the optimal
policy by greedily selecting the action with the highest value at each time-step. Examples of value-based
algorithms are Q-learning [52] and its extensions relying on deep neural networks [11, 7, 12, 53]. Second,
policy-based algorithms directly optimize the parameters of the policies with the aim of maximizing the return
Gk via the policy gradient [3]. One of the first and most famous policy-based algorithms is REINFORCE
[54]. Third, actor-critic algorithms learn value function and policy at the same time. The keyword actor
refers to the policy acting on the environment, while critic refers to the value function assessing the quality
of the policy. Examples are deep deterministic policy gradient (DDPG) [55], proximal policy optimization
(PPO) [56], and soft actor-critic (SAC) [57]. Eventually, we can identify on-policy and off-policy methods.
On-policy approaches utilize the same policy for exploration and exploitation. Therefore, they often optimize
a stochastic policy that can either explore the environment, but also exploit good rewards. An example
of on-policy approach is PPO. On the other side, off-policy algorithms maintain two distinct policies for
exploration and exploitation, making it possible to reuse the interaction data to update the models. Examples
of off-policy algorithms are DDPG and SAC.

2.2.1. Twin-Delayed Deep Deterministic Policy Gradient
In our numerical experiments, we utilize a model-free, online, off-policy, and actor-critic approach, namely

Twin-Delayed Deep Deterministic Policy Gradient (TD3) [58]. However, our method can be directly used
by any other RL algorithm. TD3 learns a deterministic policy π(·), i.e., the actor, and the action-value
function Q(·), i.e., the critic. The actor and the critic are parametrized by means of two DNNs of parameters
θQ and θπ, respectively. We indicate the parametrized policy with π(yk;θπ) and the action-value function
with Q(yk,uk;θQ). TD3 can handle continuous3 state and action spaces, making it a suitable candidate for
controlling parametric PDEs using smooth control strategies.

3Space and time are discretized but each variable can assume any continuous value in the admissible ranges.
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To learn the optimal action-value function4, TD3 relies on temporal-difference (TD) learning [3]. In
particular, starting from the definition of the action-value function in Equation (12), we can write:

Q(yk,uk) = Eπ[ΣHj=0γ
jrk+j |Yk = yk,Uk = uk]

= Eπ[rk + ΣHj=1γ
jrk+j |Yk = yk,Uk = uk]

= Eπ[rk + γ max
uk∈Uad

Q(Yk+1, ·)|Yk = yk,Uk = uk] ,

(14)

where we use bootstrapping to express the value of a state-action pair Q(yk,uk) by using in the update
rule (15) the estimate of the action-value function Q(yk+1, ·) instead of observed returns from complete
trajectories. The expectation is now with respect to a generic policy π, which may be far from the optimal
policy π∗. Using TD learning, we can iteratively update the estimate of the action-value function as:

Q(yk,uk)← Q(yk,uk) + α
(
rk + γ max

uk∈Uad
Q(yk+1, ·)−Q(yk,uk)

)
, (15)

where α is the learning rate. However, in the case of a continuous action space the update rule in Equation
(15) cannot be used directly. Indeed, while for discrete action spaces evaluating the maximum of the Q-value
for all the possible actions is straightforward, for continuous actions the bootstrap of the target Q-value would
require solving an (expensive) optimization problem over the entire action space. Therefore, for continuous
actions the following update rule is commonly used:

Q(yk,uk)← Q(yk,uk) + α
(
rk + γQ(yk+1,uk+1)−Q(yk,uk)

)
, (16)

where uk+1 = π(yk+1) is selected accordingly to the current estimate of the "optimal" policy.
TD3 relies on a memory buffer D to store the interaction data (yk,uk, rk,yk+1) for all time-steps k.

Given a randomly-sampled batch of interaction tuples, we can employ Equation (16) as a loss function for
updating the parameters θQ of the action-value function Q(yk,uk;θQ) as:

L(θQ) = Eyk,uk,yk+1,rk∼D[(rk + γQ̄(yk+1,uk+1;θQ̄)−Q(yk,uk;θQ))2]

= Eyk,uk,yk+1,rk∼D[(rk + γQ̄(yk+1, π̄(yk+1;θπ̄) + ε;θQ̄)︸ ︷︷ ︸
target value

−Q(yk,uk;θQ))2] , (17)

where the so-called target networks Q̄(yk,uk;θQ̄) and π̄(yk;θπ̄) are copies of Q(yk,uk;θQ) and π(yk;θπ),
respectively, with frozen parameters, i.e., they are not updated in the backpropagation step to improve
the stability of the training. We indicate with ε ∼ clip(N (0, σ̄),−c, c) the noise added to estimate the
action value in the interval [−c, c] around the target action. To reduce the problem of overestimation of
the target Q-values, TD3 estimates two independent action-value functions, namely Q1(yk,uk;θQ1

) and
Q2(yk,uk;θQ2

), and two target action-value functions Q̄1(yk,uk;θQ̄1
) and Q̄2(yk,uk;θQ̄2

), and computes
the target value for regression (see (17)) as:

rk + γ min
i=1,2

Q̄i(yk+1,uk+1;θQ̄i).︸ ︷︷ ︸
target value

(18)

The action-value function Q1(yk,uk;θQ1) is used to update the parameters of the deterministic policy
π(yk;θπ) according to the deterministic policy gradient theorem [59]. In particular, the gradient of the critic
guides the improvements of the actor and the policy parameters are updated to ascend the action-value
function:

L(θπ) = Eyk∼D[−∇ukQ1(yk, π(yk;θπ);θQ1
)]. (19)

4Because we do not directly solve the HJB equation to obtain the value function, its initial estimate may be far from the true
one. Therefore, we highlight the keyword "optimal" to distinguish the true value function from the estimated one.
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The target networks, parametrized by θQ̄1
, θQ̄2

, and θπ̄, respectively, are updated with a slower frequency
than the actor and the critic according to:

θQ̄1
= ρθQ1

+ (1− ρ)θQ̄1
,

θQ̄2
= ρθQ2 + (1− ρ)θQ̄1

,

θπ̄ = ρθπ + (1− ρ)θπ̄ ,

(20)

where ρ is a constant factor determining the speed of the updates of the target parameters.

2.3. Hypernetworks
A hypernetwork [36] is a neural network (NN) that generates the weights and biases of another NN, often

referred to as main or primary network. Formally, a hypernetwork h : Z ⊂ R|z| → R|θf | learns the parameters
θf of the main network f : X ⊂ R|x| →W ⊂ R|w|. If we consider a standard supervised learning regression
task, and we assume the availability of a dataset of N input-output pairs [(x(1),w(1)), · · · , (x(N),w(N))] and
hypernetwork inputs [z(1), . . . ,z(N)], we can write:

θf = h(z(i);θh) ,

ŵ(i) = f(x(i);θf ) ,
(21)

where z, often called context vector, can be a task-conditioned, data-conditioned, or noise-conditioned input
[37], and θh denotes the set of parameters of the hypernetwork h(·). The parameters of the two networks θh
and θf can be updated jointly by minimizing a prescribed loss function. In the specific case of a regression
task, the loss function is usually the mean-squared error between the target and predicted values:

L(θf ,θh) =

N∑
i=1

||w(i) − ŵ(i)||22. (22)

3. Methodology for HypeRL

Given all the elements introduced in the previous section, we are now ready to set our proposed strategy
to address OC of parametric PDEs through RL.

3.1. Problem Settings
We cast the parametric PDE-constrained OC problem, introduced in Equation (1), as RL problem, where

an agent, i.e., the controller, aims to learn the OC strategy by interacting with an unknown environment, i.e.,
the PDE state. The RL environment is defined by a transition and reward functions:

yk+1 = T (yk,uk;µ) ,

rk = R(yk,uk) ,
(23)

where the transition function is assumed to be deterministic and dependent on the PDE parameters µ. The
transition function corresponds to the fully-discretized form of the state equation (see Equation (1)) obtained
by introducing a suitable time-integration scheme over a partition of [t0, tf ] made by Nt time-steps {tk}Ntk=0

such that the step size is ∆t = (tf − t0)/Nt. For example, by using an explicit Runge-Kutta scheme, we
obtain:

yk+1 = yk + ∆tΦ(tk,yk,uk; ∆t,F ,µ)︸ ︷︷ ︸
:=T (yk,uk;µ)

, k = 0, . . . , Nt − 1,
(24)

where yk ≈ y(tk) and uk ≈ u(tk), and Φ denotes the integration method’s increment function related to the
state equation. The reward function corresponds to the fully-discretized counterpart of the running cost in
Equation (3) with opposite sign. Starting from (3), in the following, our goal is to steer the PDE state to a
reference state while tracking a reference control signal. Therefore, we utilize the following reward function:

R(yk,uk) = −1

2
||yk − yref||22 −

α

2
||uk − uref||22 = −1

2
c1 −

α

2
c2 , (25)
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where yref and uref indicate the reference values for the state and the control input, and α is a scalar positive
coefficient balancing the contribution of the two terms.

With reference to Algorithm 1, the agent-environment interaction scheme is organized in two loops: the
outer loop indicates the training episode; instead, the inner loop refers to the number of time-steps for each
episode. At the beginning of each new episode we sample a random initial condition and a PDE parameters
value µ to obtain the initial state. The agent utilizes the state at the current time-step and the PDE
parameters to select a control input. The control input is fed to the transition and reward models to obtain
the state at the next time-step and the reward. The tuples (yk,uk, rk,yk+1,µ) collected at each time-step k
of the interaction are used to train the policy (and value function) deep NN (DNN) to maximize the expected
cumulative reward at each episode.

Algorithm 1 Episodic RL for control of parametric PDEs
Initialize policy and value function DNN parameters θπ and θQ
for e = 1 : Emax do

Sample an initial condition and PDE parameter µ
Get initial measurement yk
for k = 1 : Kmax do

Sample action from a policy uk ∼ π(yk,µ;θπ) + ε, where ε ∼ N (0,σ)
Observe reward rk = R(yk,uk) and new state yk+1 = T (yk,uk;µ)
if train models then

Update policy and value function using the tuple (yk,uk, rk,yk+1,µ)
end if

end for
end for

Differently from the majority of the literature on RL for OC of PDEs, we focus on devising a control
strategy that is adaptable to changes of the systems’ dynamics deriving from variations of known parameters
µ. We assume the agent to be able to observe the PDE state and the parameters µ. In this setting, we
present a novel RL framework that can efficiently learn control policies for parametric PDEs from limited
samples and that can generalize to new, unseen instances of the PDE parameters µ (see Figure 1). In contrast
with the widely-used concatenation of information in the agent’s state, to enhance the sample-efficiency and
generalization capabilities of RL agents, we propose a parameter-informed HypeRL architecture relying on
hypernetworks (see Section 2.3). Hypernetworks allow us to express the weights and biases of the value
function and policy as functions of the PDE parameters µ (see Figure 2). This new paradigm for encoding
the information of the PDE parameters drastically improves the performance of the RL agent in terms of
total cumulative reward, sample efficiency, and generalization with respect to traditional RL approaches.

3.2. HypeRL TD3
In this work, we enhance the TD3 algorithm (see Section 2.2.1) with hypernetworks. However, our method

can be easily and directly applied to other RL algorithms, such as PPO and SAC. Analogously to the TD3
algorithm, we rely on the estimation of two action-value functions Q1(yk,uk;θQ1

) and Q2(yk,uk;θQ2
) and a

policy π(yk;θπ) by means of DNNs. However, the parameters of the main networks are now learned using
three hypernetworks hQ1(zk;θhQ1

), hQ2(zk;θhQ2
), and hπ(zk;θhπ ):

θQ1
= hQ1

(zk;θhQ1
) ,

θQ2
= hQ2

(zk;θhQ2
) ,

θπ = hπ(zk;θhπ ) ,

(26)

where zk indicates the hypernetwork input. With reference to Figure 2, we propose two variations of HypeRL:
(i) we utilize the PDE parameter vector µ as input to the hypernetworks, i.e., zk = µ and (ii) we utilize
state and PDE parameters as hypernetwork input, i.e., zk = [yk,µ]. In this way, we are able to learn a
representation of PDE parameters or of states and PDE parameter vector and encode this information in the
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(a) (b)

(c) (d)

Figure 2: Hyper policy and hyper value function architectures. In Figure 2a and 2c only the PDE parameters are used as
input to the hypernetwork, i.e., zk = µ, while in Figure 2b and 2d the PDE state and parameters are used as input to the
hypernetwork, i.e., zk = [yk,µ].

parameters of the main networks. We can then obtain the actions from the policy as:

θπ = hπ(zk;θhπ ) ,

uk = π(yk;θπ) ,
(27)

and analogously, we can obtain the Q-values as:

θQi = hQi(zk;θhQi ) ,

qi,t = Qi(yk,uk;θQi) ,
(28)

where qi,t is the predicted Q-value by the action-value function Qi(·, ·).
The hypernetwork parameters are jointly optimized with the main network parameters by simply allowing

the gradient of the TD3 training objectives5 (see in Equation (17) and (19)) to flow through the hypernetworks:

L(θQi ,θhQi ) = Eyk,uk,rk,yk+1∼D[(rk + γ min
i=1,2

Q̄i(yk+1,uk+1;θQ̄i)−Qi(yk,uk;θQi))
2] ,

L(θπ,θhπ ) = Eyk∼D[−∇ukQ1(yk, π(yk;θπ);θQ1)].
(29)

5We do not need to change the TD3 working principles and losses.
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In Algorithm 2, we show the HypeRL TD3 pseudo code, where we highlight in blue the changes to the
original TD3 algorithm. It is worth highlighting that our method can be plugged in any RL algorithm as we
did not change their working principles.

Algorithm 2 Parameter-Informed HypeRL TD3

Initialize Q1(y,u;θQ1
), Q2(y,u;θQ2

), and π(y;θπ)
Initialize hypernetworks hQ1

(z;θhQ1
), hQ2

(z;θhQ2
), and hπ(z;θhπ) with random parameters

θhQ1
,θhQ2

,θhπ
Initialize target hypernetworks θhQ̄1

← θhQ1
, θhQ̄2

← θhQ2
, θhπ̄ ← θhπ

Initialize memory buffer D
for e = 1 : Emax do

Initialize the system and get initial measurement yk,µ
for t = 1 : Tmax do

Set zk = µ or zk = [yk,µ]
Sample policy parameters θπ = hπ(zk;θhπ )
Sample action uk ∼ π(yk;θπ) + ε, where ε ∼ N (0,σ)
Observe reward rk and new state yk+1

Store tuple (yk,uk, rk,yk+1,µ) in D

if train models then
Sample mini-batch (yk,u, r,yk+1,µ) from D
Set zk+1 = µ or zk+1 = [yk+1,µ]
Sample target policy parameters θπ̄ = hπ̄(zk+1;θhπ̄ )
uk+1 ← π̄(yk+1;θπ̄) + ε, where ε ∼ clip(N (0, σ̄),−c, c)
Sample target value functions parameters θQ̄1

= hQ̄1
(zk;θhQ̄1

) and θQ̄2
= hQ̄2

(zk;θhQ̄2
)

qk ← rk + γmini=1,2 Q̄(yk+1,uk+1;θQ̄i)
Sample value functions parameters θQ1

= hQ̄1
(zk;θhQ1

) and θQ2
= hQ2

(zk;θhQ2
)

Update critic parameters and hypernetworks parameters according:
L(θQi ,θhQi ) = Eyk,uk,rk,yk+1∼D[(qk −Qi(yk,uk;θQi))

2] with i ∈ {1, 2}
if train actor then

Sample policy parameters θπ = hπ(zk;θhπ )
Update policy parameters and hypernetworks parameters according to:
L(θπ,θhπ ) = Eyk∼D[−∇ukQ1(yk, π(yk;θπ);θQ1

)
Update target networks by updating the hypernetworks parameters:
θhQ̄1

= ρθhQ1
+ (1− ρ)θhQ̄1

θhQ̄2
= ρθhQ2

+ (1− ρ)θhQ̄2

θhπ̄ = ρθhπ + (1− ρ)θhπ̄
end if

end if
end for

end for

4. Numerical Experiments

We validate our proposed approach on two control baselines, namely (i) a parametric Kuramoto-Sivashinsky
PDE with distributed in-domain actuators, and (ii) a 2D Navier-Stokes equation with boundary control.

4.1. 1D Kuramoto-Sivashinsky equation
The Kuramoto-Sivashinsky (KS) equation is a nonlinear 1D PDE describing pattern and instability in

fluid dynamics, plasma physics, and combustion, e.g., the diffusive-thermal instabilities in a laminar flame
front [60]. Similarly to [25, 27], we write the KS PDE with state y(x, t) = y and forcing term u(x, t) = u
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with the addition of a parametric cosine term, breaking the spatial symmetries of the equation and making
the search for the optimal control policy more challenging:

∂y

∂t
+ y

∂y

∂x
+
∂2y

∂x2
+
∂4y

∂x4
+ µ cos (

4πx

L
) = u ,

u =

Na∑
i=1

aiψ(x,mi) ,

ψ(x,mi) =
1

2
exp(−(

x−mi

σ
)
2

) ,

(30)

where u is the control input function with ai ∈ [−1, 1], ψ(x, ci) is a Gaussian kernel of mean ci and standard
deviation σ = 0.8, µ ∈ [−0.25, 0.25] is the parameter of interest of the system, and D = [0, 22] is the spatial
domain with periodic boundary conditions. Small values of µ generates chaotic solutions, while large values
of µ periodic solutions, making it a very challenging test case and requiring strong generalization capabilities
of the control policies. To numerically solve the PDE, we discretize the spatial domain with Nx = 64. We
assume to have Na = 8 equally-spaced actuators. The state of the agent is set equal to the (discretized)
PDE state (although we are not limited to that). Similarly to [25, 27], we utilize the reward function (see
Equation (25)) with yref = 0, uref = 0, and α = 0.1. The choice of α = 0.1 is dictated by the need for
balancing the contribution of the state cost c1 and the action cost c2. In particular, in our experiments we
prioritize steering the system to the reference state over the minimization of the injected energy. We train the
control policies by randomly sampling a value of the parameter µ at the beginning of each training episode
∈ [−0.225,−0.2,−0.175, . . . ,−0.05,−0.025, 0.0, 0.025, 0.05, . . . , 0.175, 0.2, 0.225]. To test the generalization
abilities of the policies, we evaluate the agents on unseen and randomly-sampled parameters ∈ [−0.25, 0.25].
We compare our two variants of HypeRL TD3 agent (see Section 3) with (i) the standard TD3 agent with
state yk augmented by the parameter µ, and (ii) the TD3 algorithms without access to the parameter µ.

In Table 1 and 2, we show the training and evaluation rewards collected by the different agents over
5 different random seeds, where we highlight in bold the highest scores in three different phases of the
training/evaluation. We consider the average cumulative reward of 5 independent runs over the whole
training/evaluation episodes, the average cumulative rewards collected after 500/10 episodes until the end,
and the average cumulative rewards collected after 1000/20 episodes until the end. The evaluation is performed
by randomly-sampling 10 different instances of the parameter µ and then record the agents performance.

Cumulative reward mean ± std mean ± std (> 500 ep.) mean ± std (> 1000 ep.)
HypeRL-TD3 −160.06± 81.35 −130.56± 53.71 −112.66± 48.29

HypeRL-TD3 (µ only) −149.09± 79.01 −129.65± 69.19 −118.21± 76.41
TD3 −186.59± 72.56 −168.28± 61.39 −148.12± 42.04

TD3 (no µ) −197.98± 97.52 −165.62± 63.06 −150.08± 49.58

Table 1: Mean and standard deviation of the cumulative reward over training collected by the different algorithms. The results
report the average performance over 5 different random seeds.

Cumulative reward mean ± std mean ± std (> 10 ep.) mean ± std (> 20 ep.)
HypeRL-TD3 −163.68± 62.35 −136.95± 37.63 −114.28± 32.70

HypeRL-TD3 (µ only) −150.09± 37.40 −138.21± 34.84 −122.98± 37.88
TD3 −189.67± 43.88 −174.59± 30.75 −154.58± 17.97

TD3 (no µ) −193.29± 77.11 −165.16± 32.39 −164.49± 42.13

Table 2: Mean and standard deviation of the cumulative reward over evaluation collected by the different algorithms. The
results report the average performance over 5 different random seeds.

The results show that the hypernetwork-based algorithms, namely HypeRL-TD3 and HypeRL-TD3 (µ only),
outperform the TD3 agents not only in later stages of the training but also in early ones, showing that the
way the information about the PDE parameter is encoded is crucial for sample efficiency and generalization of
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(a) (b)

Figure 3: Training and evaluation results. The solid line represents the mean and the shaded area the standard deviation over 5
different random seeds.

(a) (b)

Figure 4: 95% confidence intervals of the training and evaluation reward for the different phases of training and evaluation. This
metric, suggested in [61], allows to assess the reliability of the results accounting for the stochastic nature of the RL experiments.

the RL algorithms. HypeRL-TD3 (µ only) is the algorithm capable of achieving the highest average training
rewards, followed by HypeRL-TD3, TD3, and TD3 (no µ). However, if we only consider later stages of the
training HypeRL-TD3 is the best performing agent. We see similar trends in the evaluation results.

In Figure 3 and Figure B.10, we show the mean and the standard deviation of the cumulative reward,
state cost, and action cost during training and evaluation, respectively. It is possible to notice the superior
performance of the hypernetwork-based agents in early and later stages of the training and during evaluation
with unseen values of the parameter µ. Additionally, due to the stochastic nature of the experiments and
to improve the reliability of the results, we compute and show in Figure 4 the 95% confidence intervals, as
suggested in [61]. The 95% confidence intervals are aligned and consistent with the average training and
evaluation results and again highlights the higher sample efficiency and generalization capabilities of the
hypeRL agents.

Eventually, in Figure 5 we show examples of controlled solution of the KS PDE. The KS PDE is evolved
for 100 time-steps before turning the controllers ON. In particular, we highlights two different test cases: (a)
interpolation regime with µ = 0.062 (unseen but withing the training range), and (b) extrapolation regime
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Figure 5: Controlled solutions for µ = −0.062 and µ = 0.25.

with µ = 0.25 (unseen and outside the training range). We also report the state and action costs of the
solutions after enabling the controllers. The hypeRL agents are capable of quickly steering the state of the
KS PDE very close to the reference value with very little control effort in interpolation and extrapolation
regimes, even when the PDE dynamics is very different. On the other side, the TD3 agents (with and without
access to the PDE parameter µ) struggle to achieve good state tracking, especially in extrapolation regimes.
In both interpolation and extrapolation the hypeRL agents improve the results with respect to the TD3
agents, showing that learning the main networks weights’ with a PDE-parameter dependent hypernetwork is
the key ingredient for improving generalization and sample efficiency of RL algorithms.

4.2. 2D Navier-Stokes equations
As a second test case, we consider a 2D parametric incompressible Navier-Stokes (NS) equations. The NS

equations are in fluid dynamics with applications in different fields of engineering and science [62]:

∇ · y = 0

∂y

∂t
+ y · ∇y = −1

ρ
∇p+ µ∇2y ,

(31)

where y = (y1, y2) : X × [t0, tf ]→ R2 represents the 2D velocity field, X = [0, 1]× [0, 1] is the spatial domain,
µ is the kinematic viscosity, ρ is the fluid density, and p is the pressure field. To numerically solve the
PDE, we discretize the spatial domain in 21 × 21 × 2 = 882 dimensions. The control is applied from one
of the boundaries of the domain u(x1 = x, x2 = 0, t) = uk,∀x ∈ [0, 1], where x1, x2 represent the spatial
variables in the 2D domain. We use Dirichlet conditions for all the other boundaries. Similarly to the KS, we
utilize the reward function in Equation (25) where yref is obtained when applying the controls u = 3− 5t for
t ∈ [t0 = 0, tf = T ], uref = 2.0, T = 0.2, and α = 0.01. It is worth mentioning that the reference solution
is the one provided by PDEControlGym with a default and fixed value of the kinematic viscosity µ and it
is kept the same for all the difference instances of the parameter. The initial velocity field and the initial
pressure are sampled from a uniform distribution ∈ (−5, 5).
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We extend the implementation of PDEControlGym [63] to include a variations of the kinematic viscosity
µ, our parameter of interest. Changing the kinematic viscosity is an effective way to change the Reynolds
number (Re ∝ 1/µ). In particular, we vary µ ∈ [0.01, 0.025, 0.05, 0.075, 0.1] during training, while we
evaluate the different agents for µ ∈ [0.009, 0.12]. The agents observe the (discretized) velocity field yk at
different time-steps and predict the 1D control action uk. We use the same main network and hypernetwork
architectures of the KS case. However, due to the high-dimensionality of the state (21× 21× 2), we utilize
a convolutional encoder to reduce the state dimensionality to 20 dimensions before feeding it to the RL
networks. We discuss the architecture of the convolutional encoder in Appendix Appendix A. Again, we
compare our two variants of HypeRL TD3 agent (see Section 3) with (i) the standard TD3 agent with state
yk augmented by the parameter µ, and (ii) the TD3 algorithms without access to the parameter µ.

In Table 3 and 4, we show the training and evaluation rewards collected by the different agents, where
we highlight in bold the highest scores in three different phases of the training/evaluation. We consider the
average cumulative reward over the whole training/evaluation episodes, the cumulative rewards collected
after 250/40 episodes until the end, and the cumulative rewards collected after 450/80 episodes until the end.
Even in the NS case, the HypeRL agents still outperform the TD3 agents. However, because the control

Cumulative reward mean ± std mean ± std (> 250 ep.) mean ± std (> 450 ep.)
HypeRL-TD3 −13.50± 4.00 −13.47± 4.10 −13.07± 3.85

HypeRL-TD3 (µ only) −13.64± 4.02 −13.57± 4.09 −13.16± 3.83
TD3 −13.80± 4.10 −13.68± 4.18 −13.24± 3.94

TD3 (no µ) −13.97± 4.04 −13.88± 4.13 −13.41± 3.84

Table 3: Mean and standard deviation of the cumulative reward over training collected by the different algorithms.

Cumulative reward mean ± std mean ± std (> 40 ep.) mean ± std (> 80 ep.)
HypeRL-TD3 −10.21± 1.62 −9.69± 0.89 −9.45± 0.88

HypeRL-TD3 (µ only) −10.37± 1.88 −9.70± 0.93 −9.41± 0.02
TD3 −10.58± 2.36 −9.68± 0.90 −9.40± 0.87

TD3 (no µ) −10.77± 2.24 −9.90± 0.91 −9.62± 0.89

Table 4: Mean and standard deviation of the cumulative reward over evaluation collected by the different algorithms.

is only applied on one boundary, the system is less "controllable" than the KS PDE and the difference in
performance among the different agents is smaller. For example, if we only consider the later stages of the
training, the TD3 agent is capable of achieving similar performance to the HypeRL agents in evaluation,
while still inferior in early training/evaluation stages.

In Figure 6, B.11, and 7, we show average rewards, state and action costs, and 95% confidence bounds of
the rewards collected by the different agents. Similarly to the KS case, the results, especially in early stages
of the training (see Figure 6 (d)), show the superior performance of the parameter-informed HypeRL-TD3
agents. Again, the agent without access to the parameter µ achieves the worst performance. The analysis of
the confidence interval is consistent with the previous results and show very clearly that, especially in early
stages of the training, the HypeRL agents can learn good policies with limited training time.

Eventually, we show controlled solutions for t = tf and µ = 0.077 (unseen value inside the training
range) in Figure 8 and µ = 0.11 (unseen value outside the training range) in Figure 9 and we report the
state cost c1, and action cost αc2. Analogously to the KS case, the TD3 agent without access to the PDE
parameter µ is the worst-performing method in interpolation and extrapolation regimes. In the two examples
shown, the HypeRL-TD3 with only access to the parameter is the best performing agent, closely followed by
HypeRL-TD3, and TD3 with knowledge of µ. It is worth highlighting that the differences in performance
among the agents is less pronounced than in the KS case. This happens for two main reasons: (i) the control
only affects the system through one boundary, leaving the agent less capabilities to freely steer the PDE
towards the desired state, and (ii) the reference state and control used in the reward function in Equation
(25), provided by PDEControlGym, were generated for the case of µ = 0.1, making the control problem
extremely complex for different values of the parameters.
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(a) (b)

Figure 6: Training and evaluation results. The solid line represents the mean and the shaded area the standard deviation over 5
different random seeds.

(a) (b)

Figure 7: 95% confidence intervals of the training and evaluation reward for the different phases of training and evaluation. This
metric, suggested in [61], allows to assess the reliability of the results accounting for the stochastic nature of the RL experiments.

5. Conclusion

In this paper, we proposed a novel approach for optimal control of parametric PDEs using RL and
hypernetworks that we named HypeRL. In particular, due to the high computational cost of solving PDEs,
we focused on developing a framework for enhancing the performance of RL algorithms in terms of sample
efficiency and generalization to unseen instances of the PDE parameters when trained on a limited number of
instances of such parameters. We tested the capabilities of HypeRL on two challenging control problems of
chaotic and parametric PDEs, namely a 1D Kuramoto Sivashinsky and a 2D Navier Stokes. We showed that
knowledge of the PDE parameters and how this information is encoded, i.e., via hypernetorks, is an essential
ingredient for sample-efficient learning of control policies that can generalize effectively.
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Appendix A. Neural Network Architectures

Appendix A.1. HypeRL Architecture
The main policy and value function networks are composed of one input layer of dimension equal to

the state dimension |yk|, and state and action dimension |yk| + |uk|, respectively, one hidden layer with
256 neurons, and an output layer of dimension equal to the control action dimension |uk|, and dimension 1,
respectively. These weights and biases are learned by two hypernetworks with inputs the PDE parameter µ or
state and PDE parameter yk and µ. The hypernetworks use the same architecture and weight initialization
proposed in [38].

Appendix A.2. TD3 Architecture
The TD3 algorithms use the default and widely-used architectures introduced in [58]. The architectures

are analogous to the main policy and value function described in Section Appendix A.1 but with an additional
hidden layer of dimension 256. The input to these networks are state and PDE parameter, and state, action,
and PDE parameter, respectively. The TD3 without parameter has the very same architecture but without
access to the PDE parameter.
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Figure B.10: Training and evaluation results. The solid line represents the mean and the shaded area the standard deviation
over 5 different random seeds.

Appendix A.3. Convolutional Encoder 2D Navier-Stokes Equations
Due to the high dimensionality of the state (21× 21× 2 = 882 dimensions) in the NS test case, we utilize

a convolutional encoder to reduce the dimensionality of the state to 20 dimensions before feeding it to the RL
networks. The convolutional encoder is composed of 4 2D convolutional layers with 32 output channels, kernel
size of 3× 3, and stride length equal to 1 (with the exception of the first layer that uses stride length equal to
2). After the second and forth convolutional layer, we use a batch-normalization layer. The features are then
flattened and fed to two fully-connected layers to reduce the state dimension to 20. A similar architecture
was employed in [33].

Appendix B. Additional Results

Appendix B.1. 1D Kuramoto-Sivashinsky PDE
In Figure B.10, we show the state and action costs over training and evaluation for the KS PDE.

Appendix B.2. 2D Navier-Stokes Equations
In Figure B.11, we show the state and action costs over training and evaluation for the NS equations.
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Figure B.11: Training and evaluation results. The solid line represents the mean and the shaded area the standard deviation
over 5 different random seeds.
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