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Abstract

Solving partial or ordinary differential equation models in cardiac electrophysiology is a com-
putationally demanding task, particularly when high-resolution meshes are required to capture
the complex dynamics of the heart. Moreover, in clinical applications, it is essential to employ
computational tools that provide only relevant information, ensuring clarity and ease of inter-
pretation. In this work, we exploit two recently proposed operator learning approaches, namely
Fourier Neural Operators (FNO) and Kernel Operator Learning (KOL), to learn the operator
mapping the applied stimulus in the physical domain into the activation and repolarization time
distributions. These data-driven methods are evaluated on synthetic 2D and 3D domains, as well
as on a physiologically realistic left ventricle geometry. Notably, while the learned map between
the applied current and activation time has its modelling counterpart in the Eikonal model, no
equivalent partial differential equation (PDE) model is known for the map between the applied
current and repolarization time. Our results demonstrate that both FNO and KOL approaches
are robust to hyperparameter choices and computationally efficient compared to traditional PDE-
based Monodomain models. These findings highlight the potential use of these surrogate operators
to accelerate cardiac simulations and facilitate their clinical integration.

1 Introduction

Computational modeling of cardiac electrophysiology has become a fundamental tool for understand-
ing heart function, diagnosing cardiac conditions, and developing therapeutic interventions. Recent
years have witnessed significant advances in both mathematical modeling, numerical techniques and
computational capabilities, enabling increasingly sophisticated simulations of cardiac electrical activ-
ity. Despite these advances, the computational complexity of high-fidelity cardiac models remains
a substantial challenge, particularly for large-scale simulations, real-time applications, and clinical
decision support systems. The Bidomain model [8, 9, 18, 39, 35] serves as the gold standard for
describing the propagation of extra- and intracellular potentials in cardiac tissue, though its com-
putational complexity presents significant challenges for large-scale simulations. In several works, in
particular involving electromechanical coupling or interactions with fluid dynamics models of the hu-
man heart, researchers often turn to the more computationally efficient Monodomain model [9, 18] as
an alternative. The latter emerges as a simplified version of the Bidomain model where the intra- and
extracellular conductivities are proportional. This simplification results in a model that maintains
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Figure 1: Schematic representation of the EP problem to address. In particular, we aim at recon-
structing the activation/repolarization times of the cardiac tissue given the initial stimulus applied
for 1 ms.

reasonable accuracy while significantly reducing the computational demand. The Monodomain model
is constituted by a system of partial differential equations that describe the spatiotemporal evolution
of the transmembrane potential and associated gating or recovery variables, which either represent
the probability of ionic species flowing through the membrane or serve as recovery variables designed
to reproduce observed phenomenological potentials (see, e.g., the two-variable models derived from
the FitzHugh-Nagumo model [13]). A more computationally efficient approach is provided by Eikonal
models [9, 18], which focus on the evolution of cellular excitation wavefronts rather than the complete
spatial and temporal reconstruction of ionic action potentials: these models are extremely computa-
tionally cheap, though they provide less details regarding the upstroke thin layer of propagation.
Despite the extensive range of mathematical models and numerical schemes available for address-
ing electrophysiological (EP) problems, their computational burden remains a significant concern.
Furthermore, the primary interest in solving these models often lies in extracting key informative
quantities that can significantly assist clinicians, such as activation and repolarization times within
the cardiac domain. The activation and repolarization times serve as critical markers in cardiac elec-
trophysiology, providing essential information about the heart’s electrical function: the activation
time refers to the time when cardiac cells begin their depolarization process, whilst repolarization
time denotes the time when cells return to their resting state. These markers are fundamental for
understanding cardiac conduction patterns, identifying arrhythmogenic substrates [11], and evaluat-
ing the effects of drugs or interventions [41, 2]. Traditional approaches for computing these times
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typically require solving the full Monodomain or Bidomain models and extracting the times from the
resulting action potential waveforms, a process that is computationally intensive. Moreover, while
activation times can be evaluated more efficiently through the Eikonal model, repolarization times
lack of a classical Eikonal-like counterpart.
The emergence of scientific machine learning offers new opportunities to address these computational
challenges [7, 14, 20, 29, 38, 37, 30]. In particular one of its main branches, operator learning, aims to
approximate unknown operators that map between potentially infinite-dimensional functional spaces.
Given pairs of input/output functional data (u, f), where u ∈ U and f ∈ V are functions defined on
domains Ω and Ω′ respectively, the goal is to learn an approximation of an operator G : U → V using
machine learning architectures. Among the various recently-proposed operator learning architectures
(see, e.g, [25, 15, 40]), Fourier Neural Operators (FNOs) [23] have emerged as a powerful approach
based on the Neural Operator paradigm [22], parameterizing the integral kernel layers within the
architecture in the Fourier space and allowing efficient learning of mappings between function spaces
with resolution independence. FNOs have shown comparable performances for equispaced domains
with respect to the vanilla Deep Operator Networks [26]. Another promising approach is Kernel
Operator Learning (KOL) [4], which builds on standard kernel regression arguments to approximate
the mapping between function spaces. Compared to other neural operator methodologies, the key
advantage of the Kernel Operator Learning (KOL) approach lies in its non-iterative formulation; the
operator is obtained by solving a (potentially large) symmetric and positive definite linear system,
thereby eliminating the need for iterative training procedures typically required in neural network-
based frameworks.
Using operator learning techniques to predict activation and repolarization times based on inputs
such as tissue conductivity, fiber orientation, and stimulus location can help reduce computational
bottlenecks in traditional cardiac modeling. These approaches will also improve efficiency, making
computational tools more accessible for research and clinical practice. In this work, we take a step in
this direction by learning the mapping between an initially applied current stimulus and the activa-
tion/repolarization times at each physical point in the considered 2D or 3D domains, as schematically
represented in Figure 1. Specifically, we compare the performances of FNO e KOL in terms of training
time, testing time, memory usage and accuracy in testing, and we assess the potentialities of both
strategies for retrieving fast and accurate simulations.
This paper is structured as follows. In Section 2 we review the mathematical models (Section 2.1)
and we introduce and formalize FNO and KOL for the problem at stake and used in the numerical
experiments (Sections 2.2-2.4). In Section 3 we detail the dataset generation (Section 3.1) and presents
numerical results for both 2D and 3D cases, where we discuss the computational performance of the
trained models (Sections 3.2-3.4). Finally, in Section 4 we draw some concluding remarks.

2 Methods

2.1 PDE models

Mathematical models of electrophysiology (EP) play a crucial role in understanding and simulating
the electrical activity of cardiac tissue. These models describe the evolution of the transmembrane
potential and ionic currents, catching the fundamental mechanisms of excitation and propagation.
There is a plethora of EP models that may be used depending on the required level of detail (see,
e.g., [9]), ranging from ionic models, based on systems of ODEs, to other macroscopic formulations.
The Bidomain model [6] describes the propagation of the extra- and intracellular potentials and it
is widely used in order to model the electrical activation in the myocardium. However, as already
mentioned, its computational complexity makes it challenging for large-scale simulations [1, 5] and
the Monodomain model [42] is often preferred as a more efficient alternative.
The Monodomain model is derived from the cardiac Bidomain model when the intra- and the extra-
cellular conductivities, Di and De respectively, satisfy the following relationship [9]:
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De = λDi (1)

where λ ∈ R is a constant. The model reads as follows:

χCm
∂v

∂t
− λ

1 + λ
div(Di∇v) + Iion(v,w) = Iapp in Ω× (0, T ),

∂w

∂t
−R(v,w) = 0 in Ω× (0, T ),

∂c

∂t
−C(v,w, c) = 0 in Ω× (0, T ),

n⊤Di∇v = 0 on ∂Ω× (0, T ),

v(x, 0) = v0(x), w(x, 0) = w0(x) in Ω.

(2)

where v is the transmembrane potential, which represents the difference between the intra- and extra-
cellular potentials, Cm and χ are the membrane capacitance per unit area and the membrane surface
area per unit volume respectively, λ is the constant in (1), Iion is a ionic current density represent-
ing the flow of ionic species through the cellular membrane and Iapp is an applied stimulus in time.
This latter term depends on v, as well as on the gating or recovery variables of the ionic model,
w. These variables either describe the probability of ionic species flowing through the membrane or
serve as recovery variables designed to reproduce an observed phenomenological potential, as seen in
two-variable models derived from the FitzHugh-Nagumo [16] model. They are coupled to the reaction
diffusion PDE through a system of differential equations describing their evolution in time as well as
the dynamics of the ionic concentrations c, which are ruled by often nonlinear functions R(v,w) and
C(v,w, c). If there is no injection of current in the extracellular space, (2) can be considered as a
good approximation of the Bidomain model.
An alternative approach for modelling the evolution of the cellular excitation wavefront is based on
Eikonal models. Starting from the Bidomain model combined with a simplified representation of the
ionic currents, where we exclude any gating variables and we focus solely on the depolarization phase,
the Eikonal-diffusion equation is (see, e.g., [10]):

c0
√

∇ψ · M∇ψ − ∇ · (M∇ψ) = 1, inΩ,

M∇ψ · n = 0, on ∂Ωn,

ψ = ψD, on ∂ΩD,

(3)

where ψ is the unknown activation time of cardiac cells, i.e. the instant when the transmembrane
potential first crosses a predefined threshold during an action potential, marking the onset of electrical
excitation. Moreover, c0 represents the estimated velocity of the depolarization wave along the fiber
direction of the cardiac tissue for planar wavefronts, and M = 1

χCm

λ
1+λDi. Well-posedness is ensured

by imposing the Dirichlet boundary condition on a non-trivial portion of the domain boundary. An
alternative model, known as Eikonal-curvature, has been proposed in [19], and reads as

c0
√
∇ψ · M∇ψ −

√
∇ψ · M∇ψ∇ ·

(
M∇ψ√∇ψ · M∇ψ

)
= 1, (4)

endowed with the same boundary conditions of (3). In this model the diffusion term is proportional
to the anisotropic generalized mean curvature [9, 18]. In both equations, contour levels of ψ display
the activation times at each prescribed location. Eikonal models are particularly attractive from a
computational perspective, since they involve a single steady-state PDE that, despite being nonlinear,
does not require coupling with ODE systems. More importantly, unlike the transmembrane potential,
the activation time lacks internal or boundary layers, eliminating the need for special mesh restrictions.
Finally, we remark that activation and repolarization times can be both derived by post-processing
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the solution of the Monodomain model. However, while activation times can be obtained by solving
Eikonal equations, no Eikonal-based formulation has been proposed in the literature to directly extract
repolarization times.
In the next section we are going to introduce the operator learning tools that will enable us to construct
surrogate models for both activation and repolarization times.

2.2 Operator Learning: Basic Principles

Operator Learning (OL) aims to approximate an unknown operator

G : A → U ,
which maps between two infinite-dimensional functional spaces A and U . Given data pairs (a, u),
where a ∈ A and u ∈ U are functions defined on bounded domains Ω ⊂ Rn, Ω′ ⊂ Rm and sampled
over Rn and Rm respectively, the goal is to learn an approximation of G by mean of machine learning
surrogate model. The problem can be formalized as follows:

Problem 1. Let us consider {ai, ui}Ni=1 samples in A× U , such that

G(ai) = ui, with i = 1, 2, . . . , N. (5)

We define the observation operators ϕ : A → Rn and φ : U → Rm acting on the input and the output
functions, respectively. The aim of operator learning is approximating the operator G through the
observation of input/output pairs {ϕ(ai), φ(ui)}.
In this work we consider a natural choice for the observation operators ϕ and φ, namely the pointwise
evaluation at specific collocation points {xk}nk=1 ∈ Ω and {x̃k}mk=1 ∈ Ω′ respectively, which in general
can be different, i.e.

ϕ : a→ A := (a(x1), a(x2) . . . a(xn))
T ∈ Rn·da ,

φ : u→ U := (u(x̃1), u(x̃2) . . . u(x̃m))T ∈ Rm·du .
(6)

However, for simplicity, in this work we consider the same collocation points, namely n = m and
{xk}nk=1 = {x̃k}nk=1. We work in a supervised learning framework assuming we are given the training
dataset {Ai, Ui}Ni=1 where, consistently with our notation,

Ai := (ai(x1), ai(x2) . . . ai(xn))
T ∈ Rn·da and Ui := (ui(x1), ui(x2) . . . ui(xn))

T ∈ Rn·du .

Among all the possible operators ranging between A and U we aim at finding the one which mini-
mizes the error in a prescribed suitable norm and assuming tailored paradigms for the approximated
operator, e.g. machine learning architectures. In the following, we briefly expand on the two meth-
ods employed for the reconstruction of activation and repolarization times, namely Fourier Neural
Operators and Kernel Operator Learning.

2.3 Fourier Neural Operators

Fourier Neural Operators (FNOs) [23] are operator learning schemes based on the Neural Operator
paradigm [22].

Definition 1 (Neural Operator). Assuming the setting introduced in Problem 1, we define the Neural
Operator as the architecture Ĝθ : Rn → Rm with the following structure:

Ĝθ := Q ◦ σT (WT−1 +KT−1 + bT−1) ◦ · · · ◦ σ1 (W0 +K0 + b0) ◦ P (7)

where each inner operator represents a layer which maps the t-th hidden representation at to the next
one at+1, for t = 0 . . . T − 1, following the scheme reported in Figure 2. More in detail, a Neural
Operator is composed as follows:

5



• P : Rn → Rda0 , a lifting operator, namely a pointwise function mapping the observed input
to its first hidden representation, i.e. {ϕ(u) : U → Rn} 7→ {a0 : Ω0 ⊂ Rd0 → Rda0 }, with
da0 > d0. This operation is performed by a fully local operator, and its action is pointwise,
namely (P (u))(x) = P (u(x)) for x ∈ Ω;

• A composition of operators {at : Ωt → Rdat} → {at+1 : Ωt+1 → Rdat+1}, for t = 0, . . . , T − 1,
each one defined as the sum of a local linear operator Wt ∈ Rdat+1

×dat , a non-local integral
kernel operator Kt, and a bias function bt : Ωt+1 → Rdat+1 . This sum is then composed with
a fixed pointwise nonlinearity σt, called activation function, namely (σt(at+1))(x) = σ(at+1(x))
for any x ∈ Ωt+1. We set Ω0 = Ω and ΩT = Ω′, and assume that each Ωt ⊂ Rdt is a bounded
domain.

• Q : RdaT → Rm, a projection operator, namely a pointwise function, mapping the last hidden
representation {aT : Ω′ → RdaT } 7→ {φ(u) : U → Rm} to the observed output function. Since
dat > m, this is a projection step performed by a fully local operator, namely (Q(aT ))(x) =
Q(aT (x)) for every x ∈ Ω′.

Input and output dimensions da0 , · · · , daT
as well as the domains of definition Ω1, · · · ,ΩT−1 are

hyperparameters of the architecture.
In this work, we follow the first definition for the integral kernel operators proposed in [22]. As a
technical remark, we denote as C(Ωt+1 × Ωt, Rdat+1

×dat ) the Banach space of continuous functions
from Ωt+1 × Ωt to Rdat+1

×dat equipped with the sup-norm ||g||∞ := sup{|g(τ)| : τ ∈ Ωt+1 × Ωt},
g ∈ C(Ωt+1 × Ωt, Rdat+1

×dat ).
In this context, given κ(t) ∈ C(Ωt+1 × Ωt;Rdat+1

×dat ) such that κ(t)(x, y) = κ(t)(x − y), for all
(x, y) ∈ Ωt+1 × Ωt, the integral kernel operator Kt is defined as

(Kt(at))(x) =

∫
Ωt

κ(t)(x− y)at(y) dy ∀x ∈ Ω. (8)

At this point, we can thus make precise the single hidden layer update rule as

at+1(x) = σt+1

(
Wtat (x) +

∫
Ωt

κ(t)(x, y)at(y) dνt(y) + bt(x)

)
∀x ∈ Ωt+1. (9)

From this general structure for the Neural Operator, one can derive the FNO by discretizing the
integral kernel (8) in the Fourier space. The key feature of the FNO is that the integral kernel
is parameterized in the Fourier space. Therefore, in the following we recall the Fourier transform
F : L2(Ω,Cn) → ℓ2(Zd,Cn) and anti-transform F−1. Given a ∈ L2(Ω,Cn) and â ∈ ℓ2(Zd,Cn), we
define

(Fa)j (k) = âj(k) = ⟨aj , φk⟩L2(Ω,Cn), j ∈ {1, · · · , n}, k ∈ Zd,(
F−1â

)
j
(x) =

∑
k∈Zd

âj(k)φ
−1
k (x), j ∈ {1, · · · , n}, x ∈ Ω

φk(x) := e−2πik·x, x ∈ Ω.

(10)

For the FNO, the domain considered for each layer is the periodic torus Ωt = Td = [0, 2π]d, although
for a general input it is sufficient to take its periodic extension rescaled in [0, 2π]d.
The integral kernel κ(t) in (8) is a function parameterized by some parameters θt belonging to a

suitable space Θt ⊂ Rdat+1
×dat . Thus we write κ(t) = κ

(t)
θt
. From (8), we set κ

(t)
θt
(x, y) = κ

(t)
θt
(x − y)

and we apply the convolution theorem for the Fourier transform,

(Kt(at))(x) =

∫
Ω

κ
(t)
θt
(x− y)at(y) dy = F−1

(
F
(
κ
(t)
θt

)
· F(at)

)
(x), ∀x ∈ Ωt, (11)
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at(x)

Figure 2: Schematic architecture of Fourier Neural Operators (FNO).

where the dot operation is defined as

F
(
κ
(t)
θt

)
· F(at) :=

∑
k∈Z

F
(
κ
(t)
θt

)
(k) · F(at)(k) =

∑
k∈Z

κ̂
(t)
θt
(k) · v̂t(k). (12)

Considering k ∈ Zd fixed as frequency mode, we have that F
(
κ
(t)
θt

)
(k) ∈ Cdat+1

×dat and F(at)(k) ∈
Cdat . Hence, κ

(t)
θt

can be parameterized directly by its Fourier coefficients and (11) reads as:

(Kt(at))(x) = F−1 (Rθt · F(at)) (x), ∀x ∈ Ωt, (13)

where Rθt = κ̂
(t)
θt
(k) for k fixed. Fig. 2 represents the schematic FNO architecture considered in this

work.
Numerically, the FNO needs to be approximated from continuous space to discrete ones for dealing
with finite-dimensional parameterizations. We call pseudo(Ψ)-Fourier Neural Operator (Ψ-FNO) the
approximated architecture, following [21]. In this case, the domain Ωt is discretized with J ∈ N points,
and therefore at can be treated as a tensor in CJ×dat . Since integrals cannot be calculated exactly,
this leads to considering the Fourier series truncated at a maximal mode kmax, such that

kmax =
∣∣{k ∈ Zd : |kj | ≤ kmax,j , for j = 1, . . . , d}

∣∣.
In practical implementations, the Fourier transform is replaced by the Fast Fourier Transform (FFT),
and the weight tensor Rθt is parameterized as a complex-valued tensor Rθt ∈ Ckmax×dat+1

×dat for
i = 1, . . . , L. For simplicity, we denote Rθt with R. Finally, we note that if at is real-valued, we
can enforce conjugate symmetry in tensor R for imposing at+1 to be real-valued, namely R(−k)j,l =
R(k)j,l.
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Figure 3: Kernel Operator Learning (KOL) diagram. Starting from the input function a, A collects
observations of the function at different collocation points through ϕ. Then, the vector-valued f† pro-
cesses observations of the input into observations of the output A = ϕ(a). Finally, the reconstruction
operator is applied to determine the output function u = χ(U).

2.4 Kernel Operator Learning

Kernel Operator Learning (KOL) is a recently formalized operator learning technique [4], based on
standard kernel regression arguments. Following the diagram in Figure 3, retrieving the approximated
operator Ḡ is equivalent to determining a vector-valued function f† : Rn·da → Rn·du such that Ḡ =
χ ◦ f† ◦ ϕ, where χ : Rn·du → U is a reconstruction operator and ϕ has been defined in Problem 1.
In the following, we formalize KOL in the scalar-function case, i.e. assuming da = du = 1. More
specifically, analogously to [44], endowing A and U with a Reproducing Kernel Hilbert Space (RKHS)
structure and using kernel regression to identify the maps γ and χ, the approximated operator can
be written explicitly in closed form as

Ḡ(a)(x) = K(x,X )K(X ,X )−1

 N∑
j=1

S(ϕ(a), Aj)αj

 , (14)

where K is the kernel function induced by the RKHS structure of U , the vector

X = [x1,x2 . . .xn]
T ∈ Rn·d

contains the collocation points, and S : Rn × Rn → R is a properly chosen vector-valued kernel.
Moreover, K(·,X ) : Ω → Rn is a row vector such that K(x,X )i = K(x,xi), and K(X ,X ) is an n× n
matrix such that K(X ,X )ij = K(xi,xj). Since we deal with pointwise observation functions ϕ and φ,

K(x,X ) computes the evaluation of the linear interpolant of points in X at x, whilst K(xi,xj) = δji .
Parameters {αj}Nj=1 ∈ Rn are the kernel regression parameters over the input/output training pairs.
From a computational standpoint, after selecting the scalar kernel S(·, ·) for the discrete vector spaces,
the problem reduces to solving n linear systems of size N in order to determine the different compo-
nents of each {αj}j : with a slight abuse of notation we call this matrix S(A,A) ∈ RN×N where each
entry is [S(A,A)]ij = S(Ai, Aj). To achieve this, we employ the Cholesky factorization of the matrix
and solve the resulting systems using standard substitution methods. Moreover, a regularization term
is introduced in the regression formulation, with a penalty parameter set to 10−10.
A key factor influencing the approximation and generalization properties of KOL methods is the
selection of the scalar kernel S. The optimal kernel function for kernel regression remains a subject
of ongoing debate and is application-dependent. For example, some novel approaches involve learning
kernels by simulating data-driven dynamical systems, enhancing the scalability of Kernel Regression
[28]. In this context, we present a few choices for S used in this study, with additional options available
in [44]. We note that the proposed kernel functions are specifically tailored for input functions that
represent stimuli, such as indicator functions. When working with smoother functions, it is necessary
to appropriately adjust the kernel functions based on the specific case at hand.
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• Radial Basis Functions (RBF) kernel: S(A1, A2) = e−
∥cA1

− cA2
∥22

2σ2 , where cA∗ represents
the vector of coordinates of the centroid of non-zero elements of discrete observations in A∗. It
has the interpretation of a similarity measure and it decreases as long as the distance between
points increases. In the case of RBF kernel, Kernel Operator Learning has an explicit connection
with Gaussian Processes (GP) for regression tasks (see, e.g., [34]).

• Neural Tangent Kernel (NTK): Given a neural network regressor f(x; θ) of depth dnn, width
lnn and activation function σnn, with θnn denoting the vector collecting all weights and biases,
we define the family of finite-width Neural Tangent Kernels {S}τ>0 : Rn × Rn → R as

Sτ (Ai, Aj) := ⟨∂θnnf(Aj ; θnn(τ)), ∂θnnf(Ai; θnn(τ))⟩, (15)

where τ represents a fictitious iteration time. It has been proven that, if the initialization of the
weights follows the so-called NTK initialization [17], in the infinite-width limit each element in
the sequence {Sτ}τ converges in probability to a stationary kernel independently on τ , i.e.

Sτ (Ai, Aj) →
P
S(Ai, Aj), ∀ τ > 0, ∀Ai, Aj . (16)

Hence, the family of NTKs strictly depends on two parameters: activation function and depth
of the associated neural network. In this paper, with NTK we refer to the infinite-width limit
kernel function.

• Euclidean distance between centroids (IQ): S(A1, A2) =
1√

σ1∥cA1
− cA2

∥+σ2

, where, even

in this case, cA∗ is the vector of coordinates of the centroid of non-zero elements of discrete
observations in A∗. This kernel function is driven by the physics of the problem at stake,
estimating the distance between centroids of the activation region in Euclidean metrics.

Each of the kernel functions considered depends on specific hyperparameters that need to be tuned
for the given physical application, e.g. the variance for RBF kernels, the width and depth of NTK,
and the constants σ1, σ2 for the IQ kernel. A table summarizing the tuned hyperparameters for each
KOL scheme used in the 2D sensitivity analysis (see Section 3.2) is provided in Appendix B.

3 Numerical results

In this section we report the results of the numerical tests performed with FNO and KOL on three
different test cases for our problem: a 2D squared domain (Section 3.2), a 3D slab (Section 3.3) and
a realistic ventricle unstructured mesh (Section 3.4).

3.1 Dataset generation details

To construct the dataset for training operator learning models, we generate input excitations and the
corresponding solutions of the Monodomain model (2) discretized by Q1 finite elements, on quadri-
lateral grids for the 2D case and hexahedral grids for the 3D case (see Figure 4). The Monodomain
model is coupled with either the Rogers-McCulloch ionic model [31] for the 2D case or the Ten Tuss-
cher ionic model [36] for the 3D cases, in order to describe the transmembrane potential between the
intra- and extracellular domains. Activation and repolarization times are computed as postprocessing
of the Monodomain solutions. The applied excitation is defined as a fixed intensity pulse applied for
1ms over a random region of the domain. Regarding the diffusion parameters, we have considered
χ = Cm = 1, and Di = σ1n1n

T
1 + σ2n2n

T
2 + σ3n3n

T
3 , where the triplet {n1,n2,n3} represents the

fiber orientation. The conductivities employed in the various scenarios are chosen according to the
test cases outlined in [9]. For each training we consider an input dataset collecting electrical stimuli
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Figure 4: Grids adopted for the numerical simulations: (a) 2D grid, (b) 3D slab and (c) 3D unstructed
ventricle.

(named iapps) and the corresponding output maps of activation times (named acti) and repolariza-
tion times (named repo). The name of each dataset is followed by the number of samples it contains,
where the repartition between training and testing dataset is 80%/20%. The datasets’ structure varies
depending on the spatial dimension, as detailed below:

• 2D case: we consider N different current stimuli in iapps in the form of N × 2 matrices,
collecting the (x, y) coordinates where each pulse is applied. For the basic case, activation and
repolarization times are two matrices named of size N × n2no, where nno is the number of dis-
cretization points per dimension (100 in our case). In this scenario, we have also considered
the case where the cardiac fibers modeled are rotated by 45° counterclockwise, and the corre-
sponding output maps of activation and repolarization times are called acti rot and repo rot,
respectively. The sizes of these datasets are the same of the basic case. In this case we assume
n1 = nx and n2 = ny, and a counterclockwise rotation of each direction for the rotated case.

• 3D slab: each stimulus is an N × nx × ny × nz binary tensor, where ones indicate pulse
application points. We consider nx = ny = 49 nodes in the x and y directions, nz = 9 nodes
in the z direction. The activation and repolarization outputs have the same shape of the pulse.
For the fiber direction we assume n1 = nx, n2 = ny and n3 = nz.

• 3D unstructured ventricle: the input stimuli areN×N×3 matrices, whereN is the number of
nonzero nodes in the unstructured mesh of the ventricle. Similarly, activation and repolarization
outputs are N × Nn × 3 tensors, with Nn being the total number of unstructured mesh nodes
(about 35k degrees of freedom). In this case we consider the fiber orientation extracted by the
physiological ventricle.

These structured and unstructured datasets provide diverse inputs for training operator learning
architectures. In order to evaluate accuracy performance of the trained OL schemes we compute the
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generalization error as the discrete L2 relative error, namely,

L2
err =

1

Np

Np∑
n=1

∥yn
p − yn∥2
∥yn∥2

, (17)

where yn is the vector containing the ground truth evaluations of activation/repolarization maps at
the different points of the domain whilst yn

p is the corresponding vector of predictions. For the 3D
case representing a 3D ventricle, we remind that the Pearson dissimilarity coefficient P is defined as
P = 1−R, with

R =
Cov(Y, Yp)

σY σYp

. (18)

Here, Cov(Y, Yp) is the covariance between the ground truth of the tested samples and the predictions
as flattened vectors (respectively Y and Yp) and σY,Yp

is the standard deviation relative to the test
dataset or the predictions.

3.2 2D case

The experiments conducted on the 2D domain Ω = (0, 1)2 using both architectures provide insightful
observations on the model’s performance across different datasets, hyperparameters setup, and fiber
configurations. Figures 5 and 6 depict test samples reconstructed with FNO (top) and KOL (bottom)
for activation and repolarization times.
The FNO architecture employed comprises four Fourier layers with 16 Fourier modes along the x-axis
and 4 modes along the y-axis, with a total number of approximately 532k trainable parameters. In
Tables 1 and A1, results indicate that the use of a tailored learning rate reduction policy (reduce-
OnPlateau), where the learning rate is reduced by a factor of 0.95 whenever the test loss is not
decreasing, consistently outperforms training without such a policy. For instance, in the activation
dataset acti with 3000 samples, the test error is reduced from 2.82× 10−3 (no policy) to 2.66× 10−3

when the policy is applied. In the FNO results the uncertainty bands arise from considering different
trained architectures with various Kaiming normal initializations [12] of the trainable parameters.
The rotated fiber tests, where a 45° rotation of the myocytes is applied on the domain, generally show
larger test errors compared to their non-rotated counterparts with the same number of training samples
(cfr. Table A1 and A2). This observation suggests that the FNO architecture might be sensitive to the
structural alignment of input features. Moreover, we notice that increasing the dataset size improves
the performance, as evident in both activation and repolarization datasets. For activation tests with
2000 and 3000 samples, the test error drops, highlighting the benefit of having more training data
for learning the spatial features of the solution. In terms of computational efficiency, for FNO the
GPU memory consumption remained stable at approximately 5.6GB for 2000-sample datasets and
increased slightly to 5.79GB for 3000-sample datasets. Training times scaled proportionally with
dataset size, from 48 minutes for 2000 samples to 72 minutes for 3000 samples. We notice a general
low absolute error, with some areas for the activation case propagating orthogonally with respect to
level curves. This error distribution was observed also for the KOL case in Figure 5 (bottom, right),
but a theoretical explanation of such a pattern remains unknown. A more uniform pattern is observed
instead for the repolarization case.
We conducted a large number of numerical simulations using the same training and testing datasets
employed for FNO architectures to evaluate the performance of KOL (cfr. Tables 1, A2, and A3).
The primary objective of this sensitivity analysis was to assess the impact of kernel selection, a critical
factor that is highly problem-dependent and can significantly affect prediction quality.
From Tables A2 and A3, we observe that IQ kernel-based strategies yield generalization errors at
least two orders of magnitude lower than those using NTK or RBF. This improved performance
is attributed to the IQ kernel’s efficiency in computing correlations of compact support indicator
functions, which accurately represent activation regions. Notably, this advantage persists even when
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FNO
with lr policy

reduceOnPlateau

Test Error Dataset (size) GPU
Memory

Training
Time

2.66E-03 ± 2.27E-04 acti (3000) 5.79GB 72 min

3.33E-03 ± 3.13E-04 acti rot (2000) 5.62GB 48 min

3.13E-03 ± 2.33E-04 repo (3000) 5.79GB 72 min

3.53E-03 ± 3.63E-04 repo rot (2000) 5.62GB 48 min

KOL
with iq4 kernel

Test Error Dataset (size) CPU
Memory

Training
Time

9.52E-04 acti (3000) 1.15GB 10 min

9.34E-04 acti rot (2000) 0.91GB 8 min

4.74E-04 repo (3000) 1.15GB 10 min

4.69E-04 repo rot (2000) 0.91GB 6 min

Table 1: Performance comparison of FNO (reduce-on-plateau learning rate policy) and KOL (iq4
kernel) methods on 2D datasets.

increasing the training set size for both activation and repolarization reconstructions. Additionally,
KOL exhibits sensitivity to structural alignments of input features. Specifically, tests with rotated
fibers achieve higher accuracy than unrotated counterparts. We observe that KOL significantly reduces
training times with respect to FNO, decreasing from thousands of seconds to just few hundreds, as it
requires solving a single symmetric, positive definite linear system rather than an iterative optimization
process. However, as training size increases, the system’s condition number rises which may impact
on testing performances. Therefore, in this case, the use of tailored preconditioning strategies is
crucial (cfr. [27, 33]). Regarding computational efficiency, CPU memory consumption scales with
training size but remains close to 1 GB. It is important to note that the accuracy and training time
improvements offered by KOL must be considered in light of the non-negligible time required for kernel
selection. Furthermore, we note that KOL, equipped with the chosen deterministic kernels, produces
fully deterministic predictions: therefore, unlike FNO, it does not exhibit uncertainty bands due to
hyperparameter initialization.
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Figure 5: Comparison of FNO (top) and KOL (bottom) activation time predictions for the 2D case
(acti with 2000 samples).
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Figure 6: Comparison of FNO (top) and KOL (bottom) repolarization time predictions for the 2D
case (repo with 2000 samples).
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3.3 3D slab

Additional experiments conducted on a 3D slab in (0, 1)3 have been conducted using the two operator
learning approaches discussed. As will be shown, the performance of FNO and KOL remained robust
despite the increased dimensionality of this test case. The architecture employed for FNO comprises
four Fourier layers with 16 Fourier modes along the x-axis, 8 along the y-axis and 4 along the z-
axis, resulting in approximately 8.4 million trainable parameters. Given the improved performance
observed for the 2D case, all experiments used the reduceOnPlateau learning rate policy, where
the learning rate decreases upon stagnation of the validation loss. Instead, we endow KOL with
iq4 kernel (cfr. Table B5) following the sensitivity analysis of the 2D case. In Table 2, the results
indicate that increasing the dataset size significantly enhances prediction accuracy for both models.
For the activation dataset, the FNO test error decreased from 4.15 × 10−2 to 3.27 × 10−2 when the
sample size increased from 1000 to 2000. A similar trend is observed for repolarization, where the test
error dropped from 8.46 × 10−3 to 6.91 × 10−3. Conversely, KOL exhibits the opposite behavior: as
the dataset size grows, the conditioning number of the SDP system increases, and, therefore testing
error increases (e.g. from 5.33 × 10−3 at 1000 dataset size to 6.19 × 10−3 at 2000 dataset size for
repolarization). Nonetheless, test errors for KOL remain consistently lower than those of FNO in
both activation and repolarization cases. However, as reported in Figure 12, most of the test data
predictions for the acti 2000 dataset are distributed under 1% of the relative L2 error, despite
having around 3.5% of the data as outliers for the FNO case. Similar results are obtained for KOL
in Figure 13. For the repo 2000 dataset the reader can refer to Figures 16-17. In Figure 11 we have
also reported the training and test loss decaying plot for FNO.
Compared to 2D tests, computational costs rise substantially in 3D. For FNO, GPU memory con-
sumption increased from 13.66GB (1000 samples) to 14.09GB (2000 samples), whereas KOL required
1.67GB and 2.56GB, respectively. Training times scaled linearly for both models, with FNO requiring
94 minutes for 1000 samples and 188 minutes for 2000, while KOL completed training in 211 seconds
and 427 seconds for the same dataset sizes. Figures 7, 8, 9 and 10 illustrate activation and repo-
larization time predictions for both models, along with the corresponding high fidelity solutions and
absolute errors across three slices of the slab domain representing the endocardium, epicardium and
the intermediate slice. The applied stimulus belongs to the epicardium surface for the reconstruc-
tion of activation times, whilst it belongs to an intermediate sheet between the endocardium and the
middle of the slab for the repolarization case. In both cases, prediction error increases as far as the
distance from applied stimuli increase. While FNO exhibits a nearly uniform absolute error distri-
bution slightly higher than in the 2D case, KOL’s errors tend to be concentrated near the activation
region and propagate orthogonally to the level curves of the activation (or repolarization) times.

3.4 3D unstructured ventricle

In the last test case considered, we solved our problem on an unstructured mesh representing a
human ventricle, which consists of approximately 35k degrees of freedom. In this case, the FNO
was adapted to handle irregular domains. In particular, we implemented a Non-Uniform Discrete
Fourier Transform (NUDFT) following the approach presented in [24]. On the other hand, KOL
did not require any specific modifications to operate in this unstructured setting. Since the input is
defined on an unstructured grid, we modified its representation accordingly. Specifically, each dataset
consists of N samples, where each sample corresponds to a vector of size Nnodes with binary values:
a value of 1 at a given node indicates the presence of an external stimulus, while 0 represents the
absence of stimulation. Given that all stimuli have the same pulse intensity and duration, the input
applied current was reformulated as a matrix of dimension N ×Nstim × 3, where Nstim represents the
maximum number of stimulated nodes across all samples, with padding applied where necessary. The
numerical solutions for the activation and the repolarization times were structured as tensors of size
N ×Nnodes × 3, capturing the time evolution of the solution on the unstructured mesh.
The results in Table 3 provide insights into the performance of FNO and KOL on this complex domain.
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FNO
with lr policy

reduceOnPlateau

Test Error Dataset (size) GPU
Memory

Training
Time

4.15E-02 ± 2.02E-03 acti (1000) 13.66GB 94 min

3.27E-02 ± 5.86E-04 acti (2000) 14.09GB 188 min

8.46E-03 ± 6.51E-04 repo (1000) 13.66GB 94 min

6.91E-03 ± 3.44E-04 repo (2000) 14.09GB 188 min

KOL
with iq4 kernel

Test Error Dataset (size) CPU
Memory

Training
Time

1.67E-02 acti (1000) 1.67GB 3 min

1.82E-02 acti (2000) 2.56GB 7 min

5.33E-03 repo (1000) 1.67GB 3 min

6.19E-03 repo (2000) 2.56GB 7 min

Table 2: Performance comparison of FNO and KOL methods on 3D datasets.
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Figure 7: Example of FNO activation time prediction for the 3D case (acti with 2000 samples). The
picture represents three slices of tissue: epicardium (top), middle (center) and endocardium (bottom).
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Figure 8: Example of FNO repolarization time prediction for the 3D case (repo with 2000 samples).
The picture represents three slices of tissue: epicardium (top), middle (center) and endocardium
(bottom).
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Figure 9: Example of KOL activation time prediction for the 3D case (acti with 2000 samples). The
picture represents three slices of tissue: epicardium (top), middle (center) and endocardium (bottom).
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Figure 10: Example of KOL repolarization time prediction for the 3D case (repo with 2000 samples).
The picture represents three slices of tissue: epicardium (top), middle (center) and endocardium
(bottom).
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Figure 11: FNO loss plot for the 3D case (acti 2000 dataset). Mean train and test loss of three
different randomly initialized models (dashed line). Standard deviation over the three models for each
epoch is also reported (light shadow).
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Figure 12: FNO box plot and histogram for the 3D dataset acti2000 relative to the best model
trained (outliers not shown). For the training set, 3% of the data have a relative L2 error greater than
4%, while for the test set, 3.5% of the data exceed this threshold.
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(a) KOL box plot.
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Figure 13: KOL box plot and histogram for 3D dataset acti 2000 relative to the best model trained
(outliers not shown). Training results are not shown since we achieve machine precision. For the test
set, 1.5% of the data have a relative L2 error greater than 10%.
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FNO
with lr policy

reduceOnPlateau

Test Error Dataset (size) GPU
Memory

Training
Time

Testing
Time

Pearson
(test)

7.15E-02 ± 9.84E-03 acti (2000) 6.13GB 80 min 8.5E-03 sec 4.3E-03

4.86E-02 ± 1.26E-02 repo (2000) 6.15GB 84 min 9.7E-03 sec 3.6E-03

KOL
with iq4 kernel

Test Error Dataset (size) CPU
Memory

Training
Time

Testing
Time

Pearson
(test)

1.22E-02 acti (2000) 1.33GB 5 min 5.6E-02 sec 7.63E-05

5.29E-03 repo (2000) 1.34GB 5 min 6.0E-02 sec 7.64E-05

Table 3: Performance comparison of KOL on 3D unstructured datasets. Time single prediction test
performed on a machine equipped with chip Apple M1 Pro.

The FNO architecture employed consisted of Fourier layers with four Fourier modes in each spatial
direction (x, y, and z), leading to trainable parameters ranging between 10.8M and 11.3M. We applied
a reduceOnPlateau learning rate policy, as it consistently yielded better predictions in previous tests
by dynamically adjusting the learning rate when the test loss plateaued. The architecture’s depth and
width also influenced performance. Notably, for N = 2000, increasing the model width from 2 to 16
substantially improved accuracy, reducing the test error from 1.44 × 10−1 to 7.18 × 10−2. However,
beyond a certain point, further increases in width did not yield significant improvements, with test
errors fluctuating for widths above 32. Similarly, deeper architectures (L > 1) did not always lead
to better performance, indicating that an optimal hyperparameters selection is crucial for balancing
expressivity and generalization. In Table 2 we reported the most accurate performances of FNOs
obtained considering L = 3.
Also in this case, KOL (endowed with iq4 kernel) significantly outperforms FNO in terms of test error,
achieving a test error as low as 5.29× 10−3 on the repolarization dataset for N = 2000, compared to
FNO’s 4.86 × 10−2. The difference is even more pronounced for the activation dataset, where KOL
attains a test error of 1.22 × 10−2, while FNO’s best result remains at 7.15 × 10−2. Additionally,
KOL exhibits lower Pearson dissimilarity values, indicating a better linear correlation between the
ground truth test data and the corresponding predictions. Solutions for a specific test case, for both
activation and repolarization, are shown in Figures 14 and 15. The absolute error plots highlight the
lower error achieved by KOL, with a maximum absolute error of 4 ms, compared to larger regions
reaching approximately 8.6 ms in the FNO case. However, both architectures successfully captured
the qualitative distribution of activation and repolarization times.
Computationally, FNO has an advantage in terms of inference time. A single prediction with FNO
on the larger dataset, consisting of 2000 samples with 1600 for training and 400 for testing, takes
approximately 8.5 ms, whereas KOL requires 56 ms for the same task. Both methods outperform the
solution of a single Monodomain model implemented using the PETSc library [3] on a node equipped
with an Intel(R) Xeon(R) Silver 4316 CPU @ 2.30GHz and two Nvidia H100 GPUs, which requires
about 4 minutes on 2 cores with GPU acceleration. In order to have a fair comparison from a user’s
point of view, we have performed the single prediction timing tests on an laptop equipped with an
Apple M1 Pro chip, while the trainings have been performed on a machine equipped with an NVIDIA
Quadro RTX 5000 GPU for FNO, while on an Intel i7 machine for KOL.
Furthermore, in this case training KOL is significantly faster than FNO, requiring only a few minutes
compared to FNO’s training time, which ranges from 58 to 84 minutes depending on the configuration.
KOL is also much more memory efficient, using just over 1GB of CPU memory, compared to FNO’s
GPU memory consumption of around 6.1GB. These results suggest that KOL is lighter, faster and
more accurate than FNO, even though we expect the latter to be more time-efficient when predicting
a large number of occurrences is required.
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(a) Activation

(b) Repolarization

Figure 14: Example of FNO predictions for the 3D unstructured case: (a) Activation times (acti
2000), (b) Repolarization times (repo 2000).
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(a) Activation

(b) Repolarization

Figure 15: Example of KOL predictions for the 3D unstructured case: (a) Activation times (acti
2000), (b) Repolarization times (repo 2000).

4 Conclusions

In this study, we developed and formalized operator learning approaches to reconstruct activation and
repolarization times in cardiac tissue, given an input activation region corresponding to electrically
stimulated cells. This problem is particularly significant for clinicians, as utilizing computational archi-
tectures for patient-specific simulations can improve clinical decision-making. Although activation and
repolarization times can be derived from PDE-based models, simulating these processes entails solving
large-scale systems, resulting in high computational costs. For this purpose, we adapted and evaluated
two operator learning strategies: Fourier Neural Operators (FNO), based on the convolution theorem
for the Fourier transform, and Kernel Operator Learning (KOL), based on kernel regression. These
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trained operator learning techniques yield accurate and computationally efficient approximations of
the target maps when evaluated on new samples. Notably, in the repolarization case, we successfully
approximated an operator map for which no corresponding PDE model is currently available. Training
data were generated by solving the monodomain model with spatial randomly distributed pulses with
different ionic models using finite element method on 2D and 3D structured meshes, as well as on a
physiologically realistic left ventricle. Both methods demonstrated robust and accurate performance
(with errors generally below 1%) while significantly reducing computational costs compared to clas-
sical FEM-based simulations in a high number of evaluations. Additionally, a systematic sensitivity
analysis was conducted for the 2D case to assess hyperparameter dependence of both architectures.
Our numerical experiments demonstrate that KOL outperforms FNO in terms of accuracy and training
time, even in the challenging case of 3D unstructured meshes. However, the computational gains of
KOL are partially offset by the significant cost associated with kernel selection, which may pose a
limitation. This latter problem may be mitigated by choosing the kernel adaptively, e.g. relying on
the so called parametric Kernel Flows approaches [28]. Additionally, our results validate the feasibility
of applying FNO to unstructured cardiac meshes, provided that suitable architectural modifications
are implemented to accommodate non-uniform data structures. Finally, while KOL offers superior
accuracy, it comes at the expense of an increased inference time compared to the FNO counterpart.
Hence, FNO can be the eligible choice for very high number of validation data.

Acknowledgments

EC, NP, LP, SS, MV and GZ are members of INdAM-GNCS. EC and LFP have been supported
by MUR (PRIN 202232A8AN 002 and PRIN P2022B38NR 001) funded by European Union - Next
Generation EU. SS and GZ have been supported by MUR (PRIN 202232A8AN 003 and PRIN
P2022B38NR 002) funded by European Union - Next Generation EU.

23



A Extended Tables

In this section we report the extended version of the tables presented in Sec. 3.

F
N
O

Test Error Dataset (size) lr policy GPU
Memory

Training
Time

3.33E-03 ± 8.41E-05 acti (2000)

reduceOnPlateau

5.62GB 48 min

2.66E-03 ± 2.27E-04 acti (3000) 5.79GB 72 min

3.33E-03 ± 3.13E-04 acti rot (2000) 5.62GB 48 min

3.64E-03 ± 9.13E-04 repo (2000) 5.62GB 48 min

3.13E-03 ± 2.33E-04 repo (3000) 5.79GB 72 min

3.53E-03 ± 3.63E-04 repo rot (2000) 5.62GB 48 min

3.80E-03 ± 1.45E-04 acti (2000)

None

5.69GB 48 min

2.82E-03 ± 2.28E-04 acti (3000) 5.79GB 72 min

3.77E-03 ± 9.65E-04 acti rot (2000) 5.62GB 48 min

3.40E-03 ± 5.77E-05 repo (2000) 5.62GB 48 min

3.53E-03 ± 3.32E-04 repo (3000) 5.79GB 72 min

4.16E-03 ± 4.04E-05 repo rot (2000) 5.62GB 48 min

Table A1: Performance comparison of FNO on 2D datasets.
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K
O
L

Test Error Dataset (size) Kernel (iq) CPU
Memory

Training
Time

9.33E-04 acti rot (2000) iq-1 0.91GB 476 sec

9.35E-04 acti rot (2000) iq-2 0.92GB 517 sec

9.39E-04 acti rot (2000) iq-3 0.91GB 517 sec

9.34E-04 acti rot (2000) iq-4 0.91GB 459 sec

1.15E-03 acti rot (2000) iq-5 0.97GB 477 sec

1.19E-01 acti rot (2000) ntk-1 0.97GB 660 sec

1.41E-01 acti rot (2000) ntk-2 0.97GB 691 sec

1.42E-01 acti rot (2000) ntk-3 0.97GB 687 sec

1.73E-01 acti rot (2000) rbf-1 0.92GB 93 sec

1.19E-01 acti rot (2000) rbf-2 0.92GB 92 sec

1.18E-01 acti rot (2000) rbf-3 0.92GB 89 sec

1.07E-03 acti (2000) iq-1 0.91GB 444 sec

1.08E-03 acti (2000) iq-2 0.91GB 451 sec

1.09E-03 acti (2000) iq-3 0.92GB 442 sec

1.08E-03 acti (2000) iq-4 0.92GB 448 sec

1.38E-03 acti (2000) iq-5 0.91GB 448 sec

1.31E-01 acti (2000) ntk-1 0.97GB 656 sec

1.54E-01 acti (2000) ntk-2 0.97GB 652 sec

1.55E-01 acti (2000) ntk-3 0.97GB 636 sec

1.86E-01 acti (2000) rbf-1 0.92GB 82 sec

1.31E-01 acti (2000) rbf-2 0.92GB 80 sec

1.30E-01 acti (2000) rbf-3 0.92GB 80 sec

9.51E-04 acti (3000) iq-1 1.15GB 613 sec

9.53E-04 acti (3000) iq-2 1.15GB 609 sec

9.54E-04 acti (3000) iq-3 1.15GB 616 sec

9.52E-04 acti (3000) iq-4 1.15GB 611 sec

1.11E-03 acti (3000) iq-5 1.15GB 611 sec

1.28E-01 acti (3000) ntk-1 1.20GB 979 sec

1.52E-01 acti (3000) ntk-2 1.20GB 980 sec

1.51E-01 acti (3000) ntk-3 1.20GB 1007 sec

1.83E-01 acti (3000) rbf-1 1.18GB 117 sec

1.28E-01 acti (3000) rbf-2 1.15GB 125 sec

1.27E-01 acti (3000) rbf-3 1.15GB 127 sec

Table A2: Performance comparison of KOL on 2D datasets for reconstructing activation maps.
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K
O
L

Test Error Dataset (size) Kernel (iq) CPU
Memory

Training
Time

4.69E-04 repo rot (2000) iq-1 0.91GB 418 sec

4.67E-04 repo rot (2000) iq-2 0.91GB 389 sec

4.69E-04 repo rot (2000) iq-3 0.92GB 389 sec

4.69E-04 repo rot (2000) iq-4 0.91GB 393 sec

6.72E-04 repo rot (2000) iq-5 0.91GB 397 sec

5.95E-02 repo rot (2000) ntk-1 0.97GB 575 sec

7.02E-02 repo rot (2000) ntk-2 0.97GB 571 sec

6.98E-02 repo rot (2000) ntk-3 0.97GB 565 sec

8.33E-02 repo rot (2000) rbf-1 0.92GB 72 sec

5.93E-02 repo rot (2000) rbf-2 0.92GB 71 sec

5.91E-02 repo rot (2000) rbf-3 0.92GB 72 sec

4.93E-04 repo (2000) iq-1 0.91GB 408 sec

4.92E-04 repo (2000) iq-2 0.91GB 450 sec

5.19E-04 repo (2000) iq-3 0.91GB 473 sec

4.93E-04 repo (2000) iq-4 0.91GB 473 sec

7.82E-04 repo (2000) iq-5 0.92GB 414 sec

6.49E-02 repo (2000) ntk-1 0.97GB 595 sec

7.64E-02 repo (2000) ntk-2 0.97GB 632 sec

7.61E-02 repo (2000) ntk-3 0.97GB 622 sec

9.01E-02 repo (2000) rbf-1 0.92GB 74 sec

6.47E-02 repo (2000) rbf-2 0.92GB 76 sec

6.44E-02 repo (2000) rbf-3 0.92GB 90 sec

4.74E-04 repo (3000) iq-1 1.15GB 592 sec

4.72E-04 repo (3000) iq-2 1.15GB 576 sec

4.97E-04 repo (3000) iq-3 1.15GB 574 sec

4.74E-04 repo (3000) iq-4 1.15GB 582 sec

7.19E-04 repo (3000) iq-5 1.15GB 573 sec

6.20E-02 repo (3000) ntk-1 1.20GB 1064 sec

7.39E-02 repo (3000) ntk-2 1.20GB 1007 sec

7.34E-02 repo (3000) ntk-3 1.20GB 987 sec

8.77E-02 repo (3000) rbf-1 1.15GB 120 sec

6.19E-02 repo (3000) rbf-2 1.15GB 117 sec

6.16E-02 repo (3000) rbf-3 1.15GB 117 sec

Table A3: Performance comparison of KOL on 2D datasets for reconstructing repolarization maps.
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Test Error Dataset (size) L width parameters GPU
Memory

Training
Time

Testing
Time

Pearson
(test)

1.49E-01 ± 3.43E-02
acti (1000)

3 32 10.9M 6.06GB 58 min 9.4E-03 sec 2.3E-02

1.27E-01 ± 1.46E-03 4 32 10.9M 6.07GB 59 min 1.0E-02 sec 2.6E-02

1.44E-01 ± 2.30E-02

acti (2000)

1 2 10.8M 6.12GB 81 min 8.6E-03 sec 2.6E-02

7.93E-02 ± 6.44E-03 1 4 10.8M 6.12GB 80 min 8.3E-03 sec 9.7E-03

7.63E-02 ± 1.97E-03 1 8 10.8M 6.12GB 81 min 8.3E-03 sec 9.2E-03

7.18E-02 ± 4.03E-03 1 16 10.9M 6.13GB 79 min 8.4E-03 sec 6.8E-03

8.81E-02 ± 2.56E-02 3 32 11.0M 6.15GB 83 min 9.5E-03 sec 2.3E-02

1.14E-01 ± 1.72E-02 2 32 10.9M 6.14GB 82 min 8.9E-03 sec 1.1E-02

7.15E-02 ± 9.84E-03 1 32 10.9M 6.13GB 80 min 8.5E-03 sec 4.3E-03

1.07E-01 ± 2.57E-02 1 64 11.0M 6.14GB 80 min 8.5E-03 sec 2.8E-02

1.49E-01 ± 1.12E-02 1 128 11.3M 6.17GB 81 min 9.4E-03 sec 3.3E-02

4.86E-02 ± 1.26E-02 repo (2000) 3 32 10.9M 6.15GB 84 min 9.7E-03 sec 3.6E-03

Table A4: Performance comparison of FNO on 3D unstructured datasets. Time single prediction test
performed on a machine equipped with chip Apple M1 Pro.

B Nomenclature of kernels for KOL

Name Kernel
Type

σ dnn Activation
Function

σ1 σ2

iq1 IQ / / / 1E-5 1E-2

iq2 IQ / / / 1E-5 1E-1

iq3 IQ / / / 1E-4 1E-2

iq4 IQ / / / 1E-4 1E-1

iq5 IQ / / / 1E-3 1E-2

rbf1 RBF 1 / / / /

rbf2 RBF 10 / / / /

rbf3 RBF 100 / / / /

ntk1 NTK / 3 Sigmoid / /

ntk2 NTK / 4 Sigmoid / /

ntk3 NTK / 3 ReLu / /

Table B5: Nomenclature of kernel functions tested for KOL.
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[41] Varró, András, and István Baczkó. Cardiac ventricular repolarization reserve: a principle for
understanding drug-related proarrhythmic risk. British journal of pharmacology 164, no. 1 (2011):
14-36.

[42] Vergara, Christian, Matthias Lange, Simone Palamara, Toni Lassila, Alejandro F. Frangi, and
Alfio Quarteroni. A coupled 3D–1D numerical monodomain solver for cardiac electrical activation
in the myocardium with detailed Purkinje network. Journal of Computational Physics 308 (2016):
218-238.

[43] Vergara, Christian, Simone Stella, Massimiliano Maines, Pasquale Claudio Africa, Domenico
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