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Abstract

The aim of this work is to propose and analyze a new high order discontinuous Galerkin
finite element method for the time integration of a Cauchy problem second order ordinary
differential equations. These equations typically arise after space semi-discretization of
second order hyperbolic-type differential problems, e.g., wave, elastodynamics and acous-
tics equation. After introducing the new method, we analyze its well-posedness and prove
a-priori error estimates in a suitable (mesh-dependent) norm. Numerical results are also
presented to verify the theoretical estimates. space-time finite elements, discontinuous
Galerkin methods, second order hyperbolic equations

1 Introduction

In this paper we develop a high-order discontinuous Galerkin scheme for the numerical ap-
proximation of ordinary differential equations that arise after space semi-discretization of
second order hyperbolic problems. The applications we have in mind include, for example,
acoustic, elastic and electromagnetic wave propagation phenomena. Traditional approaches
for the numerical integration of (second order) ordinary differential systems rely on implicit
and explicit finite difference, Runge-Kutta and Newmark schemes, see e.g., [31, 12, 35] for a
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comprehensive review.
In many engineering applications explicit methods are in general preferred to implicit ones. In
fact, although the latter are unconditionally stable, the former are less expensive from a com-
putational point of view. The main drawback of explicit methods is the time-step limitation
imposed by the Courant-Friedrichs-Lewy (CFL) condition. Such a constraint, which depends
in general on the space discretization parameters and the media properties, can severely affect
the computational efficiency.
A possible way to alleviate this limitation is to introduce suitable local time stepping (LTS)
algorithms [21, 19, 14], using a small time-step only when needed. Another possibility is
to adopt an explicit LTS method by extending the so-called arbitrary high-order derivatives
discontinuous Galerkin (ADER-DG) approach [20, 43]. In this context, a proper time step
can be tailored for each element of the time mesh. However, to correctly propagate the wave
field from one element to the other an additional (computational demanding) synchronization
process has to be taken into account.
In contrast with the above mentioned approaches, here we derive an implicit arbitrarily high
order accurate time integration scheme based on a Discontinuous Galerkin (DG) spectral el-
ement (SE) approach.
DG methods [37, 32] have been firstly proposed to approximate (in space) hyperbolic prob-
lems [37] and then generalized to elliptic and parabolic equations [48, 6], see also [7, 25, 13,
38, 24, 18]. Relevant applications and analysis of DG schemes for the scalar wave equa-
tion can be found in [39, 22, 9] while for elastodynamics problems we refer the reader to
[20, 49, 5, 33, 4, 3, 16]. The DG approach has also been used to solve initial-value problems.
In time dependent problems, the information follows the positive direction of time and so-
lutions are casual (they depend on the past but not on the future). In contrast with finite
difference time integration schemes, for which the solution at the current step depends upon
the previous steps, time discontinuous Galerkin methods applied over time slabs [tn, tn+1]
lead to a casual system in which the solution at the current time slab depends only upon the
solution at t−n . By coupling discontinuous Galerkin discretizations in both space and time
leads to a fully space-time finite element formulation. Relevant works on this topic concern
both parabolic and hyperbolic problems, see e.g. [17, 45, 47].
For the latter, space-time finite elements are typically built upon reformulating the original
problem as a system of first order equations (see, e.g., [26, 10, 29]). The latter can be seen as
the result of space semi-discretization of first order hyperbolic problems or even second order
hyperbolic problems in which the problem is formulated in term of the displacement (resp.
velocity) and the stress (resp. strain) tensor fields.
To the best of our knowledge, only few recent results about finite element approximations of
second order differential systems are available in literature, [28, 44, 2, 50, 46]. In [2] a new DG
approach based on the solution of the scalar wave equation (and higher order differential equa-
tions) has been proposed and analyzed. The stabilization terms appearing in [2] introduced
to penalize the jumps of the solution and its derivative across different time slabs are similar
to those proposed in [26, 28, 44] where a Galerkin least square (GLS) approach is applied to
stabilize the numerical scheme and prove its convergence. As an extension of the space-time
formulation of [27], in [50] the authors present an enriched version of the space-time finite
element method in order to incorporate in the same model multiple temporal scale features.
A combination of continuous and discontinuous Galerkin time stepping approach is used in
[46] to develop arbitrary order approximation for second order hyperbolic problems. Stabil-
ity, convergence and accuracy is proved for scalar wave propagation with non-homogeneous
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boundary conditions.

In the present work, a new DG method for the solution of systems of second order ordinary
differential equations is presented. The resulting weak formulation is obtained by imposing
the continuity of tractions and velocities across time-slabs weakly, without adding any extra
GLS stabilization term. We show that the proposed formulation, in which the displacement
field is the only unknown, is well posed and we prove a-priori stability and error estimates
in a suitable mesh-dependent norm. The obtained time discontinuous scheme results in an
implicit and unconditionally stable method. Moreover, allowing independent displacement
interpolations between different time slabs, this method is naturally suited for an adaptive
choice of the time discretization parameters, i.e., use of high order polynomials/small time
steps only when the solution features sharp (temporal) gradients.

The paper is organized as follows. In Section 2 we formulate the problem, discretize it and
analyze its well-posedness. Finally, we derive the corresponding algebraic system of equa-
tions. In Section 3 we carry out the convergence analysis providing suitable stability and
error estimates. The application of the proposed method to the elastodynamics equations is
described in Section 4. Here, the space-time finite element formulation is obtained combining
the DGSE spatial discretization proposed in [5] to the one presented here for the time inte-
gration. Numerical results are shown in Section 5.

Throughout the paper we denote by ‖a‖ the Euclidean norm of a vector a ∈ Rd, d ≥ 1
and by ‖A‖∞ = maxi=1,...,m

∑n
j=1 |aij |, the `∞-norm of a matrix A ∈ Rm×n, m,n ≥ 1. More-

over C denotes a generic positive constant that may take different values in different places,
but is always independent of the discretization parameters. The notation x . y means x ≤ Cy
for a constant C as before. For a given I ⊂ R, for any v : I → R we denote by Lp(I) and
Hp(I), p ∈ N \ 0 the usual Lebesgue and Hilbert spaces, respectively and endow them with
the usual norms, see [1]. For p = 0 we write L2(I) in place of H0(I). Finally, we use boldface
type for vectorial functions. More precisely, the Lebesgue and Hilbert spaces of vector–valued
functions are denoted by Lp(I) = [Lp(I)]d and Hp(I) = [Hp(I)]d, respectively, d ≥ 1.

2 A model problem and its discontinuous Galerkin spectral
element approximation

In this section, we introduce a high-order discontinuous Galerkin spectral element method for
second order ordinary differential equations, prove its well posedness and provide its algebraic
form.

2.1 Problem statement and its DG discretization

For T > 0 we consider the following model problem: find u : (0, T ]→ Rd, d ≥ 1, such that

ü(t) + Lu̇(t) +Ku(t) = f(t) ∀t ∈ (0, T ], (1)
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where L,K ∈ Rd×d are symmetric, positive definite matrices and f ∈ L2(0, T ]. We supplement
problem (1) with the following initial conditions:

u(0) = u0, u̇(0) = u1, (2)

where u0,u1 ∈ Rd. Problem (1) is well posed and admits a unique solution u ∈ H2(0, T ] in
the interval (0, T ], see [30].

We partition the interval I = (0, T ] into N time slabs In = (tn−1, tn] having length ∆tn =
tn − tn−1, for n = 1, .., N , with t0 = 0 and tN = T , as it is shown in Figure 1.

t0 · · · tn−1

In

tn

In+1

tn+1 · · · T

t−n t+n

tn−1

In

tn

In+1

tn+1

Figure 1: Example of time domain partition (top). Zoom of the time domain partition: values
t+n and t−n are also reported (bottom).

In the following we will use the notation:

(u,v)I =

∫
I
u(s) · v(s) ds, 〈u,v〉t = u(t) · v(t),

where a · b indicates the euclidean scalar product between two vectors a,b ∈ Rd. To deal
with discontinuous functions, we also define, for (a regular enough) v, the jump operator at
tn as

[v]n = v(t+n )− v(t−n ), for n ≥ 0,

where

v(t±n ) = lim
ε→0±

v(tn + ε), for n ≥ 0.

Implicit with the above definition is that

[v]0 = v(0+)− u0, [v̇]0 = v̇(0+)− u1.

Moreover, we use the symbols v+
n = v(t+n ) and v−n = v(t−n ) to represent the trace of (a regular

enough) v, taken within the interior of In+1 and In, respectively (cf. Figure 1).
Next, following a time integration approach we incrementally build (on n) an approximation
of the exact solution u on each time slab In. For this reason, we focus on the generic interval
In, and assume the solution on In−1 to be known. Note that u ∈ H2(In). If we multiply
equation (1) by v̇(t), being v(t) a regular enough function, we obtain

(ü, v̇)In + (Lu̇, v̇)In + (Ku, v̇)In = (f , v̇)In . (3)

Next, since u ∈ H2(0, T ), we observe that [u]n = [u̇]n = 0, for n = 1, . . . , N , we rewrite (3)
adding suitable (strongly consistent) terms

(ü, v̇)In + (Lu̇, v̇)In + (Ku, v̇)In + ˙[u]n−1 · v̇+
n−1 +K[u]n−1 · v+

n−1 = (f , v̇)In . (4)
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Taking to the right hand side the datum f and summing over all time slab we are able to
define respectively the bilinear form A : H2(0, T )×H2(0, T )→ R

A(u,v) =

N∑
n=1

(
(ü, v̇)In + (Lu̇, v̇)In + (Ku, v̇)In

)
+

N−1∑
n=1

(
˙[u]n · v̇

+
n +K[u]n · v+

n

)
+ u̇+

0 · v̇
+
0 +Ku+

0 · v
+
0 , (5)

and the linear functional F : H2(0, T )→ R as

F (v) =

N∑
n=1

(f , v̇)In + u1 · v̇+
0 +Ku0 · v+

0 . (6)

Notice that for n = 1, we implicitly adopted the convention that u−0 = u0 and u̇−0 = u1.
Next, we introduce the local finite dimensional space

Vr
n = {v : In → Rd : v ∈ [Pr(In)]d},

where Pr(In) is the space of polynomials of degree greater than or equal to r ≥ 2 on In. Then,
introducing r = (r1, ..., rN ) ∈ NN the polynomial degree vector, we can define the DG finite
element space as

Vr = {v ∈ L2(0, T ) : v|In ∈ Vrn
n ∀n = 1, . . . , N},

whose dimension is
∑N

n=1(rn + 1)d. The DG formulation of problem (1)-(2) reads as follows:
find uDG ∈ Vr such that

A(uDG,v) = F (v) ∀v ∈ Vr. (7)

The existence and uniqueness of the discrete solution uDG ∈ Vr of problem (7) is a direct
consequence of the following result.

Proposition 2.1. The function ||| · ||| : Vr → R+, defined as

|||v|||2 =

N∑
n=1

‖L
1
2 v̇‖2L2(In)

+
1

2
(v̇+

0 )2 +
1

2

N−1∑
n=1

(
˙[v]n

)2
+

1

2
(v̇−T )2

+
1

2
(K

1
2 v+

0 )2 +
1

2

N−1∑
n=1

(
K

1
2 [v]n

)2
+

1

2
(K

1
2 v−T )2, (8)

is a norm on Vr.

Proof. Since the absolute homogeneity and the subadditivity properties are satisfied, we just
need to show that

|||v||| = 0⇔ v = 0.

The sufficient condition is trivial. We then show that |||v||| = 0 implies v = 0. Clearly, if
|||v||| = 0 then all the terms on the right hand side of (8) are null. In particular, from the
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facts K and L are positive definite and ‖L
1
2 v̇‖L2(I0) = 0 and (K

1
2 v+

0 )2 = 0 we conclude that
v is such that {

v̇(t) = 0 ∀ t ∈ I0,
v+
0 = 0.

Therefore, we have that v(t)|I0 = 0. We now reason by induction, and consider the interval

In, supposing v(t)|In−1 = 0. From |||v||| = 0 we have (K
1
2 [v]n)2 = 0, which yields v+

n = 0.
Indeed, we infer that v is such that{

v̇(t) = 0 ∀ t ∈ In,
v+
n = 0.

As result, we conclude that v is the null function on any interval In, n = 0, . . . , N − 1, and
the proof is complete.

As a trivial consequence of Proposition 2.1 we have the following result.

Remark 1. Taking u = v in (5) and integrating by parts we obtain

A(v,v) = |||v|||2 ∀v ∈ Vr,

i.e, the bilinear form A(·, ·) defined in (5) is coercive with respect to the norm ||| · |||, with
coercivity constant α = 1.

Therefore, the following result holds.

Proposition 2.2. Problem (7) admits a unique solution uDG ∈ Vr.

The proof follows directly from Proposition 2.1 and the linearity of A(·, ·).

2.2 Algebraic formulation

We derive here the algebraic formulation corresponding to problem (4) for the time slab In,
where a local degree rn is employed.
We remark indeed that the employment of discontinuous functions between a node tn allows
to compute the solution of the problem separately for one time slab at a time. For this
reason in this section we focus on the generic interval In, and to this aim we introduce a
basis {ψ`(t)}`=1,...,rn+1 for the polynomial space Prn(In) and define D = d(rn + 1) the
dimension of the local finite dimensional space Vrn

n . We also introduce the vectorial basis
{Ψ`

i(t)}
`=1,...,rn+1
i=1,...,d , where

{Ψ`
i(t)}j =

{
ψ`(t) ` = 1, . . . , rn + 1, if i = j,

0 ` = 1, . . . , rn + 1, if i 6= j.

Using the notation just introduced we can write the trial function un = uDG|In ∈ Vrn
n as a

linear combination of the basis functions, i.e.,

un(t) =
d∑
j=1

rn+1∑
m=1

αmj Ψm
j (t),
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where αmj ∈ R for j = 1, . . . , d and m = 1, . . . , rn + 1.

Next, we write equation (7) for any test function Ψ`
i(t), i = 1, . . . , d, ` = 1, . . . , rn+1, obtaining

the algebraic system

AUn = Fn,

where Un,Fn ∈ RD are the vectors corresponding to the solution and the on the interval In
and A ∈ RD×D is the related local stiffness matrix.
We next detail the structure of the matrix A. To this aim we define the following local
matrices for `,m = 1, . . . , rn + 1,

M1
`m = (ψ̈m, ψ̇`)In , M2

`m = (ψ̇m, ψ̇`)In , M3
`m = (ψm, ψ̇`)In ,

M4
`m = 〈ψ̇m, ψ̇`〉t+n−1

, M5
`m = 〈ψm, ψ`〉t+n−1

.

Therefore, setting

M = M1 +M4,

Bij = LijM
2 +Kij

(
M3 +M5

)
, i, j = 1, ..., d,

with M,Bij ∈ R(rn+1)×(rn+1) for any i, j = 1, . . . , d, we can rewrite the matrix A as

A =

∣∣∣∣∣∣∣∣∣∣
M 0 · · · 0

0 M
...

...
. . . 0

0 · · · 0 M

∣∣∣∣∣∣∣∣∣∣
+

∣∣∣∣∣∣∣∣∣∣
B11 B12 · · · B1d

B21 B22
...

...
. . .

Bd1 · · · Bdd

∣∣∣∣∣∣∣∣∣∣
. (9)

Its structure clearly depends on the sparsity pattern of the matrices L and K.

3 Convergence analysis

In this section we first analyze the stability of the DG spectral element method (7) and then
we prove a-priori error estimates.

3.1 Stability analysis

Let uDG ∈ Vr be the solution of (7). Then we have the following result

Proposition 3.1. Let f ∈ L2(0, T ] and u0,u1 ∈ Rd. Then, it holds

|||uDG||| .
(
‖L−

1
2 f‖2L2(0,T ) + (K

1
2 u0)

2 + (u1)
2
) 1

2
. (10)

Proof. Using the definition of the norm ||| · ||| in (8) and arithmetic-geometric inequality we
have

|||uDG|||2 = A(uDG,uDG) =
N∑
n=1

(f , u̇DG)In + u1 · u̇DG(0+) +Ku0 · uDG(0+)

≤ 1

2

N∑
n=1

(
‖L−

1
2 f‖2L2(In)

+ ‖L
1
2 u̇DG‖2L2(In)

)
+ u2

1 +
1

4
u̇2
DG(0+) + (K

1
2 u0)

2 +
1

4
(K

1
2 uDG(0+))2,
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that is

1

2
|||uDG|||2 ≤

1

2

N∑
n=1

‖L−
1
2 f‖2L2(In)

+ u2
1 + (K

1
2 u0)

2,

and the proof is complete.

3.2 Error estimates

In this section, we derive a priori error estimates in the ||| · ||| norm defined in (8). We start
by introducing some preliminary definitions and results.

Definition 1. Let I = (−1, 1). For a function u ∈ H2(I) we define Πru ∈ Pr(I), r ≥ 2, by
the r + 1 conditions

(Πru− u)(1) = 0, (11a)

(Πru− u)(−1) = 0, (11b)

(Πru− u)′(1) = 0, (11c)∫
I
(u−Πru)q dt = 0, ∀q ∈ Pr−3(I). (11d)

For r = 2, only the first three conditions (11a)–(11c) are necessary.

In the following, we denote by {Li}i≥0, Li ∈ Pi(I), the Legendre polynomials on I = (−1, 1).

Lemma 3.1. The operator Πr : H2(I)→ Pr(I) in Definition 1 is well defined.

Proof. Assume that u1 and u2 are two polynomials in Pr(I) which satisfy (11a)–(11d). In
particular, we have u1(±1) = u2(±1) and u′1(1) = u′2(1). The difference u1 − u2 can be
expanded as u1−u2 =

∑r
i=0 ciLi with ci =

∫
I(u1−u2)Li dt ∈ R. From (11d) it easily follows

that ck = 0 for k = 0, . . . , r−3, using the orthogonality properties of the Legendre polynomials
in I. The difference u1 − u2 is therefore given by u1 − u2 = cr−2Lr−2 + cr−1Lr−1 + crLr ,
cr ∈ R. Because of conditions (11a)–(11c), we have cr−2 = cr−1 = cr = 0, which proves the
uniqueness of a polynomial satisfying the conditions in Definition 1. The existence follows by
construction setting

Πru =
r−3∑
i=0

uiLi + (ur−2 + u∗r−2)Lr−2 + (ur−1 + u∗r−1)Lr−1 + (ur + u∗r)Lr, (12)

where

u∗r−2 =
r2

2(2r − 1)

∞∑
j=r+1

uj +
r

2(2r − 1)

∞∑
j=r+1

(−1)r+juj −
1

(2r − 1)

∞∑
j=r+1

j(j + 1)

2
uj (13)

u∗r−1 =
1

2

∞∑
j=r+1

uj +
1

2

∞∑
j=r+1

(−1)r+juj (14)

u∗r = − (r − 1)2

2(2r − 1)

∞∑
j=r+1

uj +
(r − 1)

2(2r − 1)

∞∑
j=r+1

(−1)r+juj +
1

(2r − 1)

∞∑
j=r+1

j(j + 1)

2
uj (15)

where u =
∑∞

i=0 uiLi is the Legendre expansion of u. The derivation of coefficients (13)–(15)
is detailed in Appendix.
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On an arbitrary interval I = (a, b) with ∆t = b − a > 0 we define Πr
I via the linear map

Q : (−1, 1)→ (a, b), ξ → y = 1
2(a+ b+ ξ∆t) as Πr

Iu = [Πr(u ◦Q)] ◦Q−1.
Now, we analyze the properties of the projector Πr.

Lemma 3.2. For r ≥ 2 and u ∈ H2(I) we have

‖Πru‖L2(I) . ‖u‖H2(I).

Proof. We develop u′ into the Legendre series u′ =
∑∞

i=0 biLi with coefficients bi ∈ R. Then

u can be written as u(t) =
∑∞

i=0 bi
∫ t
−1 Li(s) ds+ u(−1). Recalling that L0(t) = 1, L1(t) = t,

and
∫ t
−1 Li(s) ds = 1

2i+1(Li+1(t)− Li−1(t)) for i ≥ 1 we can write

u = (b0 −
b1
3

+ u(−1))L0 +
∞∑
i=1

(
bi−1

2i− 1
− bi+1

2i+ 3

)
Li

where

u0 = b0 −
b1
3

+ u(−1)

ui =
bi−1

2i− 1
− bi+1

2i+ 3
, for i ≥ 1.

See also [40]. Consequently, we have for r ≥ 1,

∞∑
i=r+1

ui =
∞∑

i=r+1

(
bi−1

2i− 1
− bi+1

2i+ 3

)
=
∞∑
i=r

bi
2i+ 1

−
∞∑

i=r+2

bi
2i+ 1

=
br

2r + 1
+

br+1

2r + 3
.

This leads to ∣∣∣∣∣
∞∑

i=r+1

ui

∣∣∣∣∣
2

.
|br|2

(2r + 1)2
+
|br+1|2

(2r + 3)2
. r−1‖u′‖2L2(I). (16)

Next, we repeat the previous argument for u′′ expressing it in term of the Legendre ex-
pansion u′′ =

∑∞
i=0 ciLi with coefficients ci ∈ R. Then, u′ can be written as u′(t) =∑∞

i=0 ci
∫ t
−1 Li(s) ds+ u′(−1), where the expansion coefficients ci are related to coefficients bi

through the relations

b0 = c0 −
c1
3

+ u′(−1)

bi =
ci−1

2i− 1
− ci+1

2i+ 3
, for i ≥ 1.

Using the above expression we can write the coefficients ui in term of ci as

u0 =
2

3
c0 −

1

3
c1 +

1

5
c2 + u(−1) + u′(−1)

u1 = c0 −
6

15
c1 +

1

35
c3 + u′(−1)

ui =
ci−2

(2i− 1)(2i− 3)
− 2ci

(2i− 1)(2i+ 3)
+

ci+2

(2i+ 3)(2i+ 5)
, for i ≥ 2.
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Consequently, we have for r ≥ 1

∞∑
i=r+1

i(i+ 1)ui =
(r + 1)(r + 2)

(2r − 1)(2r + 1)
cr−1 +

(r + 2)(r + 3)

(2r + 1)(2r + 3)
cr (17)

− r(r − 1)

(2r + 1)(2r + 3)
cr+1 −

r(r + 1)

(2r + 3)(2r + 5)
cr+2. (18)

See the Appendix for the detailed calculation. This yields∣∣∣∣∣
∞∑

i=r+1

i(i+ 1)ui

∣∣∣∣∣
2

. r

(
|cr−2|2

(2r − 1)
+
|cr|2

(2r + 1)
+
|cr+1|2

(2r + 3)
+
|cr+2|2

(2r + 5)

)
. r‖u′′‖2L2(I). (19)

Now, using (16) and (19) we can estimate the expansion coefficients of the projection Πru in
(13)–(15). In particular, we have that

|u∗r−2|2 .
r4

(2r − 1)2

∣∣∣∣∣∣
∞∑

j=r+1

uj

∣∣∣∣∣∣
2

+
r2

(2r − 1)2

∣∣∣∣∣∣
∞∑

j=r+1

(−1)r+juj

∣∣∣∣∣∣
2

+
1

(2r − 1)2

∣∣∣∣∣∣
∞∑

j=r+1

j(j + 1)uj

∣∣∣∣∣∣
2

. r‖u′‖2L2(I) + r−1‖u′‖2L2(I) + r−1‖u′′‖2L2(I)

. r‖u′‖2L2(I) + r−1‖u′′‖2L2(I).

A similar result holds for u∗r while for u∗r−1 it is easy to see that

|u∗r−1|2 .

∣∣∣∣∣∣
∞∑

j=r+1

uj

∣∣∣∣∣∣
2

+

∣∣∣∣∣∣
∞∑

j=r+1

(−1)r+juj

∣∣∣∣∣∣
2

. r−1‖u′‖2L2(I).

The proof follows by using the definition of the projector operator Πr and by triangle inequal-
ity. Indeed, we have

‖Πru‖2L2(I) . ‖
r∑
i=0

uiLi‖2L2(I) + |u∗r−2|2‖Lr−2‖2L2(I) + |u∗r−1|2‖Lr−1‖2L2(I) + |u∗r |2‖Lr‖2L2(I)

. ‖u‖2L2(I) + ‖u′‖2L2(I) + r−2‖u′′‖2L2(I) . ‖u‖
2
H2(I)

The following property holds for the projector Πr in Definition 1.

Lemma 3.3. Let u ∈ H2(I) and let u =
∑∞

i=0 uiLi be the Legendre expansion of u with
coefficients ui ∈ R. For r ≥ 2 we denote by P r the L2(I)-projection onto Pr(I). There holds

‖u−Πru‖2L2(I) . ‖u− P
ru‖2L2(I) + r|u(1)− P ru(1)|2

+ r−1|u(−1)− P ru(−1)|2 + r−3|u′(1)− (P ru)′(1)|2. (20)

10



Proof. We start by expressing u − Πru = (u − P ru) + (P ru − Πru). Using now definitions
(12) and the orthogonality properties of the Legendre polynomials we have that

‖P ru−Πru‖2L2(I) = |u∗r−2|2‖Lr−2‖2L2(I) + |u∗r−1|2|‖Lr−1‖2L2(I) + |u∗r |2‖Lr‖2L2(I),

and then
‖P ru−Πru‖2L2(I) . r−1(|u∗r−2|2 + |u∗r−1|2 + |u∗r |2). (21)

Next, using definitions (13)–(15), triangle and arithmetic-geometric inequality and definition
of P r, we can estimate the terms on the right and side in (21) as

|u∗r−2|2 . r2 |u(1)− P ru(1)|2 + |u(−1)− P ru(−1)|2 + r−2
∣∣u′(1)− (P ru)′(1)

∣∣2 ,
|u∗r−1|2 . |u(1)− P ru(1)|2 + |u(−1)− P ru(−1)|2 ,

|u∗r |2 . r2 |u(1)− P ru(1)|2 + |u(−1)− P ru(−1)|2 + r−2
∣∣u′(1)− (P ru)′(1)

∣∣2 .
The thesis follows by using the above inequalities into (21) and by application of the triangle
inequality.

We recall the following approximation result from [8], see also [41].

Proposition 3.2. For every arbitrary interval I = (a, b) with ∆t = b− a > 0 and u ∈ Hs(I)
there exist a constant C, independent of u, r,∆t and a sequence {P ru}r≥1, with each P ru ∈
Pr(I) such that, for any 0 ≤ q ≤ s,

‖u− P ru‖Hq(I) .
∆tµ−q

rs−q
‖u‖Hs(I) s ≥ 0, (22)

‖u− P ru‖L2(∂I) .
∆tµ−

1
2

rs−
1
2

‖u‖Hs(I) s >
1

2
, (23)

‖u− P ru‖H1(∂I) .
∆tµ−

3
2

rs−
3
2

‖u‖Hs(I) s >
3

2
, (24)

where µ = min(r + 1, s).

.
The application of Proposition 3.2 in Lemma 3.3 and scaling arguments gives estimates for
Πr
I .

Lemma 3.4. Let I = (a, b) with ∆t = b− a and let u ∈ Hs(I), with s ≥ 2. There holds

‖u−Πr
Iu‖L2(I) .

∆tµ−
3
2

rs−1
‖u‖Hs(I), (25)

where µ = min(r + 1, s).

Proof. By application of Lemma 3.3 to Πr
I we have

‖u−Πr
Iu‖2L2(I) ≤ ‖u− P

r
I u‖2L2(I) + ‖P rI u−Πr

Iu‖2L2(I)

. ‖u− P rI u‖2L2(I) + r|u(b)− P rI u(b)|2

+ r−1|u(a)− P rI u(a)|2 + r−3|u′(b)− (P rI u)′(b)|2.

11



Applying estimates (22)–(24) to the above equation we obtain the proof, i.e.,

‖u−Πr
Iu‖2L2(I) ≤

∆t2µ

r2s
‖u‖2Hs(I) +

∆t2µ−3

r2s−2
‖u‖2Hs(I) .

∆t2µ−3

r2s−2
‖u‖2Hs(I).

As a direct consequence of the above Lemma we have the following result.

Corollary 1. Under the same hypotheses of Lemma 3.4 it holds

‖(u−Πr
Iu)′‖L2(I) .

∆tµ−
3
2

rs−2
‖u‖Hs(I), (26)

‖(u−Πr
Iu)′′‖L2(I) .

∆tµ−2

rs−3
‖u‖Hs(I), (27)

where µ = min(r + 1, s).

Proof. We prove inequality (26), but with similar arguments it is possible to obtain (27). We
start by observing that φ = P rI u−Πr

Iu ∈ Pr(I). Then, it holds (cfr. [11, Lemma 2.1])

‖φ′‖L2(I) . r2‖φ‖L2(I).

The thesis follows by applying the above inequality and estimates (22)–(24) to the following

‖(u−Πr
Iu)′‖2L2(I) ≤ ‖(u− P

r
I u)′‖2L2(I) + ‖(P rI u−Πr

Iu)′‖2L2(I).

Before proving the main result of this section we notice that if v ∈ Hs(I), for s ≥ 2, then its
projection Πr

Iv ∈ [Pr(I)]d is defined according to (11a)–(11d) and the same kind of estimates
given in (25), (26) and (27) hold.
Now, let I = (0, T ), u ∈ Hs(0, T ] for s ≥ 2 be the solution of (3) and let Πr

Iu ∈ Vr be its
projection such that Πr

Iu|In = Πrn
In

u ∈ Vrn
n is defined according (11a)–(11d), for n = 1, ..., N .

Then, it is easy to see that for n = 1, ..., N it holds

(u−Πr
I)(tn) = 0, (28)

(u−Πr
I)
′(tn) = 0, (29)

(u−Πr
I , q)In = 0, ∀ q ∈ Prn−3(In). (30)

Finally, we observe that (7) is strongly consistent [34]. Indeed, it holds

A(u− uDG,v) = 0 ∀ v ∈ Vr. (31)

We are now ready to prove the following convergence result.

Theorem 1. Let u be the solution of (1)-(2) and let uDG ∈ Vr be its finite element approx-
imation. If u|In ∈ Hsn(In), for any n = 1, ..., N with sn ≥ 2, then it holds

|||u− uDG||| .
N∑
n=1

∆t
µ− 3

2
n

rsn−3n

‖u‖Hsn (In) (32)

where µn = min(rn+1, sn) for any n = 1, ..., N and the hidden constant depends on the norm
of the matrices L and K.
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Proof. We define the error on the interval I = (0, T ) as e = u − uDG, and we split it as
e = eπ + eh, where eπ is the projection error while eh ∈ Vr is the remainder, i.e.,

eπ = u−Πr
Iu and eh = Πr

Iu− uDG.

Clearly, we have |‖e‖| ≤ |‖eπ‖|+ |‖eh‖|. By exploiting properties (28)–(30) and by employing
estimates (26) and (27) we can bound the term |‖eπ‖| as

|‖eπ‖|2 =
N∑
n=1

‖L
1
2 ėπ‖2L2(In)

+
1

2

N∑
n=1

ėπ(t+n−1)
2 =

N∑
n=1

‖L
1
2 ėπ‖2L2(In)

+
1

2

N∑
n=1

(
−
∫ tn

tn−1

ëπ(s) ds

)2

.
N∑
n=1

(
‖ėπ‖2L2(In)

+ ∆t‖ëπ‖2L2(In)

)
.

N∑
n=1

∆t2µn−3n

r2sn−6
‖u‖2Hsn (In)

, (33)

where µn = min(rn+1, sn) for any n = 1, ..., N . For the term |‖eh‖| the Galerkin orthogonality
(31) leads to

|‖eh‖|2 = A(eh, eh) = −A(eπ, eh)

= −
N∑
n=1

(
(ëπ, ėh)In + (Lėπ, ėh)In + (Keπ, ėh)In + [ėπ]n · ėh(t+n ) +K[eπ]n · eh(t+n )

)
− ėπ(t+0 ) · ėh(t+0 )−Keπ(t+0 ) · eh(t+0 ).

Integrating by parts the term (ëπ, ėh)In and rearranging the addends we obtain

|‖eh‖|2 =
N∑
n=1

(
(ėπ, ëh)In − (Lėπ, ėh)In − (Keπ, ėh)In

)
+
N−1∑
n=1

(
[ėh]n · ėπ(t−n )−K[eπ]n · eh(t+n )

)
− ėπ(T−) · ėh(T−)−Keπ(0+) · eh(0+).

Using now properties (28)–(30) into the above equation yields

|‖eh‖|2 =
N∑
n=1

(
− (Lėπ, ėh)In − (Keπ, ėh)In

)
.

Applying Cauchy-Schwarz and arithmetic-geometric inequalities and using estimates (25) and
(26) it is easy to obtain

|‖eh‖|2 .
N∑
n=1

(
‖ėπ‖2L2(In) + ‖eπ‖2L2(In)

)
.

N∑
n=1

∆t2µn−3n

r2sn−4
‖u‖2Hsn (In)

(34)

where the hidden constant depends on the norms ‖L
1
2 ‖∞ and ‖L−

1
2K‖∞ and µn = min(rn +

1, sn) for any n = 1, ..., N . Putting together estimates (33) and (34) we have

|‖u− uDG‖| .
N∑
n=1

∆t
µn− 3

2
n

rsn−3
‖u‖Hsn (In),

with µn = min(rn + 1, sn) for any n = 1, ..., N .

13



As a consequence of this result we obtain the following.

Corollary 2. Under the same assumptions of Theorem 1, suppose moreover that ∆tn = ∆t,
rn = r and sn = s for n = 1, ..., N . Then, it holds

|‖u− uDG‖| .
∆tr−

1
2

rs−3
‖u‖Hs(0,T ),

where the hidden constant depends on the norm of the matrices L and K.

4 Application to the elastodynamics problem

In this section, we apply the method presented in Section 2 to the simulation of elastic wave
propagations in heterogeneous media. In particular, we will adopt the DG method previously
developed to handle the time integration of the second order differential system arising after
space discretization obtained with the DGSE method proposed in [5]. Since the focus of the
paper is on time integration, here we simply report the mathematical model of linear visco-
elasticity and the algebraic linear system resulting after the space discretization obtained
employing the DGSE scheme of [5]. Finally, some numerical results are discussed.

4.1 Mathematical modelling of seismic wave propagations and its algebraic
formulation

For a given open bounded domain Ω ⊂ Rm, m = 2, 3, we consider the following problem: for
T > 0 find u : Ω× [0, T ]→ Rm such that

ρ∂ttu + 2ρζ∂tu + ρζ2u−∇ · σ = f , in Ω× (0, T ], (35a)

u = 0, on ΓD × (0, T ], (35b)

σn = 0, on ΓN × (0, T ], (35c)

∂tu = u1, in Ω× {0}, (35d)

u = u0, in Ω× {0}, (35e)

where ∂Ω = ΓD ∪ ΓN with ΓD ∩ ΓN = ∅, f ∈ L2((0, T ]; L2(Ω)) is the source term, and
ρ ∈ L∞(Ω) is such that ρ = ρ(x) > 0 for almost any x ∈ Ω. The function ζ = ζ(x) > 0 is
a decay factor whose dimension is the inverse of time, and is a piecewise constant function,
then ζ ∈ L∞(Ω). We suppose the stress tensor σ to be related to the strain tensor ε(u) =
1
2

(
∇u +∇uT

)
through the Hooke’s law, that is

σ = 2µε+ λtr(ε)I,

where λ = λ(x) and µ = µ(x) are the Lamé elastic coefficients of the medium, tr(·) is the
trace operator and I ∈ Rm×m is the identity tensor. Here and in the following, we will suppose
ρ, λ and µ to be uniformly bounded functions in Ω, i.e., ρ, λ, µ ∈ L∞(Ω).
The semi-discretization of problem (35a)-(35e) by the DGSE technique [5] results into the
following second order differential system for the nodal displacement U(t) = [U1(t),U2(t)]T

MÜ(t) + CU̇(t) +DU(t) +AU(t) = F(t), t ∈ (0, T ],

U̇(0) = u1,

U(0) = u0,

(36)
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where Ü(t) (resp. U̇(t)) represents the vector of nodal acceleration (resp. velocity) and F(t)
the vector of externally applied loads, i.e., F(t) = [F1(t),F2(t)]T Here, M is the diagonal
mass matrix, C and D stand for the structural damping (and have the same structure of M)
while the action of the stiffness matrix A to the displacement vector U represents the internal
(elastic) forces. We remark that the matrix A in (36) is symmetric and positive definite, see
[5] for further details. The latter properties are also verified by the matrices M,C and D.

In order to rewrite (36) in the form (1) we multiply it by M−
1
2 and set Z(t) = M

1
2 U(t) and

obtain 
Z̈(t) + LŻ(t) +KZ(t) = G(t), t ∈ (0, T ],

Ż(0) = M
1
2 u1,

Z(0) = M
1
2 u0,

(37)

where L = M−
1
2CM−

1
2 , K = M−

1
2 (D + A)M−

1
2 , are symmetric and positive definite and

G(t) = M−
1
2 F(t).

5 Numerical results

In this section, we present some numerical results to highlight the behavior of the DG method
presented in Section 2. In particular, we first focus our attention on a scalar benchmark, and
later on we test it on the system of differential equations arisen by the space discretization of
the elastodynamics problem.

5.1 Numerical results for a scalar problem

We consider the interval I = (0, T ], T = 10, subdivided into N time slab In, for n = 1, ..., N ,
of uniform length ∆t. Moreover, we suppose the polynomial approximation vector r to be
constant for each time slab, i.e., r1 = ... = rN = r ≥ 2. We compute the error |||u − uDG|||
versus 1/∆t, with ∆t = 2−`, ` = 0, 1, 2, 3, for several polynomial approximation degrees
r = 2, 3, 4, 5. We consider the following problem

ü(t) + 5u̇(t) + 6u(t) = 0, ∀t ∈ (0, 10],

u(0) = 2,

u̇(0) = −5,

(38)

whose exact solution is u(t) = e−3t + e−2t, t ∈ [0, 10].

The computed errors for the scalar test case are reported in Figure 2, in loglog scale. As
expected a convergence rate of ∆tr−

1
2 is observed (cf. Theorem 1). This is also confirmed

by the results shown in Table 1, where the errors and the computed convergence rates are
also reported. Although we do not have a theoretical proof, for completeness, we also report
in Table 2 the computed error with respect to the ‖ · ‖L2(0,T ) and ‖ · ‖H1(0,T ) norms and the
corresponding rates of convergence. The method achieves an optimal rate of convergence with
respect to both norms, i.e., the error measured in the L2-norm (resp. H1-norm) decays as
∆tr (resp. ∆tr−1) for ∆t going to 0. In Figure 3 we display the computed errors versus the
polynomial degree for different values of ∆t. As expected, an exponential convergence rate is
observed.
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Figure 2: Scalar test case. Computed errors |||u−uDG||| versus 1/∆t for ∆t = 2−`, ` = 0, 1, 2, 3
(left, loglog scale) and r = 2, 3, 4, 5.

Table 1: Scalar test case. Computed convergence rates in the ||| · ||| norm the with respect to
the polynomial approximation degree r = 2, 3, 4, 5.

∆t r = 2 r = 3 r = 4 r = 5

1.00e-0 - - - -
5.00e-1 1.4017 2.2646 3.1802 4.1246
2.50e-1 1.5224 2.4577 3.4305 4.4403
1.25e-1 1.5295 2.5101 3.6584 4.5516

5.2 Numerical results for the elastodynamics problem

The numerical results presented in the sequel have been obtained by using the open source
software SPEED (http://speed.mox.polimi.it) suitably adapted to apply the DG scheme
presented in Section 2 to the system (37). For all the numerical simulations we consider the
interval I = (0, T ] subdivided into N time slab In, for n = 1, ..., N having uniform length ∆t.

5.2.1 Test case 1

We consider Ω = (0, 1)2,ΓD = ∂Ω and T = 50. We set the mass density ρ = 1, the Lamé
coefficients λ = µ = 1, ζ = 0.01 and choose the data f ,u0,u1 such that the exact solution of
problem in (35a)-(35e) is given by

u = sin(
√

2πt)

[
− sin2(πx) sin(2πy)
sin(2πx) sin2(πy)

]
.

In the first example we compute the errors |||u − uDG||| versus 1/∆t for ∆t = 2−`, ` =
0, 1, 2, 3, 4 and varying the polynomial degree r = 2, 3, 4. As of the space discretization of
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Table 2: Scalar test case. Computed error in the ‖ · ‖L2(0,T ) and ‖ · ‖H1(0,T ) norms and
corresponding convergence rates with respect to the polynomial approximation degree r =
2, 3, 4, 5.

r ∆t ‖ · ‖L2(0,T ) rate ‖ · ‖H1(0,T ) rate

1.00e-0 4.4902e-02 - 6.7961e-01 -
8.00e-1 2.9612e-02 1.8655 4.9201e-01 1.4476

2 4.00e-1 7.0288e-03 2.0749 1.5416e-01 1.6743
2.00.e-1 1.2044e-03 2.5450 4.2254e-02 1.8672
1.00.e-1 1.7331e-04 2.7968 1.0988e-02 1.9431

1.00e-0 6.9895e-03 - 1.4649e-01 -
8.00e-1 3.9782e-03 2.5257 8.6484e-02 2.3617

3 4.00e-1 4.5984e-04 3.1129 1.3821e-02 2.6455
2.00.e-1 3.6876e-05 3.6404 1.8863e-03 2.8732
1.00.e-1 2.5546e-06 3.8515 2.4343e-04 2.9540

1.00e-0 1.0209e-03 - 2.4885e-02 -
8.00e-1 4.4989e-04 3.6723 1.1885e-02 3.3119

4 4.00e-1 2.3662e-05 4.2489 9.6064e-04 3.6290
2.00.e-1 9.0456e-07 4.7092 6.5449e-05 3.8755
1.00.e-1 3.0658e-08 4.8829 4.2099e-06 3.9585

1.00e-0 1.2456e-04 - 3.4801e-03 -
8.00e-1 4.2903e-05 4.7766 1.3399e-03 4.2773

5 4.00e-1 1.0725e-06 5.3220 5.4621e-05 4.6165
2.00.e-1 1.9994e-08 5.7452 1.8603e-06 4.8759
1.00.e-1 3.3483e-10 5.9000 5.9740e-08 4.9607

2 3 4 5

10−7

10−5

10−3

10−1

101

∆t = 0.025
∆t = 0.0125
∆t = 0.00625

(a)

Figure 3: Scalar test case. Computed errors |||u− uDG||| versus r = 2, 3, 4, 5 (semilogy scale)
for ∆t = 0.025, 0.0125, 0.00625.
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Figure 4: Test case 1. Computed errors |||u− uDG||| as a function of 1/∆t for ∆t = 2−`, ` =
0, 1, . . . , 4 (loglog scale), r = 2, 3, 4, h = 0.125 and q = r + 1.

the domain Ω we consider a Cartesian grid with characteristic size h = 0.125 and we set a
polynomial approximation degrees q = r + 1. The computed errors are reported in Figure 4.

A convergence rate of ∆tr−
1
2 is observed, in accordance with the theoretical estimate (32).

In Table 3, the computed convergence rates are reported for r = 2, 3, 4, respectively.

5.2.2 Test case 2: a numerical test with non reflective boundary conditions

When simulating seismic wave propagations, ideally artificial boundaries should consent in-
cident wave to be propagated without producing any reflection. A simple strategy con-
sists in imposing non-reflective conditions on artificial boundaries ΓNR ⊂ ∂Ω such that
ΓNR ∩ ΓD ∩ ΓN = ∅, 

∂(u · n)

∂n
= − 1

VP

∂(u · n)

∂t
+
VS − VP
VP

∂(u · τ )

∂t
,

∂(u · τ )

∂n
= − 1

VS

∂(u · τ )

∂t
+
VS − VP
VS

∂(u · n)

∂t
,

(39)

where n = (n1, n2) (resp. τ = (τ1, τ2)) is the unit normal (resp. tangential) vector to ∂Ω.
Here, VP =

√
(λ+ 2µ)/ρ and VS =

√
µ/ρ are the propagation velocities of compressional

(P ) and shear (S) waves, respectively. Equations (39) are first order non reflecting boundary
conditions, see e.g., [42]. Their use yields a loss of symmetry in the matrix K in (37). The test
consists of propagating a pure shear plane wave through a viscoelastic, horizontally layered
soil profile, cf. Figure 5. The mechanical properties of the layers are summarized in Tab. 4.
The incidence is orthogonal to the free surface and the excitation consists of a displacement
Ricker wavelet f(x, t) = h(t)δq(x− x0) with

h(t) = h0(1− 2(πfpeak)
2(t− t0)2)e−(πfpeak)

2(t−t0)2 ,

where fpeak = 1 Hz, t0 = 2 s, and h0 = 1 is the amplitude of the wave in time domain.
Here δq is the numerical delta function, i.e. a polynomial of degree q that approximates the δ
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Table 3: Test case 1. Computed errors |||u − uDG||| and computed convergence rates, r =
2, 3, 4, h = 0.125 and q = r + 1.

r ∆t |||u− uDG||| rate

1.00e-0 4.1632e+02 -
5.00e-1 2.5100e+02 0.7351

2 2.50e-1 9.1706e+01 1.4474
1.25e-1 3.3960e+01 1.4331
6.25e-2 1.2156e+01 1.4821

1.00e-0 3.3909e+02 -
5.00e-1 9.2986e+01 1.8665

3 2.50e-1 1.4534e+01 2.6775
1.25e-1 2.5484e+00 2.5117
6.25e-2 4.4983e-01 2.5021

1.00e-0 1.7465e+02 -
5.00e-1 1.4155e+01 3.6250

4 2.50e-1 1.3873e+00 3.3509
1.25e-1 1.2308e-01 3.4946
6.25e-2 1.0550e-02 3.5441

Table 4: Mechanical properties

Material ρ λ µ ζ

1 2000 2.00e+07 2.00e+07 3.1416e-02
2 2000 5.00e+08 5.00e+08 3.1416e-03

distribution. In this case the forcing term is applied at points x0 lying at the bottom of the
domain (see Figure 5).
The plane wave rises from the bottom of Ω, reaches the top of the computational domain,
amplifying its amplitude (because of the free surface condition) and then is propagated back-
ward, completely absorbed from the bottom boundary, thanks to the absorbing condition
(39). To prevent spurious oscillations inside the domain, homogeneous Dirichlet boundary
conditions (in y-direction) are imposed on the lateral sides of Ω, cf. Figure 5.

For the simulation we fix T = 20 s, ∆t = 0.01 s, h = 10 and q = 4 for the space
discretization while we use second order polynomials (r = 2) for the time integration. We
compare the results obtained using the DG method with the analogous ones obtained coupling
the DGSE space discretization with the classical leap-frog method [36] with ∆t = 0.0001 s.
Notice that this is the biggest time step allowed by the CFL condition [15]. We plot the
displacement time-histories (in the x-direction) recorded by two monitors: R1 set on the free
surface and R2 located across Material 1 and Material 2 (cf. Figure 5). In Figure 6 we show
the results obtained with the leap-frog and the DG method along with the semi-analytical
solution uTH based on the Thomson-Haskell propagation matrix method (see e.g. [23]). We
can clearly see that all the methods produce almost identical solutions. To quantify the
distance between the curves, in Figure 6 we plot the error |uTH(t) − u∗(t)| for t ∈ (0, T ],
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Figure 5: Domain Ω for the test case 2. Non reflective boundary conditions are imposed at the
bottom edge, σn = 0 is imposed at the top edge (free-surface condition), while homogeneous
Dirichlet boundary conditions (in y-direction) are imposed on the lateral sides.

where u∗ is either the solution obtained with the leap-frog scheme or the one obtained with
the DG method and uTH is the Thomson-Haskell semi-analytical solution. Both methods
achieve the same level of accuracy.

6 Conclusions

In this work, we have developed a new high order Discontinuous Galerkin element method
for the temporal discretization of second order ordinary Cauchy problems. To show the
capabilities of our scheme we have applied it for the time integration of second order system
of equations resulting after discontinuous spectral element semi-discretization (in space) of
elastodynamics equation.
Our formulation contains suitable stabilization terms, which allowed the construction of an
appropriate energy norm that naturally arose by the variational formulation of the problem.
We have studied the well-posedness of the resulting scheme and proved a priori error estimates
that properly depend on the local polynomial approximation degree and the local regularity of
the exact solution. Our theoretical results have been confirmed by the numerical experiments
carried out on both simplified test cases as well as on examples of practical interest.
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Figure 6: Displacement registered by R1 (a) and R2 (b).
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Appendix

In this appendix we collect some technical results used for the proofs of Lemmas 3.1 and 3.2.

Calculation of expansion coefficients (13)–(15).

Proof. We start by writing the projection operator Πr as

Πru =
r−3∑
i=1

uiLi + u∗r−2Lr−2 + u∗r−1Lr−1 + u∗rLr,

being Li, i ≥ 0, the Legendre polynomial of degree i in Pi(I), with I = (−1, 1). Due to the
orthogonality of the Legendre polynomials, (11d) is easily verified. Then, we determine the
unknown coefficients u∗r−2, u

∗
r−1 and u∗r by imposing conditions (11a)–(11c). In particular, we

have that

(11a) =⇒ u∗r−2 + u∗r−1 + u∗r =

∞∑
i=r−2

ui, (40)

(11b) =⇒ u∗r−2 − u∗r−1 + u∗r = (−1)r
∞∑

i=r−2
(−1)iui, (41)

(11c) =⇒ (r − 2)(r − 1)

2
u∗r−2 +

(r − 1)r

2
u∗r−1 +

r(r + 1)

2
u∗r =

∞∑
i=r−2

i(i+ 1)

2
ui. (42)

By adding (40) to (41) we obtain the expression of u∗r−1 as

u∗r−1 =
1

2

∞∑
i=r−2

ui −
1

2

∞∑
i=r−2

(−1)r+iui. (43)

Next, using (43) into (40) we obtain

u∗r−2 =
1

2

∞∑
i=r−2

ui +
1

2

∞∑
i=r−2

(−1)r+iui − u∗r . (44)

Substituting (43) and (44) into (42) we can write

u∗r =
1

(2r − 1)

∞∑
i=r−2

i(i+ 1)

2
ui −

(r − 1)2

2(2r − 1)

∞∑
i=r−2

ui +
(r − 1)

2(2r − 1)

∞∑
i=r−2

(−1)r+iui (45)

and consequently we can determine the expression of u∗r−2 as

u∗r−2 = − 1

(2r − 1)

∞∑
i=r−2

i(i+ 1)

2
ui +

r2

2(2r − 1)

∞∑
i=r−2

ui +
r

2(2r − 1)

∞∑
i=r−2

(−1)r+iui. (46)
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Finally, it is easy to verify that

ur−2 = − 1

(2r − 1)

r∑
i=r−2

i(i+ 1)

2
ui +

r2

2(2r − 1)

r∑
i=r−2

ui +
r

2(2r − 1)

r∑
i=r−2

(−1)r+iui

ur−1 =
1

2

r∑
i=r−2

ui −
1

2

r∑
i=r−2

(−1)r+iui

ur =
1

(2r − 1)

r∑
i=r−2

i(i+ 1)

2
ui −

(r − 1)2

2(2r − 1)

r∑
i=r−2

ui +
(r − 1)

2(2r − 1)

r∑
i=r−2

(−1)r+iui.

Proof of equation (17).

Proof. First of all we notice that for i ≥ 2 we have

ui =
bi−1

2i− 1
− bi+1

2i+ 3

=
1

2i+ 1

(
ci−2

2i− 3
− ci

2i+ 1

)
− 1

2i+ 3

(
ci

2i+ 1
− ci+2

2i+ 5

)
=

ci−2
(2i− 1)(2i− 3)

− 2ci
(2i− 1)(2i+ 3)

+
ci+2

(2i+ 3)(2i+ 5)
.

Then, it follows that

∞∑
i=r+1

i(i+ 1)ui =

∞∑
i=r+1

i(i+ 1)ci−2
(2i− 1)(2i− 3)

−
∞∑

i=r+1

2i(i+ 1)ci
(2i− 1)(2i+ 3)

+

∞∑
i=r+1

i(i+ 1)ci+2

(2i+ 3)(2i+ 5)

=
∞∑

i=r−1

(i+ 2)(i+ 3)ci
(2i+ 3)(2i+ 1)

−
∞∑

i=r+1

2i(i+ 1)ci
(2i− 1)(2i+ 3)

+
∞∑

i=r+3

(i− 2)(i− 1)ci
(2i− 1)(2i+ 1)

=
r+2∑
i=r−1

(i+ 2)(i+ 3)ci
(2i+ 3)(2i+ 1)

−
r+2∑
i=r+1

2i(i+ 1)ci
(2i− 1)(2i+ 3)

=
r∑

i=r−1

(i+ 2)(i+ 3)ci
(2i+ 3)(2i+ 1)

+
r+2∑
i=r+1

(
(i+ 2)(i+ 3)ci
(2i+ 1)(2i+ 3)

− 2i(i+ 1)ci
(2i− 1)(2i+ 3)

)

=
r∑

i=r−1

(i+ 2)(i+ 3)ci
(2i+ 3)(2i+ 1)

−
r+2∑
i=r+1

(i− 1)(i− 2)ci
(2i+ 1)(2i− 1)

=
(r + 1)(r + 2)

(2r − 1)(2r + 1)
cr−1 +

(r + 2)(r + 3)

(2r + 1)(2r + 3)
cr

− r(r − 1)

(2r + 1)(2r + 3)
cr+1 −

r(r + 1)
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