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Abstract

Multiscale mathematical models have shown great promise in computational brain electrophysiology but are
still hindered by high computational costs due to fast dynamics and complex brain geometries, requiring very fine
spatio-temporal resolution. This paper introduces a novel p-adaptive discontinuous Galerkin method on polytopal
grids (PolyDG) coupled with Crank–Nicolson time integration to approximate such models efficiently. The p-
adaptive method enhances local accuracy via dynamic, element-wise polynomial refinement/de-refinement guided
by a-posteriori error estimators. A novel clustering algorithm automatizes the selection of elements for adaptive
updates, further improving efficiency. A wide set of numerical tests, including epileptic seizure simulations in
a sagittal section of a human brain stem, demonstrate the method’s ability to reduce computational load while
maintaining the accuracy of the numerical solution in capturing the dynamics of multiple wavefronts.

1 Introduction

Biophysical modeling and numerical simulation are pivotal in improving our understanding of biological processes. In
silico approaches now offer tools to accelerate medical research and translate it into the clinic with novel personalized
therapies [1]. Brain modeling constitutes a fundamental pillar of computational neuroscience, where mathematical
laws, particularly partial differential equations, serve as essential tools for describing the spatiotemporal evolution
of interconnected biophysical processes and the intricate interplay with the brain’s complex structures, [2, 3].

The field of computational brain electrophysiology is still advancing toward this objective: despite the availabil-
ity of mathematical multiscale models and advanced numerical methods [4, 5, 6, 3, 7, 8, 9, 10, 11], computational
efficiency presents a significant barrier to broader application. Three factors significantly increase the computational
burden: the spatial and temporal constraints associated with the cellular scale of the problem, the non-linearity
of the coupled multiscale models, and the geometric complexity. Consequently, the number of degrees of freedom
required to accurately discretize the corresponding mathematical problem when considering tissue- or organ-scale
simulations increases dramatically. More precisely, the wavefronts of neuronal action potentials are characterized
by steep and rapid profiles evolving on the millisecond time scale and localized at the synaptic level [12, 13], i.e.,
the connections between different neurons. The analysis of physiological and pathological phenomena must consider
various scales that characterize neuronal activity, ranging from the membrane scale [14], where chemical interactions
take place across the cell membrane, to the entire brain. Furthermore, epileptic seizures can last for hours [15],
making the problem multiscale in both space and time.

From a modeling perspective, computational neuronal electrophysiology relies on nonlinear ionic models de-
rived from the Hodgkin–Huxley framework [16, 17, 18], which describe the dynamics of transmembrane potential
and the associated ionic concentrations. At the tissue and organ level, these ionic models are coupled with the
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monodomain or bidomain equations [3, 19] to model the propagation of transmembrane electric potential. Fur-
thermore, the brain’s geometry is highly complex, and its material properties are strongly anisotropic, which adds
further challenges in the discretization step. The numerical approximation of the resulting coupled system of
partial and ordinary differential equations typically leads to a large (monolithic or segregated) algebraic system,
featuring a prohibitively large number of degrees of freedom. These computational challenges are also common in
cardiac electrophysiology, where a wide strand of discretization approaches are available in the literature, see, e.g.,
[20, 21, 22, 23, 24, 25, 26, 27, 28, 19]; we also refer to the comprehensive monographs [29, 30] and the reference
therein. In the specific context of high-order discretizations of electrophysiology models, we mention, e.g., spectral
element methods [31, 32, 33], isogeometric analysis [34, 35, 36, 37], Domain Decomposition schemes [38], and high-
order parallel-in-time approaches [39] High-order discontinuous Galerkin discretizations of electrophysiology models
[40, 41] offer a highly flexible framework for implementing h-, p-, and hp-adaptivity strategies, thanks to the ”local”
nature of the discretization spaces. These methods enable enhanced accuracy while reducing the number of degrees
of freedom and computational costs. In particular, discontinuous Galerkin methods formulated on polytopal meshes
(PolyDG) [42, 43, 44, 45] naturally accommodate complex geometries, benefiting from the inherent flexibility of
agglomerated grid structures. For brain tissue electrophysiology, in [11] we proposed a high-order discontinuous
PolyDG method to handle inherent geometrical complexities. Nevertheless, the computational costs for these sim-
ulations remain substantial, as fine meshes and small time steps are required to currently capture the wavefronts.
Given the inherited complexities of the problem at hand, p- [46] or hp-adaptive methods can provide an effective
approach to lessen simulation costs while preserving the accuracy, see, e.g., [46, 47, 48] for triangular and [49, 42]
for polytopal meshes.

In this work, we propose a novel p-adaptive PolyDG method coupled with Crank–Nicolson time stepping for the
numerical discretization of the monodomain equation coupled with the Barreto–Cressman neuronal ionic model.
The proposed p-adaptive algorithm is driven by suitable a posteriori estimators and allows local and dynamic
high-order accuracy in the numerical approximation of the solution while efficiently reducing the total number of
degrees of freedom. To further enhance computational efficiency we also propose a novel technique based on k-
means centroids for the automatic and dynamic detection of the subset of mesh elements candidate for refinement
or coarsening of the local polynomial degree. We demonstrate the practical performance of the proposed p-adaptive
method with extensive numerical experiments, including benchmark test cases and simulations of epileptic seizure
propagation in a sagittal section of the human brainstem. Our numerical results confirm the capability of the pro-
posed method to substantially reduce the total number of degrees of freedom, while preserving the accuracy required
to capture such complex wavefront dynamics. We point out that, while the proposed approach has been developed
and validated within the framework of the monodomain equation coupled with the Barreto-Cressman model, its
design is sufficiently general to be extended to other models of (brain) electrophysiology, including different ionic
models or alternative macroscopic descriptions.

The remainder of the manuscript is organized as follows: In Section 2, we introduce the mathematical model
of brain electrophysiology under investigation. Section 3 presents the semi discrete formulation within the PolyDG
framework and the fully discrete method based on employing the Crank–Nicolson time marching scheme. Section 4
introduces and discusses in detail the proposed p-adaptive method, including a detailed discussion on implementation
details. In Section 5, we demonstrate the practical performance of the proposed p-adaptive method through a series
of benchmark test cases. Finally, in Section 6 we illustrate the effectiveness of the proposed p−adaptive method in
simulating physio-pathological scenarios in brain electrophysiology.

2 The mathematical model

In this section, we present the mathematical formulation of the brain electrophysiology model. Specifically, we
consider the monodomain equation [50, 51] coupled with suitable neuronal ionic models [52, 18].

Given an open, bounded, polygonal domain Ω ∈ Rd, (d = 2, 3) and a final time T > 0, we introduce the
transmembrane potential u = u(x, t) with u : Ω × [0, T ] → R, and the vector y = y(x, t) with y : Ω × [0, T ] →
Rn, n ≥ 1, containing the ion concentrations and gating variables of the ionic model. The coupled multiscale
problem reads as follows:
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For any time t ∈ (0, T ], find u = u(x, t) and y = y(x, t) such that:




χmCm
∂u

∂t
−∇ · (Σ∇u) + χmf(u,y) = Iext in Ω× (0, T ],

∂y

∂t
+m(u,y) = 0 in Ω× (0, T ],

Σ∇u · n = 0 on ∂Ω× (0, T ],

u(0) = u0, y(0) = y0 in Ω.

(1)

Here, Σ represents the conductivity tensor, assumed to be constant in time and piecewise in space. Under the
isotropic assumption, it is defined as Σ = σ1, where σ is the parameter defining the conductivity magnitude. In
the first two test cases, we employ a fully isotropic conductivity tensor to focus only on the p-adaptive algorithm.
Nonetheless, in the context of brain electrophysiology (test case 3), the 2D conductivity tensor is usually defined
as:

Σ = σal⊗ l+ σnn⊗ n = σl1+ (σn − σl)n⊗ n, (2)

where σl represents the conductivity along the principal axonal direction, σn the conductivity in the orthogonal
direction, l = l(x) the axonal fibers direction in the point x ∈ Ω and n = n(x) its normal. We applied our
p-adaptive algorithm to this context in the last test case. In all the test cases, we assume homogeneous Neumann
boundary conditions and, finally, we introduce suitable initial conditions u0 and y0.

For the modeling of ionic currents, we employ the Barreto-Cressman ionic model, a conductance-based model
that describes a neuron’s membrane potential and the dynamic interactions between intra- and extracellular ion
concentrations [18]. Through parameters’ variations, it can effectively represent neuronal bursting, a phase of
epilepsy marked by rapid transmembrane potential spiking, as well as the classical action potential. A detailed
derivation of this model can be found in [17, 18]. The variables of the models are three different ionic concentrations,
namely intracellular sodium s(t) = [Na]i(t), extracellular potassium k(t) = [K]o(t), and intracellular calcium c(t) =
[Ca]i(t), and three gating variables gs, gk, gc that control the opening and closing of ion channels:

y(x, t) =
[
s(x, t), k(x, t), c(x, t), gs(x, t), gk(x, t), gc(x, t)

]⊤
, (3)

with y(x, t) : Ω× [0, T ] → R6. The ionic reaction term of the model in Equation (1) is defined as follows:

f(u,y) = INa(u,y) + IK(u,y) + ICl(u,y), (4)

where the currents of sodium (INa), potassium (IK), and chloride (ICl) ions are:

INa(u,y) =
(
GNaL +GNa(g

s(t))3gk(t)
)
(u(t)− ENa),

IK(u,y) =

(
GK(g

c(t))4 +GAHP
c(t)

1 + c(t)
+ GKL

)
(u(t)− EK),

ICl(u,y) = GCIL(u(t)− ECl).

Finally, the right-hand side of the ionic model is given by:

m(u,y) =




c

80
+ GCa

0.002(u− ECa)

1 + exp
(
− 25+u

2.5

)

1

τ
(Idiff − 14Ipump − Iglia + 7γIK)

1

τ
(γINa − 3Ipump)

3
g − g∞

τg




.

For the weak formulation of the problem, we introduce the Sobolev space V = H1(Ω), and we employ a standard
definition of the scalar product in L2(Ω), denoted by (·, ·)Ω. The induced norm is denoted by ∥ · ∥. We remind that
for vector-valued and tensor-valued functions, the definition extends component-wise [53]. Starting from Equation
(1), we introduce the ionic component and the dynamics component of the ionic model as:

a(u, v) = (Σ∇u,∇v)Ω, rion(u,y, v) = (f(u,y), v)Ω ∀ v ∈ V,

rm(u,y,w) = (m(u,y),w)Ω ∀w ∈ [V ]n.
(5)
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We assume that the forcing terms, physical parameters, and initial conditions in Equation (1) are sufficiently regular,
i.e.: f(u,y) ∈ L2(0, T ;L2(Ω)), Iext(u,y) ∈ L2(0, T ;L2(Ω)), m(u,y) ∈ [L2(0, T ;L2(Ω))]n, χm and Cm ∈ L∞

+ (Ω)
where L∞

+ (Ω) := {v ∈ L∞(Ω) : v ≥ 0 a.e. in Ω}, u0 ∈ L2(Ω) and y0 ∈ [L2(Ω)]n. The weak formulation of the
problem (1) reads: ∀ t ∈ (0, T ] find u(t) ∈ V,y(t) ∈ V n such that:





χmCm

(
∂u(t)

∂t
, v

)

Ω

+ a(u(t), v) + χmrion(u(t), v) = (Iext, v)Ω ∀ v ∈ V,

(
∂y(t)

∂t
,w

)

Ω

+ rm(u(t),y(t),w) = 0 ∀w ∈ V n,

u(0) = u0, y(0) = y0 in Ω.

(6)

3 PolyDG semi-discretization and fully-discrete formulation

We now present the PolyDG semi-discrete formulation of the problem described in Equation (6). Let Th represent
a polytopal mesh partition of the domain Ω, consisting of disjoint elements K. For each element K, we define
its diameter as hK and set h = maxK∈Fh

hK < 1. The interfaces are defined as the intersections of the (d − 1)-
dimensional facets of neighboring elements. For d = 2, the interfaces of a given element K are always segments.
We denote by F I

h the union of all interior faces contained within Ω and by FN
h those lying on the boundary ∂Ω.

In the following we assume that the underlying grid is uniformly polytopal shape regular in the sense of [54].
We define Pp(K) as the space of polynomials of degree at most p ≥ 1 over the element K and the discontinuous
finite element space as:

V DG
h = {vh ∈ L2(Ω) : vh|K ∈ PpK (K) ∀K ∈ Th},

with local degree pK ≥ 1 for any K ∈ Th. Let F ∈ F I
h be the face shared by the elements K±, and let n± denote

the normal unit vectors on the face F pointing outward to K±. For regular enough scalar-valued function v and a
vector-valued function q, the trace operators are defined as follows [55]:

{{v}} =
1

2
(v+ + v−), [[v]] = v+n+ + v−n−, on F ∈ F I

h ,

{{q}} =
1

2
(q+ + q−), [[q]] = q+ · n+ + q− · n−, on F ∈ F I

h .

Here, the superscripts ± indicate the traces of these functions on F taken in the interiors of K±, respectively.
Moreover, we assume for the derivation of the formulation that the local polynomial degree vector p = {pK}K∈Th

is given. This assumption allows us to give the following consistent definition of the penalization parameter η :
F I

h ∪ FD
h → R+:

η = η(p, h,Σ) = η0





{ΣK}A
{p2K}A
{hK}H

on F ∈ F I
h ,

ΣK
p2K
hK

on F ∈ FD
h ,

(7)

which depends explicitly on both the local degrees and the mesh size. In Equation (7) we set ΣK = ∥
√
Σ|K∥2L2(K)

and we consider both the harmonic average operator {·}H , that is {h}H = 2h+h−
h++h−

, and the arithmetic average

operator {·}A, that is {p}H = p++p−
2 on F ∈ F I

h . When applying our p-adaptive method (described in the
following section), the polynomial degree vector p = {pK}K∈Th

is updated at each time step. The penalization
parameter η is adjusted accordingly, while η0 is chosen large enough to ensure stability. This setting enable us to
introduce the following bilinear form A (·, ·) : V DG

h × V DG
h → R:

A (u, v) =

∫

Ω

Σ∇hu · ∇hv dx+
∑

F∈FI
h

∫

F

(η[[u]] · [[v]]− {{Σ∇u}} · [[v]]− [[u]] · {{Σ∇v}})dσ ∀ u, v ∈ V DG
h , (8)

where ∇h is the element-wise gradient. The semi-discrete formulation of problem in Equation (1) reads:
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For any t ∈ (0, T ], find (uh(t),yh(t)) ∈ V DG
h ×

[
V DG
h

]n
such that:





χmCm

(
∂uh(t)

∂t
, vh

)

Ω

+ A (uh(t), vh) + χm (f(uh(t),yh(t)), vh)Ω = (Iexth , vh)Ω ∀ vh ∈ V DG
h ,

(
dyh(t)

dt
,wh

)

Ω

+ (m(uh(t),yh(t)),wh)Ω = 0 ∀wh ∈ [V DG
h ]n,

uh(0) = u0
h, yh(0) = y0

h in Ω.

(9)

As a consequence of our assumptions, we denote the dimension of the discrete space as Nh(p), to make explicit

its dependence on the vector of local polynomial distribution. Let Nh(p) be the dimension of V DG
h and let (φj)

Nh(p)
j=0

be a suitable basis for V DG
h , then uh(t) =

∑Nh(p)
j=0 Uj(t)φj and yl(t) =

∑Nh(p)
j=0 Y l

j (t)φj for all l = 1, ..., n. We denote

U ∈ RNh(p), Yl ∈ RNh(p) for all l = 1, ..., n and Y = [Y1, ...,Yn]
⊤. We define the matrices:

[M]ij = (φi, φj)Ω, (Mass matrix), i, j = 1, ..., Nh(p)

[F]j = (Iext, φj)Ω, (Forcing term), j = 1, ..., Nh(p)

[I(u,y)]j = (f(u,y), φj)Ω, (Non-linear ionic forcing term), j = 1, ..., Nh(p)

[Gl(u,y)]j = (ml(u,y),φj)Ω, (Dynamics of the ionic model), j = 1, ..., Nh(p), l = 1, ..., n

[A]ij = A (φi, φj) (Stiffness matrix), i, j = 1, ..., Nh(p).

(10)

We are now ready to introduce the fully-discrete formulation. We partition the interval [0, T ] into N sub-intervals
(t(k), t(k+1)], each of length ∆t, such that t(k) = k∆t for k = 0, . . . , N − 1. For temporal discretization, we adopt
the second-order Crank-Nicolson scheme [56], which handles the linear part (diffusion term) in a semi-implicit way,
while the ion term in a fully explicit way. Given the initial conditions U0 and Y0, the discrete scheme is:
Find U(k+1) = U(t(k+1)) and Y(k+1) = Y(t(k+1)) for k = 0, ..., N − 1, such that:





(
χmCmM+

∆t

2
A

)
U(k+1) =

(
χmCmM− ∆t

2
A

)
U(k) − χm∆tI(k+1) +∆tF(k+1),

Y(k+1) = Y(k) −∆tG(k),

U0 = U0, Y
0 = Y0,

where the ionic current at step k + 1 is computed as follows:

I(k+1) =
3

2
I(k) − 1

2
I(k−1). (11)

4 p-adative PolyDG framework

In practical applications, the solution of the problem in Equation (1) is characterized by action potentials with
extremely steep and fast wavefronts that necessitate very fine spatial and temporal discretizations for their accurate
numerical discretization. However, at a specific time instant, these traveling action potentials are localized in a
specific portion of the domain, favoring adaptive numerical discretizations. These latter can accurately track the
wavefront while removing unnecessary degrees of freedom, retaining the accuracy of the solution while reducing
computational efforts. This section presents a spatial p-adaptive strategy based on the PolyDG method that locally
adapts the polynomial order, using high-order discretization only in specific domain regions where wavefront tracking
is needed. Unlike spatial adaptivity methods that rely on re-meshing, which demands significant computational
resources and integration with a mesh generator, p-adaptivity avoids re-meshing during computation. An element-
wise error indicator guides this flexibility in local polynomial degree selection [57] (described in Section 4.1). The
modification of the polynomial degree is then automatically driven by this local indicator and a suitable threshold
numerically determined at the beginning of the simulation (see Section 4.1.1). In Section 4.2, we present the complete
algorithm that automatically uses higher-order discretizations only where needed to reduce the computational costs
and reduce the total number of degrees of freedom while maintaining the accuracy required for accurate wavefront
tracking.

4.1 A-posteriori indicator

In this Section, we discuss the a-posteriori error indicator to determine/update the local polynomial order. We
employ the comprehensive a-posteriori indicator proposed in [44] and defined for each time t and on each element
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K ∈ Th as:

τ2K(·, ·) = τ2K,r(·, ·) + τ2K,n(·) + τ2K,j(·) + τ2K,t(·) + O2
K,r, (12)

where the components represent the norm of the residual (τ2K,r), the jump component of the normal gradient

(τ2K,n), the jump component (τ2K,j), and the tangential component of the gradient (τ2K,t) of the numerical solution,

respectively. The local data oscillations on the element K, defined for the forcing term (O2
K,r) is instead given by

the error generated by the L2-projection of the forcing term. In the following, we define all the terms appearing in
Equation (12) and refer to [58] for more details.

Let u
(k)
h ∈ V DG

h and y
(k)
h ∈ [V DG

h ]n be the approximated solution at the time t(k), k = 1, 2, . . .. Then, the first
four components of the indicator (12) are defined as

τK,r(u
(k)
h ,y

(k)
h ) =∥hKR(u

(k)
h ,y

(k)
h )∥L2(K), (13)

τK,n(u
(k)
h ) =

(
∥
√
hK [[(Σ∇hu

(k)
h ) · nK ]]∥2L2(∂K)∩FI

h
+ ∥
√
hK(Σ∇hu

(k)
h · nK)∥2L2(∂K)∩FN

h

) 1
2

, (14)

τK,j(u
(k)
h ) =∥√η[[u

(k)
h ]]∥2L2(∂K)∩FI

h
, (15)

τK,t(u
(k)
h ) =∥

√
hK [[(Σ∇hu

(k)
h ) · tK ]]∥L2(∂K)∪FI

h
, (16)

where hK is the diameter of K ∈ Th, Π is the L2 orthogonal projector onto the space of polynomials of degree
pK on K, η is the penalty coefficient defined in Equation (7), and nK and tK are the unit normal and tangential
vectors to ∂K. Moreover, in Equation (13) the residual R(·, ·) of the monodomain problem is given by

R(u
(k)
h ,y

(k)
h ) = χmf(u

(k)
h ,y

(k)
h )−∇h · (Σ∇hu

(k)
h ) + χmCm

u
(k)
h − u

(k−1)
h

∆t
−ΠIexth .

Finally, for any t(k) and any K ∈ TK , the terms incorporating the oscillations with respect to the data are defined
as follows: OK,r = ∥hK(ΠIexth − Iexth )∥L2(K). We remark that in the case of non-homogeneous Neumann boundary
conditions, the indicator has to be suitably modified so as to take into account the oscillation term on the boundary
datum.

To assess the effectiveness of the a-posteriori error indicator, we considered a benchmark test case for electro-
physiology based solely on the monodomain equation with a nonlinear reaction term [27] defined by

f(u) = a(u− Vrest)(u− Vthres)(u− Vdepol)

where Vrest ≤ Vthres ≤ Vdepol and a > 0. Under this assumption, we can find an analytical solution, as shown later
in Section 5.1. In this setting, we evaluate the error exploiting the energy norm that we derived in [11] and defined
as follows: for any time t :

∥v∥2E = ∥v∥2 +
∫ t

0

2µ

Cmχm
∥v∥2DGds+

∫ t

0

a

Cm
∥v∥4L4(Ω)ds ∀v ∈ H1(Th). (17)

In Equation (17), ∥ · ∥2DG is given by

∥v∥2DG = ∥∇hv∥2 + ∥η 1
2 [[v]]∥2F I

h
∀v ∈ H1(Th), (18)

where ∥ · ∥ = ∥ · ∥L2(Ω) and ∥ · ∥F =
(∑

F∈F ∥ · ∥2L2(F )

) 1
2

. Here, η is defined in Equation (7) and Hs(Th) is the

space of piecewise Hs functions with s ≥ 0. For further details see [11], where we provided the a-priori stability,
and the convergence analysis with respect to the energy norm defined in (17) for the semi-discrete formulation of
the problem in Equation (9).

4.1.1 Update of the polynomial degree

Let u
(k)
h ∈ V DG

h and y
(k)
h ∈ [V DG

h ]n be the numerically approximated solution at time t(k), k = 1, 2, . . . and let

τK = τK(u
(k)
h ,y

(k)
h ) the local error indicator on K ∈ Th defined as in (12). We can update the polynomial degree

on each element K ∈ Th exploiting the following function:

parctanK =

⌈
pmax 2

π
arctan

(
τK

τthreshold

)⌉
, (19)
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where ⌈·⌉ is the ceiling function, pmax is the maximum polynomial degree to be used in the simulation, and τthreshold
corresponds to a suitable threshold to be defined. To avoid large element-wise variations in the local polynomial
degree, we opt for a smooth scaling, taking into account not only the information obtained from the evaluation of
the adaptive function in Equation (19) but also the polynomial degree poldK at the previous time step. Therefore,
for each element, we compute the new element-wise polynomial degree pnew as:

pnewK = 1{pold
K ≤parctan

K } min(poldK + 1, parctanK ) + 1{pold
K >parctan

K } max(poldK − 1, parctanK ). (20)

We remark that in the p-adaptive function defined in Equation (19), τthreshold must be identified to select the subset
of elements for which the polynomial degree should be updated (either increased or decreased). The selection of
this threshold is typically subject to problem-specific tuning according to the mesh size of the underlying partition
Th. To allow an automatic problem-specific selection of τthreshold, we propose a procedure relying once more on
the physics of the problem. Since the action potential wavefront is localized in space, the error indicators should
be subdivided into two clusters: respectively, the subsets of elements in close proximity to the action potential
wavefront should be associated with higher error indicators, while the elements distant from the wavefront should
correspond to lower error indicators. For this reason, we employ a k-means algorithm to cluster the local error
indicators into two subsets at each time step (see Figure 1).

Wave profile

Indicator values

(a)

Wave identification

Wave identification

(b)

C2

C1

C1 : upper centroid
C2 : lower centroid

(c)

Figure 1: Example of the clustering process for identifying the initial wave in a one-dimensional configuration.
(1a) represents an example of a travelling wave and the corresponding distribution of the indicator τK defined as
in Equation (12). (1b) clustering of the local indicator values τK , based on employing the k-means algorithm for
the identification of the wavefront and the quiescence regions. (1c) definition of the upper centroid (C1) and lower
centroid (C2) resulting from the k-means clustering.

The clustering is performed only at the beginning of the simulation according to the value of the local indicator
(τK), obtained with an initial condition approximated using the maximum degree. Here pmax is assigned to all the
elements so that it is possible to straightforwardly reduce the polynomial degree far from the wavefront. More in
detail, we consider two possible thresholds defined by exploiting the clustering centroids C = [C1 , C2] as follows:

τmin
threshold = min(C1, C2) , τmean

threshold =
C1 + C2

2
. (21)

Note that, in this way, the threshold for the p-adaptive strategy is fixed at the beginning of the simulation and it
is not updated during time evolution.

4.2 p-adaptive algorithm

The polynomial degree is adapted locally and independently for each element using (20). To avoid an excessive
computational overhead generated by the calculation of the local error indicator τK on each element K ∈ Th at
each time step, we design an updating strategy specifically tailored for the problem which involves the evolution of
the action potential wavefront. The structure of the adaptive algorithm is summarized in the pseudo-code reported

in Algorithm 1 and detailed below. Specifically, for every time step t(k), the indicator τK(u
(k)
h ,y

(k)
h ) is not updated

on all the mesh elements but only on a specific subset S (k) of mesh elements defined as S (k) = S
(k−1)
K ∪S

(k−1)
neigh .

In Figure 2, we show how to construct S (k). Specifically, we start from S (k−1), which is defined as the union of
the elements K ∈ Th with a modified polynomial degree at the previous time step and the elements with maximum
polynomial degree, i.e.,

S (k−1) = {K ∈ Th | p(k−1)
K has been updated at the previous time step t(k−1) or p

(k−1)
K = pmax}.

7



S (k−1) S
(k−1)
neigh S (k)

Figure 2: Example of subset of elements S (k) where the indicator defined in (12) is updated at the k−th time step.
In red are depicted the elements whose polynomial degree was either updated at the (k − 1)−th time step or was
at the maximum allowed value; in blue are depicted the neighbors of such elements. Finally, the complete set of
elements for computing the indicator is in orange.

Then, S
(k−1)
neigh is defined as the subset of neighboring elements to any K ∈ S (k−1), i.e.,

S
(k−1)
neigh = {K ∈ Th |K is a neighboring element to K ′ ∈ S (k−1)}.

At the beginning of the simulation, the initial configuration is S (0) = Th, that is all elements of the mesh are

analyzed at the first iteration. Once the subset S (k) has been defined, we update the indicator τK(u
(k)
h ,y

(k)
h ) for

all the elements in S (k), while for the other elements, we consider the indicator and the local polynomial degree at
the previous time step.

Algorithm 1 p-adaptive algorithm

1: Input: Initial conditions {u(0)
h , y

(0)
h }, Matrices: A,M

2: for k = 1, . . . , N do

3: Compute u
(k)
h ,y

(k)
h the with the Crank-Nicholson scheme

4: if k = 1 then
5: Exploit the k-means clustering and the compute threshold τthreshold.
6: end if
7: Compute S (k)

8: Update the indicator τK(u
(k)
h ,y

(k)
h ) for all K ∈ S (k), for all K ̸∈ S (k) consider the indicator at the previous

time-step
9: Update the polynomial degree distribution pk based on employing the adaptive function in Eq. (20)

10: Update the matrices A,M with respect to the new degree distribution

11: Update the forcing and ionic terms I
(k)
ext, I

(k)
ion with respect to the new degree distribution

12: Update the solution u
(k)
h ,y

(k)
h with respect to the new degree distribution

13: end for

Remark 1. To further reduce the computational costs, we remark that the indicator τK(u
(k)
h ,y

(k)
h ) could also be

updated not at every time step but only every k̄ > 1 temporal iterations (here k̄ should depend on the velocity of the
wavefront and the choice of ∆t and h).

4.3 Implementation details

From a practical implementation perspective, selecting an appropriate set of basis functions is essential for dynam-
ically adapting the polynomial degree without reassembling the mass and stiffness matrices at each time step. In
this work, we consider a set of hierarchical basis functions to avoid the reassembling phase at each time step due to
the local adaptation algorithm. The initial condition is constructed by employing pK = pmax for any pK ∈ Th. At
the first step, we assemble A,M by choosing pK = pmax for any pK ∈ Th; we refer to (10) and Section 3 for their
definition. Then, at each time step, we can efficiently and locally update A,M according to the local adaptation
of the polynomial degree driven by the p-adaptive algorithm. The update is trivial and massively parallel for the
mass matrix because, in the DG setting, the mass matrix is block diagonal. In Figure 3, we show an example of the
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dynamic update of the stiffness matrix A for a two-dimensional example. We suppose to have a polytopal mesh
with nel elements, and we assume, for simplicity and clarity of the example, to have pmax = 2. If the element K1 is
selected by our adaptive algorithm to decrease the local polynomial approximation degree from pK1

= 2 to pK1
= 1,

the global stiffness matrix has to be locally modified as described in Figure 3. Let A1 ∈ R6x6 be the block diagonal
part of A corresponding to the (six) degrees of freedom associated with K1. The update of A1 into Â1 ∈ R3x3

is depicted in Figure 3 (top panel). Let now Ai ∈ R6x6, i = 2, . . . , nel, the off-diagonal blocks corresponding to

the degrees of freedom associated with K1. The update of Aj into Âj ∈ R3x6 is depicted in Figure 3 (bottom
panel). We remark that particular attention has to be given to the jump-jump term of the stiffness matrix, i.e.,∑

F∈FI
h

∫
F
η[[uh]] · [[vh]]dσ ∀ uh, vh ∈ V DG

h . Since the penalization parameter η defined in (7) depends on the

A1 A2 · · · Anel

Anel+1 A2nel · · ·
...

...

A(nel−1)nel · · · · · · Anelnel







a11 a12 a13 a14 a15 a16

a22 a23 a24 a25 a26

a33 a34 a35 a36

a44 a45 a46

a55 a56

a46







a11 a12 a14

a22 a24

a44

( ))
A = A1 = Â1 =

(a) Dynamic update of the block-diagonal matrix A1 ∈ R6x6 with Â1 ∈ R3x3.

A1 A2 · · · Anel

Anel+1 · · · · · · A2nel

...
...

A(nel−1)nel · · · · · · Anelnel







a11 a12 a13 a14 a15 a16

a22 a23 a24 a25 a26

a33 a34 a35 a36

a44 a45 a46

a55 a56

a46







a11 a12 a13 a14 a15 a16

a21 a22 a23 a24 a25 a26

a41 a42 a43 a44 a45 a46

( )
A = Ai = Âi =

(b) Dynamic update of the off-diagonal blocks Ai ∈ R6x6 with Âi ∈ R3x6, i = 1, . . . , nelnel.

Figure 3: Example of the dynamic update of the stiffness matrix A in two dimensions, supposing that the element
K1 is selected to decrease the local polynomial approximation degree from pK1

= 2 to pK1
= 1 whereas all the other

mesh elements pK = 2.

element-wise polynomial degree, this matrix has to be reassembled at each adaptive step. We can therefore write,
exploiting the definition in (8): A = Ã+ S where S is the matrix representation of the jump-jump term (cf. (10)

and (7), last term) and Ã is the matrix representation of the first three terms in the bilinear form defined as in

(7). In the p-adaptive algorithm Ã is updated as described above and illustrated in Figure 3 while the matrix S is
reassembled.

5 Numerical results

In this section, we present various numerical tests to evaluate the performance of the proposed p-adaptive method.
The numerical results have been obtained with a numerical code based the open source Lymph library [59], which
implements the PolyDG method for multiphysics differential problems.

5.1 Test case 1: traveling wave solution

The first test case consists of a traveling wavefront benchmark. For numerical verification, we consider a simplified
model that describes an analytical traveling-wave, where the non-linear ionic term is defined by the following non-
linear function: f(u) = a(u − Vrest)(u − Vthres)(u − Vdepol) where Vrest ≤ Vthres ≤ Vdepol and a > 0. Here, Vrest is
the resting potential, Vthres represents the threshold potential, and Vdepol represents the depolarization potential.
Starting from [27], where the convergence for the one-dimensional problem is analyzed, the solution is extended to
the two-dimensional case by introducing uex as the exact solution defined as follows:

uex(x, t) =
Vdep − Vrest

2

[
1− tanh

(
x− ct

ϵ

)]
+ Vrest,

where ϵ characterizes the thickness of the wavefront, while c is the propagation speed of the wave.
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Table 1: Test case 1. Values of the model parameters.

Parameter Value Unit Parameter Value Unit

σn 0.17 mS ·mm−1 a 1.4e− 5 mS ·mm−2 ·mV−2

σt 0.62 mS ·mm−1 χm 140 mm−1

Vdepol 30 mV Cm 0.01 µF ·mm−2

Vrest -85 mV c 0.5 mm ·ms−1

Vthres -57.6 mV ϵ 0.2 mm

5.1.1 Test case 1a: convergence analysis

For the first test case, we consider the domain Ω = (−1, 2) × (−0.5, 0.5), discretized with a mesh constructed by
PolyMesher [60]. We define the conductivity tensor as Σ = 0.13361[ mS ·mm−1], 1 being the identity tensor. The
model’s parameters are chosen as reported in Table 1, cf. from [27]. In Figure 4, we report the computed errors
in the energy norm defined in (17) at the final time T = 1e − 4 [s] with ∆t = 1e − 6. These results have been
obtained considering a uniform polynomial degree for every element of the mesh, i.e., pK = pun for any K ∈ Th,
with pun = 1, 2, 3, 4 and considering a sequence of uniformly refined meshes with mesh-size h (the corresponding
number of elements is equals to 70, 250, 800, 3000, 8000). We observe that the theoretical convergence rates are
achieved, consistently with the theoretical analysis proved in [11].
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Figure 4: Test case 1a. Computed errors in the energy norm defined in Equation (17) at the final time T = 1e−4 [s]
as a function of the mesh size (loglog scale) for different choices of the polynomial degree pun = 1, 2, 3, 4.

We next present the numerical results obtained based on employing our p-adaptive algorithm and compare them
with the corresponding ones obtained under uniform p-refinement. Figure 5 reports the computed errors in the
energy norm defined in (17) at the final time T = 1e−4 as a function of total number of degrees of freedom (NDoF)
for adaptive and uniform polynomial distributions (loglog scale). More precisely, in Figure 5 we show the computed
errors obtained with a uniform polynomial degree pun = 2, 3, 4 and compare them with the corresponding results
obtained by employing the proposed p-adaptive method (denoted as pad).
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Figure 5: Test case 1a. Computed errors in the energy norm defined in (17) at the final time T = 1e − 4 [s]
as a function of total number of degrees of freedom NDoF (loglog scale) for uniform (pun) and adaptive (pad)
polynomial degree and different choices of τthreshold = τmin

threshold, τ
mean
threshold, cf. (21). Here pmax represents the

maximum polynomial degree in the adaptive algorithm.

These results are based on two different threshold parameters: Figure 5 (left) show the results obtained setting
τthreshold = τmin

threshold, i.e., the threshold is defined as the minimum of the centroids of the k-means clustering (cf.
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also (21)), while Figure 5 (right) show the results obtained setting τthreshold = τmean
threshold, i.e., the mean of the

centroids obtained from the k-means clustering (cf. also (21)). In this set of numerical experiments, we impose the
maximum polynomial degree in our p-adaptive algorithm as pmax = 2, 3, 4. From the results reported in Figure 5,
we can conclude that choosing as threshold the mean of the centroids seems to lead to larger errors, while exploiting
a threshold based on the minimum of the centroids seems to provide better results and lead to approximations that
are comparable to those obtained with a uniform polynomial degree. Given these numerical results, the simulation
of the following sections will be carried out using the minimum threshold.

5.1.2 Test case 1b: degrees of freedom analysis

We next analyze the performance of our p-adaptive scheme to correctly track the evolution of the wavefront. We set
Ω = (−2, 3)× (−0.5, 0.5), and consider a polytopal mesh with 1500 elements, cf. Figure 6b. Here, the conductivity
tensor is defined as Σ = 0.00811 [mS ·mm−1], and all the other parameters are defined as in Table 1. For the
p-adaptive scheme, the initial polynomial degree is uniform and equal to pun = 5, which corresponds to a total
number of degrees of freedom equal to NDoF = 3.15e+4. The initial condition for the transmembrane potential is
reported in Figure 6b.

test

(a) (b)

Figure 6: Test case 1b. (6a) Polytopal grid with 1500 elements (h = 0.1170); (6b) initial condition of the trans-
membrane potential.

In Figure 7, we report the results obtained at two time snapshots t = 5 [ms] and t = 20.3 [ms]. The first two
rows of Figure 7 report the exact solution together with the corresponding numerical solution. In the third and
fourth rows of Figure 7, we report the element-wise computed errors in the DG and L2 norms. The element-wise

Table 2: Test case 1b. Computed errors in the L2 andDG norms for different time snapshots t = 5 and t = 20.3 [ms].
Here uad

h is the numerical solution computed with the p-adaptive scheme, uun
h is the one computed with a uniform

polynomial degree pun = 5).

∥uun
h (t)− uex(t)∥L2(Ω) ∥uun

h (t)− uex(t)∥DG ∥uad
h (t)− uex(t)L2(Ω) ∥uad

h (t)− uex(t)∥DG

t = 5 [ms] 1.63e− 3 1.15e− 2 1.62e− 3 1.14e− 2
t = 20.3 [ms] 5.43e− 3 2.54e− 2 5.50e− 3 2.55e− 2

polynomial degree adapted with our p-adaptive algorithm (τthrehsold = 3.25e− 3) every 5 time steps of the Crank-
Nicholson time advancing scheme is shown in Figure 7 (fifth row) together with corresponding local error indicator
defined as in Equation (12) (Figure 7, sixth row). The results show that the proposed p-adaptive algorithm is able
to track the wavefront correctly. The distribution of the local polynomial degree for each element of the mesh over
time is consistent with the position of the wavefront. In particular, we observe that high-order polynomial degrees
are automatically set by our p-adaptive algorithm to correctly capture the steep wavefront, while low order elements
are employed where the solution is flat.

The evolution of the total NDoF as a function of time resulting from our p-adaptive algorithm is shown in
Figure 8a. Starting at the initial time from a uniform polynomial degree distribution pmax = 5, the p-adaptive
algorithm is able to significantly reduce the total number of degrees of freedom while preserving the accuracy,
resulting in a gain of 78% compared to the uniform approximation. We also observe that, once the wave has
passed, all elements are discretized with linear elements, leading to 4500 degrees of freedom, resulting in a gain
of 86%. Figure 8b shows the evolution of the total number of modified elements (Nel) over time, while Figure 8c
shows the evolution over time of the number of elements with local polynomial degree equal to 1, 2, 3, 4, 5. As
expected, most of the elements employ linear elements, except for a few elements in the proximity of the wavefront,
where high-order polynomials are employed to correctly describe steep variations of the solution. Exploiting the
proposed p-adaptive algorithm, we observe a consistent reduction of the total number of degrees of freedom needed
to discretize the system while maintaining accuracy in the approximation of the solution, as is evident from the
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(a) t = 5 [ms] (b) t = 20.3 [ms]

Figure 7: Test case 1b. Exact solution uex (first row), numerical solution uh (second row), computed errors in
the DG and L2 norms (third and fourth rows), element-wise polynomial approximation degree (fith row) and local
error indicator (sixth row) at two time instants t = 5 [ms] and t = 20.3 [ms].
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Figure 8: Test case 1b. Left: Evolution of the number of degrees of freedom (NDoF) as a function of time, driven
by our p-adaptive algorithm (τthrehsold = 3.25e − 3). At the initial time NDoF = 3.15e + 4. Center: Evolution of
number of elements (Nel) where the local polynomial degree is updated over time. Right: Evolution of the number
of elements (Nel) with local polynomial degrees equal to 1, 2, 3, 4, 5 over time. As initial condition, all the elements
are discretized with pmax = 5;

results shown Table 2 where the computed errors in the L2 and DG norms obtained with the p-adaptive scheme
and with a uniform polynomial degree pun = 5 are compared at two different time snapshots t = 5, 20.3 [ms].
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5.1.3 Test case 1c: comparison of different choices for the local error indicators

Next, we investigate different choices of local error indicators in driving our p-adaptive strategy. Specifically, we
compare:

1. the ”full” local error indicator τK as defined in Equation (12),

2. the local error indicator relating only to the residual of the numerical solution, i.e., τK,r,

3. the local error indicator related to the jump of the numerical solution, i.e., τK,j .

Figure 9 shows the time evolution (with final time T = 10 [s]) of the total number of degrees of freedom (left) and of
the total number of elements marked for p-refinement/de-refinement when our adaptive algorithm is driven by the
three different local error indicators (right). Our results indicate that the number of degrees of freedom resulting
from using the residual indicator seems to be consistently smaller than the ones obtained by exploiting the other
two indicators.
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Figure 9: Test case 1c. Time evolution of the total number of degrees of freedom (left) and of the total number of
elements marked for p-refinement/de-refinement (right) for the three different choices of the local error indicators
driving the p-adaptive algorithm.

Figure 10 shows a comparison between the computed solution at time t = 2 [ms] (first row) as well as the
element-wise polynomial approximation degree for the three choices of local error indicators (second row). In the
same Figure (third and fourth rows) we report the computed errors in the L2 and DG norms together with the
element-wise values of the three error indicators (last row). From these results, we can deduce that the local
polynomial degree distribution associated with the local residual indicator τK,r entails a lower number of degrees
of freedom than the other two indicators. However, this choice leads to a less accurate numerical solution, as clear
from the results reported in the third and fourth rows, where the errors computed based on employing τK,r are
consistently larger. This suggests that the residual indicator is underestimating the error and, as a consequence,
lowering the local polynomial degree even in at the wavefront, compromising the numerical scheme accuracy. The
”full” and jump local error indicators outperform the residual indicator: indeed, we observe that they can correctly
identify the wave, maintaining the required accuracy, as shown in from Figures 11. We also observe that for the
adaptive method based on the complete indicator τK , the traveling wave is completely included in the band of
elements where high-order approximations are employed, and the elements are then gradually scaled down to linear
elements in correspondence with quiescence regions. Furthermore, comparing the results obtained making use of
the complete indicator (τK) and the jump indicator (τK,j), the time evolution of the total number of degrees of
freedom is comparable and the error obtained by the adaptive algorithm considering τK,j as local error indicator
seems to be slightly larger than the corresponding results obtained based on employing τK .

Figure 11 illustrates the correlation between the error computed in the energy norm defined in Equation (17)
and three distinct a posteriori indicators. More precisely, In Figure 11 we report the element-wise scatterplot of the
local error computed in energy norm (y-axis) when the p-adaptive algorithm is driven by the different local errors
indicators versus the value of the three local error indicators (x-axis) for different time snapshots t = 1, 5, 10 [ms].
From the results reported in Figure 11, the complete indicator τK proves to be the most effective indicator, as
it exhibits a clear linear relation with the error computed in the energy norm, with values consistently bounded
from below by the corresponding error. This behavior suggests that τK provides a robust and reliable local error
estimator and can be exploited within the p-adaptive algorithm. In fact, exploiting the complete indicator we obtain
a L2 error of 3.82e− 3 and DG-error of 4.12e− 2. Conversely, as expected, the residual indicator τK,r confirms its
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(a) τK (b) τK,j (c) τK,r

Figure 10: Test case 1c. From left to right: different local error indicators are employed to drive the p-adaptive
algorithm. First row: numerical solution at t = 2 [ms]; Second row: element-wise polynomial degree distribution;
third and fourth rows: element-wise errors in the L2 and DG norms; Fifth row: computed local error indicators.

poor effectiveness: it is characterized by significant variance, lacks a clear correlation with the error, and frequently
underestimates it, obtaining a L2 error of 1.05e − 1 and DG-error of 1.32e + 1. Finally, the jump indicator τK,j
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Figure 11: Test case 1c. Scatterplot of the element-wise error computed in energy norm defined in (17) (y-axis)
versus the local error indicators (x-axis) for three different time snapshots t = 1, 5, 10 [ms].

exhibits an intermediate behavior, with a discernible positive correlation with the error and moderate variance; the
values are generally of the same order of magnitude as τK but the indicator does not achieve the same level of
accuracy and tends to underestimate the error, especially for lower error magnitudes. Here we obtain a L2 error of
3.85e− 3 and DG-error of 4.74e− 2.
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5.2 Test case 2: ”double” traveling wave solution

In the second test case, we numerically investigate the ability of the p−adaptive algorithm to approximate multiple
wavefronts. We consider a domain Ω = (−2, 4) × (−0.5, 0.5) and two starting wavefronts defined through the
following initial condition:

u0(x) =
Vdep − Vrest

2

(
tanh

(
x+ x2

ϵ2

)
− tanh

(
x+ x1

ϵ1

))
+ Vdep. (22)

We consider two configurations: a homogeneous case (see Section 5.2.1), in which the wavefronts have the same
velocity and steepness, and an heterogeneous case, in which the domain is split by assigning different conductivity
values that cause wavefronts to propagate at different velocities (see Section 5.2.2).

5.2.1 Test case 2a: homogeneous case

This test case consists of a simulation in which both waves move with the same velocity c = 0.1212 [mm · ms−1].
The mesh is characterized by 1500 polytopal elements (h = 0.1105); the initial condition is defined as in Equation
(22), with x1 = −3 and x2 = 1.5. We point out that the two waves evolve in opposite directions towards the center
of the domain at the same speed. We have repeated the same analysis of test case os Section 5.1.2 considering
the complete indicator τK and τthreshold = τmin

threshold. Figure 12 reports the time evolution of the number of degrees
of freedom NDoF as a function of time. Starting from 3.15e + 4 NDoF (corresponding to the case where all the
elements are discretized with pmax = 5) we reach around 8.6e+3 NDoF (with a 73% reduction). The corresponding
time evolution of the number of elements (Nel) where the local polynomial degree is updated over time is shown in
Figure 12 (center) together with the time evolution of the number of elements with local polynomial degrees equal to
1, 2, 3, 4, 5. We also observe that after the two waves collide (approximately at 15.6 [ms]), a resting state is reached
with a discretization of linear polynomials and 4.5e + 3 NDoF (corresponding to a 86% reduction). In addition,
the cost of computing the local error indicator is decreased significantly due to the localized computations of the
indicator for the relevant elements only, as shown in Figure 12b. Also in this test case, we observe a significant
reduction in the total number of degrees of freedom as a consequence of the p-adaptive scheme. In Figure 13 (first
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Figure 12: Test case 2a. Left: Evolution of the number of degrees of freedom (NDoF) as a function of time, driven
by our p-adaptive algorithm (τthreshold = 3.25e − 3). At the initial time NDoF = 3.15e + 4. Center: Evolution of
the number of elements (Nel) where the local polynomial degree is updated over time. Right: Time evolution of
the number of elements (Nel) with local polynomial degrees equal to 1, 2, 3, 4, 5. At the initial time all the elements
are discretized with pmax = 5.

Table 3: Test case 2a. Computed errors in the L2 and DG norms for different time snapshots t = 7.1 [s] and
t = 16.6[s]. As exact solution we considered the numerical solution computed with a uniform polynomial degree
(pun = 5).

t = 7.1 [s] t = 16.6 [s]
∥uad

h (t)− uun
h (t)∥L2(Ω) 7.37e− 5 9.12e− 5

∥uad
h (t)− uun

h (t)∥DG 1.80e− 3 2.04e− 3
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(a) t = 7.1 [ms] (b) t = 16.6 [ms]

Figure 13: Test case 2a. First and second rows: numerical solution computed based on employing a uniform
polynomial degree (pun = 5) and the p-adaptive strategy (with pmax = 5), respectively. Third row: polynomial
approximation degree distribution. Third and fourth rows: errors in the L2 and DG norms computed with the
numerical solution obtained with a uniform polynomial degree (pun = 5). Fifth row: local error indicator. The
results refer to two different time snapshots t = 7.1 [ms] (left panel) and t = 16.6 [ms] (right panel).

and second rows) we report the numerical solution computed based on employing a uniform polynomial degree
(pun = 5) and the p-adaptive strategy (with pmax = 5), respectively, at two different time snapshots t = 7.1 [ms]
(left panel) and t = 16.6 [ms] (right panel). We observe that: i) the p-adaptive algorithm correctly tracks the two
wavefronts, with a high-order polynomial degree employed in the proximity of the wavefronts; ii) the polynomial
degree distribution is similar for both waves, cf. Figure 13 (third row). This is consistent with what is expected
because the two waves have the same slope and speed. Figure 13 (third and fourth rows) also reports the errors in
the L2 and DG norms computed with the numerical solution obtained with a uniform polynomial degree (pun = 5).
Comparing these results with the local error indicator reported in Figure 13, last row, we can observe that they
exhibit the same behavior, indicating an accuracy of the proposed p-adaptive algorithm. This is also confirmed
by the results reported in Table 3, where we show the errors in the L2 and DG norms computed for the test case
presented, considering as reference solution the numerical solution computed using a uniform polynomial degree
(pun = 5).

5.2.2 Test case 2b: heterogeneous case

In this test case, we consider a heterogeneous conductivity tensor resulting in the two waves traveling at different
speeds and with different slopes. This test was designed to assess the ability of the p-adaptive algorithm to capture
two distinct waves with different dynamics. For this test case, we consider a discontinuous conductivity tensor
Σ(x) = Σ11Ω1

(x)+Σ21Ω2
(x), where the subdomains Ω1 ad Ω2 are defined as: Ω1 = (−2, 1)× (−0.5, 0.5) and Ω2 =

(1, 4)×(−0.5, 0.5) (cf. Figure 14a). Imposing the wave speed as c1 = 0.1212 [mm·ms−1] and c2 = 0.3157 [mm·ms−1],
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we obtain the conductivity tensors Σ1 = 0.00811 [mS ·mm−1] and Σ2 = 0.05511 [mS ·mm−1]. This choice results
in a faster wave evolving from the right to the left of the domain until it encounters a jump in conductivity at
x = 1; after that, the wave slows down and becomes steep exactly like the other one, evolving with the same speed.
The initial condition profile together with the computational grid is shown in Figure 14b.

Ω1 Ω2

(a)

−2 −1 1 2 3 4 5

−85

−60

−40

−20

10

30

x

y

(b)

Figure 14: Test case 2b. Computational mesh and initial condition for double traveling wavefront (left) and profile
of the initial condition (right).

Also in this case we have repeated the same analysis of test case Section 5.1.2. Figure 15 shows the time evolution
of NDoF together with the evolution of the number of elements where the local polynomial degree is updated over
time and the time evolution of the number of elements with local polynomial degrees equal to 1, 2, 3, 4, 5. With
respect to the homogeneous test case analyzed in Section 5.2.1, we observe an increase in the total number of
degrees of freedom. The different wave speed induces the p-adaptive algorithm to increase the bandwidths where
high-order polynomials are employed. Moreover, the presence of the discontinuity in the conductivity tensor leads
to an additional increase in the total NDoF in the time period when the second wavefront passes through that
specific portion of the domain (a zoom in this particular time window is reported in 15a). This increase in NDoFs
lasts from 2 [ms] up to 5 [ms]. After that, the number of elements with each polynomial degree stabilizes, since
the two waves have the same profile (see Figure 15c). From the numerical results, we can conclude that the
proposed p-adaptive algorithm accurately identifies the two waves in the domain, using different polynomial degree
distributions to effectively capture the fronts in a heterogeneous context. Figure 16 shows, for different time
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Figure 15: Test case 2b. Left: Evolution of the number of degrees of freedom (NDoF) as a function of time, driven
by our p-adaptive algorithm. Center: Evolution of number of elements (Nel) where the local polynomial degree is
updated over time. Right: Evolution of the number of elements (Nel) with local polynomial degrees pK = 1, 2, 3, 4, 5
over time. At the initial time all the elements are discretized with pmax = 5.

snapshots t = 1.5, 3.6, 7.7, 13 [ms], the computed solution, the element-wise polynomial approximation degree, and
the local error indicator. We observe, as expected, the distinct polynomial bandwidths visible for the two wavefronts.
At the beginning of the simulation, the less steep, but faster, wave on the right-hand side of the domain shows a
bandwidth where high-order polynomials are employed. Close to the jump in the conductivity, the wave speed and
slope change, evolving similarly to the wave on the left, which is steeper.
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(a) t = 1.5 ms (b) t = 3.6 ms

(c) t = 7.7 [ms] (d) t = 13.0 [ms]

Figure 16: Test case 2b. Computed solution, element-wise polynomial approximation degree and local error indicator
defined as in Equation (12) for different time snapshots t = 1.5, 3.6, 7.7, 13.0 [ms].

6 Application to neuronal electrophysiology

In this section, we present a test case demonstrating the capabilities of the proposed p-adaptive method in approx-
imating physio-pathological scenarios of brain electrophysiology.

6.1 Grey matter tissue

In this test case, we challenge the proposed p-adaptive algorithm in the context of neuronal electrophysiology, where
we exploit the coupling of the monodomain equation with the Barreto-Cressman conductance-based ionic model
(1), which is capable of representing the dynamics of neuronal electrophysiology in brain tissues. We focus on
the evolution of pathological neuronal impulses, representing dynamics generated by a potassium ion imbalance in
the transmembrane space. This spiking behavior, typical of epileptic seizure, is investigated in portions of grey
matter tissue modeled isotropically. The initial condition for the potential is defined by taking u0 = −50 [mV]

test

(a) (b)

Figure 17: Test case 3. Computational domain and polytopal grid with 2500 elements (h = 0.1148) (left) and initial
condition for the transmembrane potential (right).

on a subregion Ω0, while the remaining part of the domain has u0 = −67 [mV], as done in [11]. In this case,
a pathological condition is simulated on a slab of grey matter tissue on a mesh of 2500 elements (h = 0.1148),
cf. Figure 17, and throughout the section we set pmax = 5. In Table 4 we report the initial conditions of all
the variables of the ionic system, and in Table 5 we list the values of the parameters of the Barreto-Cressman
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Table 4: Test case 3. Parameters for the initial condition of the coupled monodomain Barreto-Cressman ionic
model. Values taken from [18].

Variable Inital Value Units Variable Inital Value Units

n0 15.5 mM c0 0 mM
k0 7.8 mM gn,0 0.0936 -

gc,0 0.08553 - gk,0 0.96859 -

Table 5: Test case 3. Parameters for Barreto-Cressman ionic model. Values taken from [18].

Parameter Description Values

Cm Membrane capacitance 10−2 mF/cm2

GAHP Conductance of afterhyperpolarization current 0.01 mS/cm2

GKL Conductance of potassium leak current 0.05 mS/cm2

GNa Conductance of persistent sodium current 100 mS/cm2

GCIL Conductance of chloride leak current 0.05 mS/cm2

GNaL Conductance of sodium leak current 0.0175 mS/cm2

GCa Calcium conductance 0.1 mS/cm2

GK Conductance of potassium current 40.0 mS/cm2

Gglia Strength of glial uptake 66.66 mM/s
Kbath Conductance of potassium 8.0 mM

model used for this simulation, cf. [18]. The conductivity values are taken as in [7] for a portion of grey matter
tissue, namely, Σ = 0.77341 [mS ·mm−1]. As extensively analyzed in [11, 61], we exploit a pathological value of the
parameter Kbath = 8 [mM] that allows the model to enter the Hopf-type bifurcation [62]. This configuration results
in a very fast and auto-induced bursting behavior. In this work, the pathological behavior is further accentuated by
introducing an external forcing term, which increase the frequency of the spikes, accelerating the bursting behavior.
The forcing term is defined as follows:

Iext(x, t) =
A

1 + esin(t)
1Ω0

(x). (23)

Figure 18 depicts the acceleration of the pathological dynamics generated by this forcing: in the self-induced case,
the action potential generates a second peak after 40 [ms] (Figure 18a); in contrast, the introduction of the external
force anticipates the second peak at approximately 7 [ms] (Figure 18b). As before, we consider the error indicator
for the adaptive choice of the polynomial degree defined in Equation (12). Figure 19 reports the computed solution,
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Figure 18: Test case 3. Figure (18a) shows the dynamics of the auto-induced and bursting pathological behavior of
the 0D-ionic model. In Figure (18b) we shows the evolution of the transmembrane potential in the 0D-ionic model
in presence of the forcing term defined in Equation (23) with amplitude A = 9 mA.

mm .

the element-wise polynomial approximation degree, and the computed total local error indicator defined as in (12)
at different time snapshots t = 3.4, 7.2, 8.4, 13.2 [ms]. As expected, larger values of the local error indicator and, as
a consequence, higher-order polynomials are observed in correspondence with the depolarization and polarization
wavefronts. As it can also be seen from the evolution of the 0D-model in Figure 18a, an equally rapid decay
(polarization) follows the potential peak, which also requires high-order polynomial degrees for the accurate local
approximation. Regions of quiescence correspond instead to linear polynomial approximation degrees, where the
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3.4 [ms]

7.2 [ms]

9.4 [ms]

13.2 [ms]

(a) Transmembrane potential (b) Polynomial approximation degree (c) Local error indicator

Figure 19: Test case 3. Computed transmembrane potential in a section of grey matter tissue (left), element-wise
polynomial approximation degree (middle), and local error indicator defined as in (12) (right) at different time
snapshots t = 3.4, 7.2, 8.4, 13.2 [ms].
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Figure 20: Test case 3. Left: Evolution of the number of degrees of freedom (NDoF) as a function of time, driven
by our p-adaptive algorithm. Center: Evolution of the number of elements (Nel) where the local polynomial degree
is updated over time. Right: Time evolution of the number of elements (Nel) with local polynomial degrees equal
to 1, 2, 3, 4, 5 over time. At the initial time all the elements are discretized with pmax = 5.

indicator values are also lower. A new pattern can be appreciated in the results reported in Figure 20, where we
show the time evolution of the NDoFs. As expected, there is a significant increase in NDoFs approximately at
7 [ms] and 13.5 [ms] due to the generation of the new traveling waves. Figure 20 (center and right) also reports the
time evolution of the total number of elements where refinement/de-refinement takes place and the total number
of elements where local polynomial degrees of order 1, 2, 3, 4, 5 are employed. The number of elements where linear
polynomials are employed is the majority throughout the simulation, but slowly decreases in the first 14 [ms] of
the simulation till reaching a dynamic plateau. This is consistent with the underlying physics, since the multiple
neuronal waves are steep and localized. The computational costs for computing the indicator slightly increase when
the second (and third) wave is introduced, as the number of elements to be checked increases accordingly. From
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the numerical results, it can be concluded that our p-adaptive algorithm demonstrates the ability to automatically
adjust the polynomial degree where neuronal waves are located.

6.2 Brain Stem

In this test, we evaluate the performance of the proposed p-adaptive PolyDG method in a geometrically complex
domain representing a sagittal section of a human brain stem reconstructed starting from structural Magnetic
Resonance Images (MRI) from the OASIS-3 database [63]. The considered brain sagittal section has a maximum
longitudinal length of 7.5 cm and a vertical length of 7 cm. Here, we simulate pathological seizures dynamics in a
brain section characterized by heterogeneous tissue, such as grey and white matter. As in the previous sections, we
consider an external forcing term defined as in Figure 18b. An initial fine triangular grid has been agglomerated
using the approach based on neural networks proposed in [64], leading to a polytopal mesh of 3523 elements, cf.
Figure (21a), where we also show the subdivision into grey and white matter. Out of the 3523 polygons constituting
our agglomerated mesh, 2012 are in the white matter and the remaining in the grey matter. In Figure (21b), we

(a) (b)

Figure 21: Test case 4. Agglomerated polytopal grid consisting of 3523 elements of the sagittal section of a human
brain stem with differentiation of tissues as white matter (purple) and grey matter (blue) (left); pathological initial
condition for the transmembrane potential (u0 = −50 [mV] in Ω0).

report the unstable initial condition. The behavior of white and grey matter in response to transmembrane ionic
imbalances or external stimuli differs because of the preponderance of cell bodies in grey matter and axons in
white matter. This makes the white matter anisotropic; in this simulation, we consider the following values for the
conductivity tensors for grey and white matter

ΣGM =

[
0.7354 0

0 0.7354

]
, ΣWM =

[
1.7354 0

0 1.2854

]
, (24)

respectively. For this simulation, we consider the same values of the parameters and initial condition as before,
cf. Table 5 and Table 4. As before, the initial condition is discretized pmax = 5 in all the mesh elements, corre-
sponding to 7.3e + 4 degrees of freedom. Figure 22 shows the computed transmembrane potential together with
the element-wise polynomial approximation degree and the local error indicator at three different time snapshots
t = 1.0, 9.4, 17.2 [ms]. Also in this simulation, the proposed p-adaptive strategy is able to correctly capture the
depolarization and polarization wavefronts and automatically and dynamically adapt the local polynomial degree
to capture the steep variations of the transmembrane potential, while reducing the computational burden. This is
also confirmed by the results reported in Figure 23, where we show the time-evolution of the NDoF. We observe
that the p-adaptive methods significantly reduced the NDoF compared to the corresponding scheme employing a
uniform polynomial approximation degree (for which NDoF = 7.3e + 4). After 14ms, the NDoF drops to 4e + 4,
reducing the total number of degrees of freedom by approximately 40%. Similar to the previous test case, we
observe a gradual increase in the NDoF over time, driven by the appearance of multiple wavefronts that need to
be properly tracked. The same trend can be observed in the evolution of the number of elements checked by the
p-adaptive scheme and the number of mesh elements where the polynomial degree is equal to 1, 2, 3, 4, and 5 (cf.
Figure 23 center and right). Once the first wavefront has passed the whole domain, a stable distribution is reached
both in terms of the total NDoF and the polynomial approximation degree distribution.
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t = 1[ms]

t = 9.4[ms]

t = 17.2[ms]

(a) Transmembrane potential (b) Polynomial degree (c) Local error indicator

Figure 22: Test case 4. Computed transmembrane potential, element-wise polynomial approximation degree and
local error indicator at three different time snapshots t = 1.0, 9.4, 17.2 [ms].
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Figure 23: Test case 4. Left: Evolution of the number of degrees of freedom (NDoF) as a function of time, driven
by our p-adaptive algorithm. Center: Evolution of the number of elements (Nel) where the local polynomial degree
is updated over time. Right: Evolution of the number of elements (Nel) with local polynomial degree equal to
1, 2, 3, 4, 5 over time. At the initial time, all the elements are discretized with pmax = 5.

7 Conclusion

This work addressed some numerical challenges in the numerical approximation of neuronal electrophysiology phe-
nomena characterized by complex geometries, multiscale phenomena, and steep wavefronts. The considered math-
ematical model consists of the monodomain equation coupled with a specific neuronal ionic model to simulate the
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pathological behavior of the transmembrane potential. To overcome the associated computational burden, we pro-
posed a novel p-adaptive algorithm based on the discontinuous Galerkin method on polytopal meshes coupled with
Crank-Nicolson time marching scheme. Our automatic p-adaptive strategy is driven by a suitable a-posteriori error
estimator to dynamically adjust the local polynomial approximation degree, enabling the dynamic and efficient
capture of wavefronts while simultaneously reducing the total number of degrees of freedom. Thanks to a novel
clustering algorithm, we automatically select a threshold value to efficiently identify elements for adaptive updates,
further improving efficiency. We tested the proposed p-adaptive algorithm on a wide set of benchmark test cases,
demonstrating that the number of degrees of freedom can be significantly reduced while preserving the accuracy of
the numerical solution. We also demonstrated the capabilities of the proposed p-adaptive method in approximating
physio-pathological scenarios of brain electrophysiology. The results highlighted the p-adaptive method’s capability
to capture the complex interplay of physiological and pathological phenomena at a reasonable computational cost.
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