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equation for modeling neurodegenerative diseases

Paola F. Antonietti ∗ Mattia Corti ∗ Sergio Gómez † Ilaria Perugia ‡

Abstract

This work presents a structure-preserving, high-order, unconditionally stable numerical method for approx-
imating the solution to the Fisher-Kolmogorov equation on polytopic meshes, with a particular focus on its
application in simulating misfolded protein spreading in neurodegenerative diseases. The model problem
is reformulated using an entropy variable to guarantee solution positivity, boundedness, and satisfaction of
a discrete entropy-stability inequality at the numerical level. The scheme combines a local discontinuous
Galerkin method on polytopal meshes for the space discretization with a ν-step backward differentiation
formula for the time integration. Implementation details are discussed, including a detailed derivation of
the linear systems arising from Newton’s iteration. The accuracy and robustness of the proposed method
are demonstrated through extensive numerical tests. Finally, the method’s practical performance is demon-
strated through simulations of α-synuclein propagation in a two-dimensional brain geometry segmented from
MRI data, providing a relevant computational framework for modeling synucleopathies (such as Parkinson’s
disease) and, more generally, neurodegenerative diseases.
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1 Introduction

The Fisher-Kolmogorov (FK) equation, also known as the Fisher-Kolmogorov-Petrovsky-Piskunov (Fisher-
KPP) equation, is a reaction-diffusion equation that models the dynamics of biological populations or advanta-
geous genes [1]. The FK equation combines a diffusion term with a non-linear reaction component, accounting
for growth and saturation effects. In recent years, its application has become increasingly prominent in modeling
neurodegenerative diseases, particularly within the framework of the prion-like hypothesis [2]. This hypothe-
sis suggests that misfolded proteins, such as α-synuclein in Parkinson’s disease or dementia with Lewy Bodies
(DLB) [3], and amyloid-β and tau in the context of Alzheimer’s disease [4], propagate throughout the brain like
infectious agents, transitioning from one region to another. Consequently, the FK equation provides a valuable
mathematical framework capable of addressing misfolded proteins dynamics, local proliferation dynamics, and
their spread through brain networks. At the continuous level, the key variables—population density or patho-
logical protein concentration—are inherently nonnegative and constrained by physical and biological limits.
Indeed, from a mathematical viewpoint, it can be proved that the solution to the FK equation with homoge-
neous Neumann boundary conditions remains nonnegative and bounded as long as the initial conditions are
nonnegative and the reaction term satisfies appropriate biological constraints corresponding to the absence and
saturation of the population or pathological agent, respectively [5]. When moving from the infinite-dimensional
setting to the discrete one, it is crucial to develop numerical discretization methods that preserve the nonnega-
tivity and boundedness of the discrete solution. Additionally, they should reproduce key structural properties
of the continuous problem to ensure consistency with the underlying model. Such schemes are referred to as
structure-preserving (encompassing positivity- and bound-preservation).
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Discontinuous Galerkin (DG) methods have been effectively employed to discretize FK equations owing
to their flexibility in handling complex and heterogeneous computational domains, as well as their ability to
accommodate (element-wise) high-order approximations, which is pivotal for accurately capturing traveling-wave
solutions. These features are particularly significant in the modeling of neurodegenerative diseases, where the
underlying geometry is complex, with intricate details and highly heterogeneous media, and where phenomena
occur at long time scales. DG schemes were first introduced in the early seventies for first-order hyperbolic
problems, as referenced in [6]. The development of DG schemes for second-order elliptic problems can be traced
back to [7] and [8–11]; see also [12]. To further enhance geometric flexibility, DG methods on polytopal grids
(PolyDG) have been proposed for the numerical discretization of a broad range of differential problems, see e.g.,
[13–16], the references therein, the comprehensive monograph [17], and the review [18]. PolyDG discretizations
of FK equations have been studied in [19] and have been extended to encompass more physics-informed models
in neurodegeneration, including the heterodimer model [20,21]. Nonetheless, numerical discretizations written in
the primal variable, i.e. the pathological protein concentration for our application of interest, are not inherently
structure-preserving. In some cases, they may produce discrete solutions with nonphysical negative values or
values that exceed biologically plausible limits. This can occur, for example, when approximating steep gradients
or using coarse meshes.

The design of structure-preserving DG methods is a well-established area of research. Positivity-preserving
DG schemes for parabolic equations have been developed, e.g., in [22–24]. For the FK equation, positivity-
preserving schemes have been explored in the context of finite-difference approximations (see, e.g., [25,26]) and
of continuous finite-element discretizations (see, e.g., [27]). A possible approach to devise a positivity-preserving
scheme for the FK equation involves rewriting the original model by changing variables. Instead of solving for
the original field, the system is reformulated in terms of an entropy variable. In this context, an entropy-stable,
structure-preserving DG scheme on simplicial grids for the FK equation has been proposed and analyzed in [28]
and further extended to polytopal grids in [19]. The latter work also provided a thorough validation in the
context of modeling the accumulation and spread of prionic proteins, showing accurate solutions for biologi-
cally meaningful, stable, and accurate simulations of disease progression. In [29], a structure-preserving local
discontinuous Galerkin (LDG) method on simplicial grids for non-linear cross-diffusion systems that exploits
the boundedness-by-entropy framework of [30] is presented and analyzed. In the context of linear diffusion, the
variable transformation utilized in [28], see also [19], introduces a non-linearity in the diffusion tensor, compli-
cating the practical implementation of the discrete problem. First, the penalty function in the DG discretization
of the diffusion term depends on the new auxiliary variable obtained from the exponential transformation and
necessitates careful calibration. Furthermore, due to the fact that non-linearities appear in the differential
operator, Newton’s iterations may exhibit poor conditioning, especially when approximation spaces with large
polynomial degrees are employed.

This paper aims to specialize the approach proposed in [29] to the FK equation. The main idea is to exploit
the underlying entropy structure of the problem and first rewrite it in appropriately chosen auxiliary variables
in such a way that the non-linearities do not occur within differential operators or interface terms, but only in
zero-order terms. At the same time, such a transformation allows the physical positivity and boundedness to
be satisfied in a strong sense. Next, an LDG method on polytopal grids for the space discretization, combined
with a ν-step backward differentiation formula (BDF) for the time discretization, is employed for the numerical
approximation. The resulting method inherently preserves positivity and boundedness of solutions and, at least
in the case of BDF1 (backward Euler), satisfies an entropy stability inequality similar to that of the original
problem. Additionally, since non-linearities arise only in volume terms, these can be computed massively in
parallel element-by-element, exploiting the fact that volume terms are block diagonal in the DG framework. As
a result, we achieve improved stability of the scheme and avoid the need for fine-tuning stability parameters.

The remaining part of the manuscript is structured as follows. In Section 2, we introduce the model problem,
reformulate it using a suitable entropy variable, and present its structure-preserving LDG space discretization on
polytopal grids, coupled with a ν-step BDF time integration scheme. Section 2 also discusses implementation
details, including an explicit derivation of the linear systems stemming from Newton’s iteration. Section 3
provides an extensive numerical verification of the accuracy of the proposed structure-preserving BDF-LDG
method through test cases with known analytical solutions. Finally, Section 4 presents computations aimed at
demonstrating the practical performance of the proposed method in modeling α-synuclein protein spreading,
which is involved in relevant neurodegenerative diseases such as Parkinson’s disease, dementia with Lewy bodies,
and Alzheimer’s disease with Lewy bodies. The results in this section have been obtained on a two-dimensional
section of a brain geometry, segmented from a structural magnetic resonance image.
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2 Model problem and numerical discretization

Let Ω ⊂ Rd (d ∈ {2, 3}) be a polytopic space domain with Lipschitz boundary Γ := ∂Ω and outward-pointing
normal unit vector nΩ, and let (0, T ) be a time interval, with T > 0. In the space–time cylinder QT := Ω×(0, T ),
we consider the following initial and boundary value problem for the Fisher-Kolmogorov (FK) equation: find c :
QT → R such that

∂tc−∇ · (D∇c) = α c(1− c) =: f(c) in QT , (2.1a)

(D∇c) · nΩ = 0 on Γ× (0, T ), (2.1b)

c(·, 0) = c0 in Ω. (2.1c)

Here, the coefficient α = α(x) ∈ L∞(Ω) is strictly positive, and the diffusion tensor D = D(x) ∈ L∞(Ω)d×d is
assumed to be symmetric and uniformly positive definite, namely there exists a constant D0 > 0 such that

z⊤Dz ≥ D0 |z|2 ∀z ∈ Rd. (2.2)

Additionally, we assume that 0 ≤ c0 ≤ 1 a.e. in Ω, so that

0 ≤ c(x, t) ≤ 1 for almost all (x, t) ∈ QT ; (2.3)

see [5, §2.10.2].

Next, we introduce our structure-preserving LDG method. We start by reformulating the problem in an
entropy variable in Section 2.1, then we define the method in Section 2.2, and write it in matrix form in
Section 2.3. Henceforth, given a domain D, we use (·, ·)D to denote the L2(D) inner product, and |D| its
measure.

2.1 Reformulation in terms of an entropy variable

The change of variable

c = u(w) :=
ew

1 + ew
, w : QT → R, (2.4)

enforces that c satisfies the bound in (2.3). In the setting of [29, 30], this corresponds to writing u = (s′)−1,
with the entropy function s defined by

s(c) := c log c+ (1− c) log (1− c) ≥ 0,

for which

s′(c) = log c− log (1− c) = log

(
c

1− c

)
, s′′(c) =

1

c(1− c)
.

Such an entropy function satisfies the following properties:

s′′(c) ≥ 4 ∀c ∈ (0, 1), (2.5a)

|α(x)c(1− c)s′(c)| ≤ Cf∥α∥L∞(Ω) for a.e. x ∈ Ω, ∀c ∈ (0, 1), (2.5b)

with Cf = maxc∈[0,1] |c(1− c)s′(c)| ≤ 0.25. As w = s′(c), the chain rule gives

∇w = s′′(c)∇c. (2.6)

We introduce the following auxiliary variables in QT :

w s.t. c = u(w), (2.7a)

z := −∇w, (2.7b)

Ds′′(c)σ := −Ds′′(c)∇c = Dz, (2.7c)

r := Dσ. (2.7d)
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The first identity in equation (2.7c) imposes σ = −∇c, due to the invertibility of D and the fact that s′′ is
bounded away from zero. More precisely, s′′(c)D is uniformly positive definite with constant 4D0, where D0 is
the constant in (2.2):

z⊤ (s′′(c)D) z ≥
(

inf
(x,t)∈QT

s′′ (c(x, t))

)
D0 |z|2 ≥ 4D0 |z|2 ∀z ∈ Rd. (2.8)

After applying the change of variables in equation (2.7a), the definition of the auxiliary variables follows the
standard LDG approach, avoiding the presence of non-linearities under differential operators. This is achieved by
imposing the chain rule in equation (2.6). Specifically, we define r := −D∇c (equation (2.7d)), writing σ = −∇c
(first identity in (2.7c)). The second identity in (2.7c), along with equation (2.7b), enforces the chain rule in
equation (2.6), avoiding that ∇c = ∇ (u(w)) appears in the formulation. The variable r then represent the flux
of c and will appear explicitly in the formulation (see (2.9) below).

Problem (2.1) is reformulated in the variables defined in (2.7) as follows: find w : QT → R and r : QT → Rd

such that

∂tc+∇ · r = α c(1− c) = f(c) in QT , (2.9a)

r · nΩ = 0 on Γ× (0, T ), (2.9b)

c(·, 0) = c0 in Ω× {0}, (2.9c)

where, in QT = Ω × (0, T ), c = u(w) is understood. The change of variable (2.4) and the reformulation (2.9)
of the FK problem with variables defined in (2.7) are at the basis of the structure-preserving discretization we
introduce in the following section.

We conclude this section by noting that the solution c of the FK problem satisfies the following entropy
stability estimate, which follows from testing the variational formulation of (2.1) with w, and using (2.5b),
(2.8), and the chain rule in (2.6):∫

Ω

s(c(·, τ)) dx+ 4D0

∫ τ

0

∥∇c∥2L2(Ω)d dt ≤
∫
Ω

s(c0) dx+ Cf∥α∥L∞(Ω)τ |Ω| for all 0 < τ ≤ T. (2.10)

2.2 The structure-preserving BDF-LDG method

In this section, we present a numerical discretization of the FK problem (2.1) based on formulation (2.9) with
auxiliary variables defined in (2.7).

Meshes. We partition the space domain Ω by a locally quasi-uniform polytopic mesh Th with mesh size h :=
maxK∈Th

hK , where hK denotes the diameter of the element K. We also partition the time interval (0, T )
by a mesh Tτ defined by the points 0 := t0 < t1 < . . . < tN := T . For n = 1, . . . , N , we define the time
interval In := (tn−1, tn) and the time step τn := tn − tn−1.

As usual in the DG setting, we denote the set of all the mesh facets in Th by Fh = FI
h ∪ FN

h , where FI
h

and FN
h are the sets of internal and (Neumann) boundary facets, respectively. Additionally, we define the

(piecewise constant) mesh-size function h ∈ L∞(FI
h ) as

h(x) := η−1
F

[
1

2

((
|K1|

mK1
|F |

)θ

+

(
|K2|

mK2
|F |

)θ
)]1/θ

if x ∈ F, and F ∈ FI
h is shared by K1,K2 ∈ Th,

(2.11)
where ηF > 0 is a parameter independent of the mesh size, which is chosen below in terms of the diffusion
tensor and the polynomial degree in the space discretization, θ is the power-mean exponent, and mK∗ is the
number of facets of the polytopic element K∗. The choice θ = 1/2 in (2.11) is inspired by the definition of the
penalty function in [31, §4 and §5]. In the numerical experiments presented below, we use θ = −1 in Section 3
and θ = 1/2 in Section 4.

For each element K ∈ Th, let nK denote the unit normal vector in d dimensions to ∂K, pointing away
from K. Given any piecewise smooth, scalar function µ and any d-vector-valued function µ, we define the
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normal jumps and weighted mean values as follows: on each facet F ∈ FI
h shared by two elements K1 and K2

of the mesh Th, we set

JµKN := µ|K1
nK1

+ µ|K2
nK2

, {{µ}}γF
:= (1− γF )µ|K1

+ γFµ|K2
,

JµKN := µ|K1
· nK1

+ µ|K2
· nK2

, {{µ}}γF
:= (1− γF )µ|K1

+ γFµ|K2
,

with γF ∈ [0, 1].

For the definition of ηF and γF , we follow [32, §2] and set

ηF = η0ℓ
2
2(nT

K1
D|K1

nK1
)(nT

K2
D|K2

nK2
)

nT
K1

D|K1
nK1

+ nT
K2

D|K2
nK2

, γF =
nT

K1
D|K1

nK1

nT
K1

D|K1
nK1

+ nT
K2

D|K2
nK2

,

where ℓ is the polynomial degree in the space discretization, and η0 > 0 is a constant independent of the problem
coefficients and discretization parameters.

DG spaces for the discretization in space. Given a polynomial degree ℓ ∈ N with ℓ ≥ 1, we define the
following spaces:

W ℓ(Th) :=
∏

K∈Th

Pℓ(K) and Rℓ(Th) :=
∏

K∈Th

Pℓ(K)d,

where Pℓ(K) denotes the space of scalar polynomials of degree at most ℓ defined on K. Additionally, we denote
by ΠW and ΠR the L2(Ω)- and L2(Ω)d-orthogonal projections in W ℓ(Th) and Rℓ(Th), respectively.

Discrete differential operators in space. We introduce the discrete space gradient and divergence operators.
The LDG gradient operator ∇LDG : W ℓ(Th) → Rℓ(Th) is defined by

(∇LDGvh,ϕh)Ω = (∇hvh − L(vh),ϕh)Ω ∀ϕh ∈ Rℓ(Th),

where ∇h denotes the piecewise gradient operator, and the jump lifting operator L : W ℓ(Th) → Rℓ(Th) is given
by

(L(vh),ϕh)Ω =
∑

F∈FI
h

(JvhKN, {{ϕh}}1−γF
)F ∀ϕh ∈ Rℓ(Th).

The LDG divergence operator divLDG : Rℓ(Th) → W ℓ(Th) is defined by

(divLDGrh, ψh)Ω = − (rh,∇LDGψh)Ω ∀ψh ∈ W ℓ(Th).

BDF time stepping. We discretize in time with the BDF with ν steps. As for ν ≥ 7 the BDF is unstable (see,
e.g., [33, Thm. 3.4 in §III.3]), we limit ourselves to ν ≤ 6. The notation is as follows: for a nonautonomous
ordinary differential equation y′ = g (y, t), the ν-step BDF scheme, denoted by BDFν, reads

y(n+1) −
ν∑

j=1

aj(ν) y
(n+1−j) = τn+1β(ν) g

(
y(n+1), tn+1

)
.

From here on, we omit the dependence on ν and simply denote the coefficients β and aj . For uniform meshes,
the coefficients are provided in Table 1. In particular, when ν = 1, the BDF method coincides with the backward
Euler method, regardless of the mesh.

The BDF-LDG method. Given a penalty parameter ε > 0, our BDF-LDG discretization of the reformulated
FK problem (2.9), after an initialization phase (e.g., using a one-step method, [33, §III.1]), is as follows: for n =

ν−1, . . . , N−1, find w
(n+1)
h ∈ W ℓ(Th) and z

(n+1)
h , σ

(n+1)
h , r

(n+1)
h ∈ Rℓ(Th) (for brevity, we omit the dependence

5



ν β a1 a2 a3 a4 a5 a6
1 1 1
2 2/3 4/3 −1/3
3 6/11 18/11 −9/11 2/11
4 21/25 48/25 −36/25 16/25 −3/25
5 60/137 300/137 −300/137 200/137 −75/137 12/137
6 60/147 360/147 −450/147 400/147 −225/147 72/147 −10/147

Table 1: Coefficients of the ν-step BDF with up to ν = 6 for uniform meshes; see, e.g., [34, §3.12].

on ε), such that

z
(n+1)
h = −∇LDGw

(n+1)
h , (2.12a)(

Ds′′
(
u(w

(n+1)
h )

)
σ

(n+1)
h , ϕh

)
Ω
=
(
Dz

(n+1)
h , ϕh

)
Ω

∀ϕh ∈ Rℓ(Th), (2.12b)

r
(n+1)
h = ΠR

(
Dσ

(n+1)
h

)
, (2.12c)

ε
(
w

(n+1)
h , ψh

)
LDG

+
1

τn+1β

(
u(w

(n+1)
h )−

ν∑
j=1

aju
(n+1−j)
h , ψh

)
Ω

+
(
divLDGr

(n+1)
h , ψh

)
Ω
+
∑

F∈FI
h

(
h−1Jw(n+1)

h KN, JψhKN
)
F

=
(
f
(
u(w

(n+1)
h )

)
, ψh

)
Ω

∀ψh ∈ W ℓ(Th). (2.12d)

In (2.12d), (·, ·)LDG is the bilinear form

(w,ψ)LDG := (αw,ψ)Ω + (D∇LDGw,∇LDGψ)Ω +
∑

F∈FI
h

(
h−1JwKN, JψKN

)
F
.

which is coercive in the norm

∥w∥2DG := ∥α 1
2w∥2L2(Ω) + ∥D 1

2∇hw∥2L2(Ω)d +
∑

F∈FI
h

∥h− 1
2 JwKN∥2L2(F )d .

Furthermore, the terms u
(κ)
h under the summation symbol, which are transmitted from the previous time steps,

are defined as follows:

u
(κ)
h :=

{
ΠWc0 if κ = 0,

ΠWu(w
(κ)
h ) if κ > 0,

namely, u
(0)
h is the L2(Ω) projection into W ℓ(Th) of the initial condition for the original variable c; at the

subsequent time steps, they are the L2(Ω) projections of the transformed variables computed at previous time
steps.

As Ds′′ (u(w)) is uniformly positive definite, see (2.8), given w
(n+1)
h and z

(n+1)
h , equation (2.12b) deter-

mines σ
(n+1)
h in a unique way.

Remark 2.1 (Role of the penalty term). The penalty term with parameter ε > 0 in (2.12d) is introduced to
prevent u(w) from getting too close to the extreme values 0 and 1, as the term s′′(·) in (2.12b) is singular at
those values. Consequently, the penalty term improves the stability and convergence of non-linear solvers such
as Newton’s method described in Section 2.4.

Remark 2.2 (Discrete entropy stability). For the lowest-order time stepping BDF1, which coincides with the
backward Euler scheme, the fully discrete method (2.12) satisfies the following discrete version of the continuous
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entropy stability estimate (2.10), see [29, Thm. 3.1]:

ε

N−1∑
n=0

τn+1∥w(n+1)
h ∥2DG +

∫
Ω

s(u(w
(N)
h )) dx+ 4D0

N−1∑
n=0

τn+1∥σ(n+1)
h ∥2L2(Ω)d

+

N−1∑
n=0

∑
F∈FI

h

τn+1∥h−
1
2 Jw(n+1)

h KN∥2L2(F )d ≤
∫
Ω

s(c0) dx+ Cf∥α∥L∞(Ω)|Ω|T,

with no restrictions on the size of the time steps {τn}Nn=1.

2.3 Matrix form

In order to write the BDF-LDG method (2.12) in matrix form, we define the following forms and functionals:
for all wh, ψh ∈ W ℓ(Th) and zh,σh,ϕh ∈ Rℓ(Th),

mh(zh,ϕh) := (zh,ϕh)Ω ,

bh(wh,ϕh) := (∇hvh,ϕh)Ω −
∑

F∈FI
h

(JwhKN, {{ϕh}}1−γF
)F ,

jh(wh, ψh) :=
∑

F∈FI
h

(
h−1JwhKN, JψhKN

)
F
,

dh(wh,ϕh) :=
∑

K∈Th

(Dzh,ϕh)K ,

nh(wh;σh,ϕh) :=
∑

K∈Th

(Ds′′ (u(wh))σh,ϕh)K ,

uh(wh, ψh) := (u(wh), ψh)Ω ,

fh(wp,h, wq,h;ψh) := (f (u(wh)) , ψh)Ω .

For fixed bases of W ℓ(Th) and Rℓ(Th), we denote by Wh, Zh, Σh, and Rh the coefficient vectors express-
ing wh, zh, σh, and rh, respectively, in terms of those bases. Additionally, we denote by MI , B, J , MD,
and ALDG the matrices associated with the bilinear forms mh(·, ·), bh(·, ·), jh(·, ·), dh(·, ·), and (·, ·)LDG, re-
spectively, and by N , U , and F the operators associated with the non-linear functionals nh(· ; ·, ·), uh(·, ·),
and fh(·, · ; ·) respectively. Since the non-linear functional nh(· ; ·, ·) is linear with respect to its second argument,

we write N (W
(n+1)
h )Σ

(n+1)
h instead of N

(
W

(n+1)
h ;Σ

(n+1)
h

)
.

Then, the matrix form of the method in (2.12) is as follows:

MIZ
(n+1)
h = −BW

(n+1)
h , (2.13a)

N
(
W

(n+1)
h

)
Σ

(n+1)
h =MDZ

(n+1)
h , (2.13b)

MIR
(n+1)
h =MDΣ

(n+1)
h , (2.13c)

εALDGW
(n+1)
h +

1

τn+1β
U(W(n+1)

h )−BTR
(n+1)
h + JW

(n+1)
h = F

(
W

(n+1)
h ) +

1

τn+1β

ν∑
j=1

ajU (n+1−j)
h , (2.13d)

where, in (2.13d), the terms U (κ)
h under the summation symbol represent the coefficient vector of ΠWp0 if κ = 0,

and U (κ)
h := U

(
W

(κ)
h

)
if κ > 0.

As the mass matrix MI is symmetric, positive definite, and block diagonal, it can be inverted efficiently and
we can write

Z
(n+1)
h = −M−1

I BW
(n+1)
h and R

(n+1)
h =M−1

I MDΣ
(n+1)
h .

Then, system (2.13) reduces to

N
(
W

(n+1)
h

)
Σ

(n+1)
h = −MDM

−1
I BW

(n+1)
h , (2.14a)

εALDGW
(n+1)
h +

1

τn+1β
U(W(n+1)

h )−BTM−1
I MDΣ

(n+1)
h + JW

(n+1)
h = F

(
W

(n+1)
h

)
+

1

τn+1β

ν∑
j=1

ajU (n+1−j)
h .

(2.14b)
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Remark 2.3 (Reduced system with one unknown). Given W
(n+1)
h , equation (2.14a) determines Σ

(n+1)
h in a

unique way. This follows from the uniform positive definiteness of Ds′′(u(w)); see (2.8). Then, using Σ
(n+1)
h =

−
(
N
(
W

(n+1)
h

))−1
MDM

−1
I BW

(n+1)
h , system (2.14) can be reformulated in the W

(n+1)
h unknown only as

εALDGW
(n+1)
h +

1

τn+1β
U(W(n+1)

h ) +BTM−1
I MD

(
N
(
W

(n+1)
h

))−1
MDM

−1
I BW

(n+1)
h + JW

(n+1)
h

= F
(
W

(n+1)
h ) +

1

τn+1β

ν∑
j=1

ajU (n+1−j)
h .

(2.15)

2.4 Newton’s iteration

To complete the presentation of the method, we derive explicitly the linear systems stemming from Newton’s
iteration. One of the most computationally expensive parts in each linear iteration is the evaluation of the non-
linear terms in the multivariate function and its Jacobian matrix. However, since non-linearities in our method
do not appear on interface integrals, these terms can be computed independently for each element K of Th,
and their corresponding Jacobians are block diagonal. Consequently, our method has an inherent parallelizable
structure.

We set, for convenience, C :=MDM
−1
I B and

G1

(
Σ

(n+1)
h ,W

(n+1)
h

)
:= N

(
W

(n+1)
h

)
Σ

(n+1)
h + CW

(n+1)
h ,

G2

(
Σ

(n+1)
h ,W

(n+1)
h

)
:= εALDGW

(n+1)
h +

1

τn+1β
U(W(n+1)

h )− CTΣ
(n+1)
h + JW

(n+1)
h

−F
(
W

(n+1)
h )− 1

τn+1β

ν∑
j=1

U (n+1−j)
h .

Denote by DΣ and DW the differential operators with respect to Σ and W, respectively. Omitting the temporal
index n+ 1, the step k → k + 1 of Newton’s iteration applied to system (2.14) reads as follows:

DΣ

(
G1

(
Σk

h,W
k
h

)) (
Σk+1

h −Σk
h

)
+DW

(
G1

(
Σk

h,W
k
h

)) (
Wk+1

h −Wk
h

)
= −G1

(
Σk

h,W
k
h

)
,

DΣ

(
G2

(
Σk

h,W
k
h

)) (
Σk+1

h −Σk
h

)
+DW

(
G2

(
Σk

h,W
k
h

)) (
Wk+1

h −Wk
h

)
= −G2

(
Σk

h,W
k
h

)
.

We compute

DΣ

(
G1

(
Σk

h,W
k
h

))
= N

(
Wk

h

)
,

DW

(
G1

(
Σk

h,W
k
h

))
= DW

(
N
(
Wk

h

))
Σk

h + C,

DΣ

(
G2

(
Σk

h,W
k
h

))
= −CT ,

DW

(
G2

(
Σk

h,W
k
h

))
= εALDG +

1

τn+1β
DW

(
U(Wk

h)
)
+ J −DW

(
F
(
Wk

h

))
.

Therefore, the Newton iteration applied to system (2.14) is as follows:

N
(
Wk

h

)
Σk+1

h = −
[
DW

(
N
(
Wk

h

))
Σk

h + C
]
Wk+1

h +
(
DW

(
N
(
Wk

h

))
Σk

h

)
Wk

h,

−CTΣk+1
h +

[
εALDG +

1

τn+1β
DW

(
U(Wk

h)
)
+ J −DW

(
F
(
Wk

h

)) ]
Wk+1

h

=
[ 1

τn+1β
DW

(
U(Wk

h)
)
−DW

(
F
(
Wk

h

)) ]
Wk

h − 1

τn+1β

[
U(Wk

h)−
ν∑

j=1

U (n+1−j)
h

]
+ F

(
Wk

h

)
.

(2.16)
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Remark 2.4 (Newton’s iteration for (2.15)). Using (2.14a), one can eliminate Σk
h from (2.16) and obtain[

εALDG+
1

τn+1β
DW

(
U(Wk

h)
)
+ CT

(
N
(
Wk

h

))−1
C −MWk

h + J −DW

(
F
(
Wk

h

)) ]
Wk+1

h

=
[ 1

τn+1β
DW

(
U(Wk

h)
)
−DW

(
F
(
Wk

h

))
−
(
MWk

h

) ]
Wk

h − 1

τn+1β

[
U(Wk

h)−
ν∑

j=1

U (n+1−j)
h

]
+ F

(
Wk

h

)
,

(2.17)

where M is the third-order tensor defined as

M := CT
(
N
(
Wk

h

))−1 DW

(
N
(
Wk

h

)) (
N
(
Wk

h

))−1
C.

The expression in (2.17) can also be obtained by applying Newton’s iteration directly to the reformulation of
system (2.14) given in (2.15).

3 Numerical verification

In this section, we present some numerical tests to assess the accuracy of the proposed structure-preserving LDG
method. We consider test cases in two space dimensions. In Section 3.1, we discuss the convergence properties
of the scheme in space and time for a smooth exact solution. Then, in Section 3.2, we study the accuracy of
the method in simulating a traveling-wave solution, providing a comparison with an existing interior penalty
DG (IPDG) method that does not guarantee the positivity preservation [19]. All numerical simulations in this
section are based on the lymph library [35], implementing DG methods on polytopic meshes. The polygonal
meshes are constructed using PolyMesher [36]. All the constructed meshes satisfy the polytopic regularity
assumptions of [17, Assumption 30 in §4.3]. We use time meshes with uniform time step τ .

Since the elements in the meshes we use in this section have a uniformly small number of edges, we neglect
the dependence of the mesh-size function h in (2.11) on mK∗ . We fix θ = −1 in (2.11), and set the stabilization
parameter η0 = 1 in the definition of ηF . For the Newton iterations, given a small tolerance tol, we adopt the
following stopping criterion:

min
{
∥wk+1

h − wk
h∥L2(Ω), |resk+1|

}
≤ tol, (3.1)

where resk+1 is the residual of the algebraic system (2.15) for the approximation at the (k + 1)th Newton’s

iteration of w
(n+1)
h . In the convergence tests reported below, we measure the errors at the final time

Ec := ∥c(·, T )− u(w
(N)
h )∥L2(Ω) and Eσ := ∥∇c(·, T ) + σ

(N)
h ∥L2(Ω)d .

3.1 Test case 1: Convergence analysis

For the numerical tests in this section, we consider the space domain Ω = (0, 1)2 and homogeneous Neumann
boundary conditions on Γ×(0, T ). For the non-linear Newton solver, we use the stopping criteria (3.1) with tol =
10−16. The penalty parameter ε is set to 0.

Convergence properties of the space discretization

For this test, we use the BDF1 time-stepping scheme (implicit Euler) for the time discretization. We select the
diffusion tensor D = I2, where I2 represents the identity matrix of size 2, and the reaction coefficient α = 1, and
consider the FK equation with an additional source term on the right-hand side so that problem (2.1) admits
the following manufactured exact solution:

c(x, y, t) =
1

4
(cos(2πx) cos(2πy) + 2) (1− t).

The choice of a solution that is linear in time allows us to neglect the error due to the BDF scheme, highlighting
the properties of the space discretization.

We perform a convergence test keeping fixed the polynomial degree of the space approximation ℓ = 1, 2, 3, 4
and using, for each degree, different mesh refinements with number of elements (Nel = 30, 100, 300, 1000).
The polygonal meshes used in this test case are reported in Figure 1. We take τ = 10−3 and a final time
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(a) Mesh of 30 elements. (b) Mesh of 100 elements. (c) Mesh of 300 elements. (d) Mesh of 1000 elements.

Figure 1: Test case 1: meshes with different levels of refinement used in the h-convergence test.
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Figure 2: Test case 1: computed errors and convergence rates.

T = 5× 10−2. In Figures 2a and 2b, we report the computed errors Ec and Eσ. We observe a decrease in the
error with quasi-optimal convergence, namely, of order O(hℓ) for Eσ, and of order O(hℓ+1) for Ec.

Then, we develop a convergence analysis with respect to the polynomial degree ℓ. In this case, we consider
a coarse mesh with 30 polygonal elements, and we take τ = 10−5 and T = 2.5 × 10−4. The errors Ec and Eσ

are reported in Figure 2c, where we also report the line of convergence rate hℓ. Comparing the results, we can
observe a spectral convergence in the polynomial degree ℓ.
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Convergence properties of the time discretization

We also test the convergence in time of the fully discrete scheme by comparing the six stable BDF schemes. For
this test, we select the diffusion tensor D = 10−3I2 and the reaction coefficient α = 1, and we slightly modify
the time dependence in the manufactured exact solution with respect to the previous experiment to highlight
the properties of the time discretization:

c(x, y, t) =
1

4
(cos(2πx) cos(2πy) + 2) e−t.

We use a fixed mesh of 300 elements (h ≈ 0.1097) and a polynomial degree ℓ = 4 for the space discretization. This
guarantees that the errors induced by the space discretization are sufficiently small to highlight the convergence
properties of the time integration methods.

The convergence test uses three different time steps τ = 0.500, 0.250, 0.125, and a final time T = 2. In
Figure 2d, we report the computed errors Ec. Coherently with the theoretical results on BDF methods, we
observe a decrease in the error of order O(τν) for the general BDFν method.

3.2 Test case 2: Traveling-wave solution

In this section, we emphasize the critical role of the strong positivity-preserving property of the BDF-LDG
formulation (2.14) in accurately simulating a traveling-wave solution. We fix an anisotropic diffusion tensor
D = dextI2 and a constant reaction coefficient α, and we consider a solution of the form

c(x, y, t) = ψ(x− vt) = ψ(ξ),

where v is wave speed depending on dext and α defined by v := 5
√
αdext/6. Substituting c in the FK equation,

we obtain the following equivalent system of ordinary differential equations:χ
′(ξ) = − v

dext
χ(ξ) +

α

dext
ψ(ξ)(ψ(ξ)− 1) ξ ∈ (0, T ),

ψ′(ξ) = χ(ξ) ξ ∈ (0, T ).
(3.2)

The analytical solution of problem (3.2) is given by (see [37, §7.2])

ψ(ξ) =
1

4

(
1 + tanh

(
8−

√
α

24dext
ξ

))2

.

This solution satisfies a homogeneous Neumann boundary condition at the limits ξ → ±∞, which is equivalent
to x→ ±∞ for each fixed value of t ∈ (0, T ). The homogeneous Neumann boundary condition is also respected
in the y-direction, as the exact solution c is independent of y. In this simulation, we consider a rectangular
space domain Ω = (0, 3) × (0, 1), and the final time T = 10. We impose homogeneous Neumann boundary
conditions not only at y = 0 and y = 1, but also at x = 0 and x = 3.

Concerning the physical parameters, we fix dext = 10−3 and α = 1, with associated velocity v ≃ 6.45×10−2.
For the non-linear Newton solver, we use the stopping criteria (3.1) with tol = 10−10.

Impact of the penalty parameter ε

In the first test, we analyze the impact of the penalty parameter ε on the error convergence. To test this, we
fix the polynomial degree ℓ = 5, and the mesh consisting of 50 elements generated with PolyMesher [36]. We
consider as time step τ = 2.5 × 10−2, and as final time T = 10. In this case, we test two different choices of
BDFν scheme, namely, ν = 1 and ν = 6.

As we can observe in Figure 3a, increasing the penalty parameter introduces an error that seems to be of
order O(ε). Such a behavior is especially evident in the case of the BDF6 discretization. For the BDF1 scheme,
a plateau is observed due to the dominance of the time discretization error. In [29, §5.1], it was proven that

the mass loss due to the penalty term is of order O(ε
1
2 ); however, an order O(ε) was numerically observed.

Therefore, as the introduction of the penalty term increases the error of the method, it should be used only
when it is necessary to get convergence of the non-linear Newton solver (see Remark 2.1). For this reason, in
the next steps of this test case, we fix ε = 0, as the penalty term does not seem to be necessary.
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Figure 3: Test case 2: computed errors w.r.t. the penalty parameter ε (a), and w.r.t. the polynomial degree ℓ (b).

Convergence with respect to the polynomial degree ℓ

In the second test, we analyze the convergence with respect to the polynomial degree ℓ for different choices of
BDFν scheme (ν = 1, ..., 6). We use a fixed mesh consisting of 50 elements generated with PolyMesher [36], and
consider as time step τ = 2.5× 10−2 and as final time T = 10.

We report in Figure 4 the numerical solutions obtained with different choices of the polynomial degree ℓ,
ℓ = 1, ..., 5, and with the BDF6 scheme for the time discretization. On the first row, we report the initial
condition at time t = 0. As shown, the choice of using an L2(Ω)-projection of the field c0(x) can result in
a highly discontinuous approximation and. Locally, this can cause the values to fall outside the range (0, 1),
particularly for low polynomial degrees. However, the transformation in (2.4) ensures that the solution values
are pointwise within (0, 1) from the very first time step. As shown in the second row, the method provides an
accurate representation of the wavefront propagation.

In Figure 3b, we report the errors Ec and Eσ. We observe that using a higher-order time-stepping scheme
results in spectral convergence in ℓ. In contrast, the BDF1 and BDF2 schemes lead to error stagnation, which
cannot be reduced by improving the space discretization, as the time discretization error dominates in such
cases. We do not report the errors of BDFν methods for ν=4, 5, 6 as their performance in this test case is
identical to that of the BDF3 scheme.

Convergence with respect to the space mesh size h

In the third test, we analyze the convergence with respect to the space mesh size h for different choices of the
BDFν scheme (ν = 1, ..., 6). We fix two different polynomial degrees of approximation, ℓ = 2 and ℓ = 3, and
test on a sequence of meshes consisting of 50, 100, 200, 400, 800, 1600 elements generated with PolyMesher [36].
We take as final time T = 1, and a fixed time step τ = 10−1 and use high-order BDFν time stepping schemes
to let the space error dominate.

In Figures 5a and 5c, we report the errors Ec and Eσ, respectively, for ℓ = 2. Additionally, in Figures 5b
and 5d, we report the errors Ec and Eσ for ℓ = 3. For sufficiently high-order time stepping schemes, we can
observe that the the errors Ec and Eσ decay with optimal orders O(hℓ+1) and O(hℓ), respectively. In contrast,
low-order BDF schemes cause error stagnation, as the time discretization error dominates over the error in
space. For the chosen mesh refinements, the correct slope can be found using the BDF4 scheme for ℓ = 2, but it
requires a BDF5 for ℓ = 3. In Figure 5, we do not report the results for BDFν schemes of higher order, as they
do not improve significantly the accuracy of the method. This experiment also emphasizes the unconditional
stability of the method, meaning that there is no need to choose a time step sufficiently small with respect to
the space mesh size to prevent blow-up of the numerical solution.

Comparison with an interior penalty DG method

Finally, we compare the results obtained with our method and the ones obtained with another method proposed
in the literature. In particular, we focus on an IPDG method proposed in [19]. This method is not positivity-
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Figure 4: Test case 2: Comparison of initial conditions and solutions of wave propagation problem for different polynomial degrees
ℓ = 1, ..., 5 at different times t = 0, 10.

preserving, but if the mesh size is sufficiently fine or the polynomial degree is sufficiently high, the analytical
solution is approximated correctly.

For this test, we use two meshes with 50 and 200 elements and different polynomial degrees ℓ = 1, ..., 5.
We consider as time step τ = 2.5 × 10−2 and as final time T = 10. As for the time discretization, we adopt
the BDF1 and BDF2 schemes for our structure-preserving LDG method. The results are compared with those
obtained with the implicit Euler scheme (BDF1) and the Crank-Nicolson scheme (of order 2) for the IPDG
approach proposed in [19]. This ensures that, in the comparison, the two space discretizations are paired with
time stepping schemes of the same orders.

In Figure 6, we report the results obtained for a mesh with 50 elements, using the time integration schemes of
the second-order. We observe that, using the IPDG method, the solution does not maintain positivity and takes
negative values at certain points, thereby losing physical meaning. This issue can be mitigated by increasing
the degree ℓ of the approximation in space. In contrast, our method remains free of oscillations and preserves
the pointwise bounds of the continuous solution.

To quantify the quality of the numerical approximation obtained with the two methods, we report in Ta-

ble 2 the errors in the L2(Ω) norm, namely ∥c(·, T )− u(w
(N)
h )∥L2(Ω) for the structure-preserving LDG method

and ∥c(·, T )−c(N)
h ∥L2(Ω) for the IPDG method. This shows that the method proposed in [19] only approximates

the exact solution accurately when a sufficiently large number of degrees of freedom are used. This requires
increasing the accuracy in space (by either increasing ℓ or reducing h), which appears to be more crucial than
reducing the time step. In contrast, our method is not affected by these issues and can capture the solution
correctly even with low-order polynomial degrees. The performance of both methods becomes comparable for
higher-order approximations.

4 Spreading of α-synuclein in a two-dimensional brain section

In this section, we present some numerical simulations of the spreading of α-synuclein, conducted using our
structure-preserving LDG method. The aggregation, phosphorylation, and nitration of this synaptic protein
have been suggested to be critical processes in forming aggregates known as Lewy bodies. These lesions are
associated with several neurodegenerative diseases, including Parkinson’s disease (PD), dementia with Lewy
bodies (DLB), incidental Lewy body disease (ILBD), and Alzheimer’s disease with Lewy bodies (ADLB) [38].
All these conditions share a common developmental process described in the literature by the Unified Staging
System for Lewy Body Disorders (USSLB) [3, 39]. This theory divides pathological spreading of α-synuclein
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Figure 5: Test case 2: computed errors and convergence rates.

into 4 stages, but with two distinct patterns that may emerge at the prodromal stage: primarily brainstem
inclusions (most common in PD) or limbic inclusions (typical in DLB, ADLB) [39].

In the literature, the mathematical modeling of these processes typically uses the heterodimer model [2,
20, 40, 41], which describes the evolution of the healthy protein concentration p and the misfolded protein
concentration q. Denoting as κp > 0 the production rate of p, λp > 0 and λq > 0 the clearance rates of p and q,
respectively, and µpq > 0 the conversion rate from p to q, the heterodimer system with initial conditions and
open boundary conditions reads as follows:

∂tp−∇ · (D∇p) = −p(λp + µpqq) + κp in QT ,

∂tq −∇ · (D∇q) = −q(λq − µpqp) in QT ,

(D∇p) · nΩ = 0 and (D∇q) · nΩ = 0 on Γ× (0, T ),

p(·, 0) = p0 and q(·, 0) = q0 in Ω.

Assuming constant coefficients and p ≫ q, and neglecting the time derivative and diffusion of p, p can be

computed in terms of q as p =
κp

λp+µpqq
. By performing a Taylor expansion, p ≃ κp

λp

(
1− µpq

λp
q
)
. Substituting

this into the second equation of the heterodimer system, and setting c := q/qM , with qM := λp(κpµpq −
λpλq)/(κpµ

2
pq), one obtains the FK equation with α = (κpµpq − λpλq)/λp; see [2]. Under these assumptions,

the FK equation in (2.1) can be viewed as a simplified version of the heterodimer model, applicable when the
dynamics of the healthy protein population are negligible. Indeed, the FK equation has been widely used in
the literature to model and simulate the spreading of proteins in neurodegenerative diseases [19,40].

Here, we simulate the spreading of α-synuclein in both prodromal stages, modeled by the FK equation to
analyze the evolution in a simplified 2D geometry. The brain geometry is segmented starting from a structural
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Figure 6: Test case 2: Comparison solutions at time t = 3 for different polynomial degrees ℓ = 1, ..., 5 and computed with different
methods: the structure-preserving LDG (first line) and the IPDG (second line).

Figure 7: Test case 3: Patterns of α-synuclein concentration at different stages of the pathology.

magnetic resonance image of a brain from the OASIS-3 database [42]. We construct a polygonal agglomerated
grid of a sagittal 2D brain section. The initial mesh of the brain slice is a triangular mesh composed of 43 402
elements constructed using VMTK [43]. As presented in [44, §5.1], the final mesh is a polygonal mesh consisting
of 534 elements constructed by agglomerating the elements of the initial triangular mesh. The use of a DG
method allows for meshes with elements of fairly general shape, while the construction of agglomerated elements
helps to reduce the computational cost. Each element is labeled as either white or grey matter, according to
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h ≈ 0.4278 and τ = 2.5 × 10−2

Method ℓ = 1 ℓ = 2 ℓ = 3 ℓ = 4 ℓ = 5

BDF1
SP-LDG 4.72× 10−2 2.28× 10−2 1.50× 10−2 1.29× 10−1 1.43× 10−2

IPDG 1.06 5.98 3.33× 102 1.43× 10−2 1.43× 10−2

BDF2 SP-LDG 4.72× 10−2 3.73× 10−3 1.13× 10−3 2.84× 10−4 2.50× 10−4

CN IPDG 3.38× 103 1.90× 103 2.33× 101 1.15× 10−1 7.68× 10−3

h ≈ 0.2309 and τ = 2.5 × 10−2

Method ℓ = 1 ℓ = 2 ℓ = 3 ℓ = 4 ℓ = 5

BDF1
SP-LDG 4.67× 10−2 1.31× 10−2 1.43× 10−2 1.43× 10−2 1.02× 10−2

IPDG 1.05 1.07 4.32× 10−2 1.66× 10−2 1.69× 10−2

BDF2 SP-LDG 3.18× 10−2 1.44× 10−3 2.46× 10−4 2.52× 10−4 2.84× 10−4

CN IPDG 3.13× 103 9.66× 104 3.55× 10−2 6.17× 10−4 9.21× 10−5

h ≈ 0.4278 and τ = 5.0 × 10−3

Method ℓ = 1 ℓ = 2 ℓ = 3 ℓ = 4 ℓ = 5

BDF1
SP-LDG 3.66× 10−2 5.34× 10−3 4.91× 10−3 4.20× 10−3 4.25× 10−3

IPDG 1.37 2.89 2.62× 103 4.51× 10−3 2.97× 10−3

BDF2 SP-LDG 3.14× 10−2 4.48× 10−3 8.59× 10−4 1.15× 10−4 2.55× 10−5

CN IPDG 2.51× 104 2.60× 104 1.59× 104 4.47× 10−4 2.77× 10−4

h ≈ 0.2309 and τ = 5.0 × 10−3

Method ℓ = 1 ℓ = 2 ℓ = 3 ℓ = 4 ℓ = 5

BDF1
SP-LDG 3.46× 10−2 1.97× 10−3 2.81× 10−3 2.82× 10−3 2.83× 10−3

IPDG 1.08 1.09 3.65× 10−2 3.05× 10−3 3.33× 10−3

BDF2 SP-LDG 3.17× 10−2 1.62× 10−3 1.54× 10−5 1.05× 10−5 1.03× 10−5

CN IPDG 2.75× 104 3.39× 104 3.55× 10−2 6.57× 10−4 3.97× 10−5

Table 2: Computed errors in the L2(Ω) norm at final time T = 10 with different methods (SP-LDG and IPDG [19]).

the segmentation of magnetic resonance images. Another advantage of mesh agglomeration is that it allows the
external boundary and the internal interface between white and grey matter to be described using just a few
polygonal elements.

In the simulations, we set the physical parameters as follows [40,45]: the reaction coefficient is

α = α(x) =

{
0.45 year−1 in the grey matter,

0.9 year−1 in the white matter,

and the diffusion tensor, which is isotropic in the grey matter and anisotropic in the white matter, is

D = D(x) =

{
dextI2 in the grey matter,

dextI2 + daxn a(x)⊗ a(x) in the white matter,

with isotropic diffusion with the same coefficient dext = 8 mm2/year, and additional anisotropic diffusion in
the white matter 10 times faster, namely daxn = 80 mmyear−1. The latter is associated with axonal directions
a = a(x), with |a| = 1, derived from diffusion-weighted images as in [19]. The diffusion tensor D is uniformly
positive definite in the domain, with constant larger than or equal to dext.

Concerning the numerical discretization of the problem, we use polynomials of degree ℓ = 2, the power-mean
parameter θ = 1/2 in (2.11), and a stabilization parameter η0 = 2 for the space discretization. For the time
discretization, we choose a time step τ = 2.5 × 10−2 year, a final time T = 25 years, and we use the BDF6
time-stepping scheme. We set the stabilization parameter ε = 10−8.

We start the simulations of α-synuclein diffusion from two different initial conditions for the misfolded
proteins: in the first case, they are located in the dorsal motor nucleus, namely, at the base of the brainstem;
in the second one, they are located in the limbic region, just under the ventricles [39].
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Figure 8: Test case 3: Activation time patterns of α-synuclein propagation for the brainstem (left) and limbic predominant (right)
prodromal evolutions of the pathology.

In Figure 7, we report the initial conditions at time t = 0 and the computed solutions at different times t =
5, 10, 15, 20 years. It can be observed that both starting with a brainstem or a limbic predominant concentration,
the next stage of the propagation is associated with the presence of Lewy bodies in both regions, see Figure 7,
t = 10 years. Finally, the spread of the α-synuclein continues into the neocortical area, as visible in Figure 7
(t = 15, 20 years). This pathological progress is coherent with the medical literature findings of USSLB
theory [39]. Medical literature describes that a limbic-predominant Lewy body pathology is more associated
with early cognitive decline [46]. This is coherent with the earlier involvement of the neocortex resulting from
our numerical simulation.

Finally, to quantify the development of the pathology, we compute the activation time as defined in [19]:

t̂(x) =

∫ T

0

χ{ch(x,s)<ccrit}(x, s)ds x ∈ Ω, (4.1)

where χ is the indicator function and ccrit is the critical value of the pathological protein concentration. This
indicator provides a measure of the time at which the concentration of misfolded proteins exceeds a certain
threshold, after which we assume the neurons in a specific region could be affected by pathological communication
induced by the induced toxicity [47]. In this test case, we fix the threshold to be equal to ccrit = 0.95. We report
the computed activation time in Figure 8. The pattern of the brainstem predominant activation is consistent
with existing literature results obtained using other numerical methods [19, 44]. Comparing the result of the
cases with brainstem and limbic predominant phase, we observe that, in the latter case, the neocortex is affected
for a shorter duration (12–20 years). In contrast, the average activation time of the neocortex in the brainstem
predominant case is about 18–25 years. This confirms the early cognitive decline of the limbic predominant
Lewy body pathology [46].

5 Conclusions

This work has introduced a structure-preserving, high-order, unconditionally stable numerical method for ap-
proximating the solution to the Fisher-Kolmogorov equation on general polytopal meshes, with a particular focus
on modeling the spread of misfolded proteins in neurodegenerative diseases. The proposed approach is based on
an entropy-variable reformulation of the model problem to ensure positivity, boundedness, and satisfaction of a
discrete entropy-stability inequality at the discrete level. The numerical scheme employs a local discontinuous
Galerkin (LDG) method on polytopal meshes for the spatial discretization, coupled with a ν-step backward
differentiation formula for the time discretization. We have discussed implementation details, highlighting the
derivation and solution of the linear systems arising from Newton’s iterations. The accuracy and robustness
of the proposed BDF-LDG method have been demonstrated through a series of numerical experiments. We
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have also discussed numerical results obtained for the application of interest, namely, modeling the dynamics
of neurodegenerative disorders. In this context, we have presented numerical results showcasing the simulation
of α-synuclein propagation in a two-dimensional brain geometry reconstructed from MRI data, thereby offering
a promising computational tool for studying synucleopathies, such as Parkinson’s disease and dementia with
Lewy bodies. Future developments include the theoretical analysis of the proposed approach, which is currently
under investigation. Additionally, extending to three-dimensional testing represents a natural direction for fur-
ther research. Moreover, integrating data assimilation techniques and uncertainty quantification will be crucial
for enhancing the clinical relevance of the proposed computational framework.
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