
MOX-Report No. 14/2019

Mixed-primal Discontinuous Galerkin approximation of
flows in fractured porous media on polygonal and

polyhedral grids

Antonietti, P.F.; Facciolà, C; Verani, M.

MOX, Dipartimento di Matematica 
Politecnico di Milano, Via Bonardi 9 - 20133 Milano (Italy)

mox-dmat@polimi.it http://mox.polimi.it



Mixed-primal Discontinuous Galerkin approximation of �ows

in fractured porous media on polygonal and polyhedral grids ∗

Paola F. Antonietti#, Chiara Facciolà# and Marco Verani#

May 27, 2019

# MOX- Laboratory for Modeling and Scienti�c Computing
Dipartimento di Matematica

Politecnico di Milano
Piazza Leonardo da Vinci 32, 20133 Milano, Italy

paola.antonietti@polimi.it, chiara.facciola@polimi.it, marco.verani@polimi.it

Abstract

We propose a formulation based on discontinuous Galerkin methods on polygo-
nal/polyhedral grids for the simulation of �ows in fractured porous media. We adopt a
model for single-phase �ows where the fracture is modelled as a (d − 1) - dimensional
interface in a d - dimensional bulk domain and the �ow is governed by the Darcy's law
in both the bulk and the fracture. The two problems are then coupled through phys-
ically consistent conditions. We focus on the numerical approximation of the coupled
bulk-fracture problem, discretizing the bulk problem in mixed form and the fracture
problem in primal form. We present an priori h- and p-version error estimate in a
suitable (mesh-dependent) energy norm and numerical tests assessing it.

1 Introduction

The problem of modelling the �ow in a fractured porous medium is fundamental in many
energy or environmental engineering applications such as tracing oil migration, isolation
of radioactive waste, groundwater contamination, etc. Many Geophysical and Engineering
applications, are characterized by a strong complexity of the physical domain, possibly in-
volving thousands of fault/fractures, heterogeneous media, and complex topographies. For
example, a fractured oil reservoir can be cut by several thousands of fractures, which often
intersect, create small angles or are nearly coincident. For this reason, in realistic cases,
the construction of a computational grid aligned with the fractures is still a major issue.
Indeed, whenever classical Finite-Element-based approaches are employed to discretize the
underlying di�erential model, the process of mesh generation can be the bottleneck of the
whole simulation, as classical �nite elements only support computational grids composed
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by tetrahedral/hexahedral/prismatic elements. To overcome this limitation, in the last
decade a wide strand of literature focused on the design of numerical methods that support
computational meshes composed of general polygonal and polyhedral (polytopic, for short)
elements. Within this framework, we focus our attention on developing a numerical approx-
imation of the coupled bulk-fracture model based on polytopic Discountinuous Galerkin
(PolyDG) methods. In particular, the intrinsic �discontinuous" nature of DG methods al-
lows very general polytopic elements because of the freedom in representing the underlying
(local) polynomial space. Indeed the degrees of freedom are not �attached" to any geometric
quantity (vertexes, edges, etcc), so that mesh elements with edges/faces that may be in
arbitrary number and whose measure may be arbitrarily small compared to the diameter of
the corresponding element are naturally supported with a solid theoretical background. This
approach is then very well suited to tame the geometrical complexity featured by most of
applications in the computational geoscience �eld. Moreover, since the interface conditions
between the bulk and fracture problem can be naturally formulated using jump and average
operators, the coupling of the two problems can be naturally embedded in the variational
formulation. In particular, we discretize the problem in the bulk in mixed form employing
the local DG (LDG) method of [5] and the problem in the fracture in primal form using
the Symmetric Interior Penalty discontinuous Galerkin method [9, 2], both in their gener-
alization to polytopic grids. This is an extension of the work [1], where a primal-primal
discretization is considered.

2 Mathematical model

For simplicity, we consider the case of a porous medium cut by a single, non immersed
fracture. The porous matrix is represented by the domain Ω ⊂ Rd, d = 2, 3, which we assume
to be open, bounded, convex and polygonal/polyhedral. Following the strategy of [6], we
suppose that the fracture may be described by the (d − 1)-dimensional C∞ manifold (with
no curvature) Γ ⊂ Rd−1, d = 2, 3. This approach is justi�ed by the fact that the thickness
of the fracture domain is typically some orders of magnitude smaller than the size of the
domain. The fracture separates Ω into two connected disjoint subdomains, Ω \Γ = Ω1 ∪Ω2

with Ω1∩Ω2 = ∅. We decompose the boundary of Ω into two disjoint subsets ∂ΩD and ∂ΩN ,
i.e., ∂Ω = ∂ΩD ∪ ∂ΩN , with ∂ΩD ∩ ∂ΩN = ∅. Moreover, ∂Γ = Γ ∩ ∂Ω, ∂Γ = ∂ΓD ∪ ∂ΓN .
Finally, we denote by ni, i = 1, 2 the unit normal vector to Γ pointing outwards from Ωi

and, for a (regular enough) scalar-valued function q and a (regular enough) vector-valued
function v, we de�ne the classical jump and average operators across the fracture Γ as

{q} =
1

2
(q1 + q2) JqK = q1n1 + q2n2,

{v} =
1

2
(v1 + v2) JvK = v1 · n1 + v2 · n2,

(1)

where the subscript i = 1, 2 denotes the restriction to the subdomain Ωi.
We now introduce the governing equations for the model. We suppose that the �ow

is governed by Darcy's law both in the bulk and along the fracture, where we formulate
a reduced version of the law in the tangential direction. We formulate the problem in the
bulk in mixed form and the problem in the fracture in primal form. The model is then
closed by interface conditions that couple the two problems along their interface. Given
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the source terms f ∈ L2(Ω) and fΓ ∈ L2(Γ) and the boundary data gD ∈ H1/2(∂ΩD) and
gΓ ∈ H1/2(∂Γ), the coupled bulk-fracture model reads as follows:

ui = νi∇pi in Ωi,
−∇ · ui = fi in Ωi,

p = gD on ∂ΩD,
u · n = 0 on ∂ΩN ,

−∇τ · (ντΓ`Γ∇τpΓ) = fΓ − JuK in Γ,
pΓ = gΓ on ∂ΓD,

(ντΓ∇τpΓ) · τ = 0 on ∂ΓN ,
−{u} = βΓJpK on Γ,
−JuK = αΓ({p} − pΓ) on Γ.

(2)

In the bulk equations, ν = ν(x) ∈ Rd×d is the bulk permeability tensor, which we assume to
be symmetric, positive de�nite, uniformly bounded from below and above and with entries
that are bounded, piecewise continuous real-valued functions. In the fracture equations,
`Γ > 0 denotes the fracture thickness, τ is the vector in the tangent plane of Γ normal to
∂Γ and the symbols ∇τ and ∇τ · denote the tangential gradient and divergence operators,
respectively. Moreover, we assume that the fracture permeability tensor νΓ, has a block-

diagonal structure of the form νΓ =

[
νnΓ 0
0 ντΓ

]
, when written in its normal and tangential

components and that ντΓ ∈ R(d−1)×(d−1) is a positive de�nite, uniformly bounded tensor (it
reduces to a positive number for d = 2). We also assume that νΓ satis�es the same regularity
assumptions as those satis�ed by the bulk permeability ν. In the coupling conditions, the
constants βΓ and αΓ are de�ned as βΓ = 1

2ηΓ
and αΓ = 2

ηΓ(2ξ−1) , with ηΓ = `Γ
νnΓ
. In the

de�nition of αΓ, the closure parameter ξ > 1/2 is related to the pressure pro�le across the
fracture aperture. We refer to [6] for a rigorous derivation of the model.

3 Numerical formulation based on PolyDG methods

We now introduce the DG-discretization of problem (2), based on the Local Discontinuous
Galerkin method (LDG) [5] for the bulk problem and on the Symmetric Interior Penalty
method (SIPDG) [2, 9] for the fracture problem, both in their generalization to polytopic
grids [4]. The LDG method is a particular DG method that can be included in the class of
mixed �nite element methods. However, the variable uh can be locally solved in terms of ph
and then eliminated from the equations, giving rise to a primal formulation where ph is the
only unknown. In what follows, we present the formulation of the bulk problem in a mixed
setting. However, we remark that, it is possible to recast in a primal setting, in order to
perform the analysis in the framework of [3, 7].

For the problem in the bulk, we consider a family of meshes Th made of disjoint open
polygonal/polyhedral elements. No limitation on either the number of faces of each polygon
E ∈ Th or on the relative size of the faces compared to the diameter of the element is
imposed. We consider meshes Th that are aligned with the fracture Γ, so that any element
E ∈ Th cannot be cut by Γ and it belongs exactly to one of the two disjoint subdomains
Ω1 or Ω2. This implies that each mesh Th induces a subdivision of the fracture Γ into
faces, which we denote by Γh. It follows that, if we de�ne the set Fh of all the faces of
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the elements in Th, we can write Fh = FIh ∪ FBh ∪ Γh, where FBh is the set of faces lying
on the boundary of the domain ∂Ω and FIh is the set of interior faces not belonging to the
fracture. In addition, we write FBh = FDh ∪ FNh , where FDh and FNh are the boundary faces
contained in ∂ΩD and ∂ΩN , respectively (we assume the decomposition to be matching
with the partition of ∂Ω into ∂ΩD and ∂ΩN ). We denote by EΓ,h the set of all the edges of
the elements in Γh, and we write, accordingly to the previous notation, EΓ,h = EIΓ,h ∪ EBΓ,h,
with EBΓ,h = EDΓ,h ∪ ENΓ,h. For each element E ∈ Th, we denote by |E| its measure, by hE its
diameter and we set h = maxE∈Th hE . Given an element E ∈ Th, for any face F ⊂ ∂E, with
F ∈ Fh, we de�ne nF as the unit normal vector on F that points outward of E. Analogous
de�nitions may be also set up on the fracture. Finally, on a face F , we can then de�ne for
(regular enough) scalar and vector-valued functions v and τ the standard jump and average
operators similarly to (1), if F ∈ Fh \ FBh and as JqK = qnF and {v} = v, if F ∈ FBh .

Regarding the functional setting, we will employ the following notation. For an open,
bounded domain D ⊂ Rd, d = 2, 3, we will denote by Hs(D) the standard Sobolev space of
order s, for a real number s ≥ 0. Given a decomposition of the domain into elements Th, we
will denote by Hs(Th) the standard broken Sobolev space, equipped with the broken norm
|| · ||s,Th . Furthermore, we will denote by Pk(D) the space of polynomials of total degree less
than or equal to k ≥ 1 on D. The symbol . (and &) will signify that the inequalities hold
up to multiplicative constants which are independent of the discretization parameters, but
might depend on the physical parameters.

For simplicity, we will suppose that the permeability tensors ν and νΓ are piecewise
constant on mesh elements. Moreover, we set ν̄E = |

√
ν|E |22 and ν̄τF = |

√
`ΓντΓ|F |22, where

| · |2 denotes the l2-norm.
The DG discrete problem will be set in the following spaces:

Qbh = {q ∈ L2(Ω) : q|E ∈ PkE (E) ∀E ∈ Th},
Wb

h = {v ∈ [L2(Ω)]d : v|E ∈ [PkE (E)]d ∀E ∈ Th},
QΓ
h = {qΓ ∈ L2(Γ) : qΓ|F ∈ PkF (F ) ∀F ∈ Γh}.

The DG discretization of the bulk-fracture problem (2) reads ad follows:
Find

(
(ph,uh), pΓ

h

)
∈ Qbh ×W

b
h ×QΓ

h such that

Mb(uh,v) + Bb(ph,v) = Fb(v) ∀v ∈Wb
h,

−Bb(q,uh) + Sb(ph, q) + I1(ph, q, pΓ,h) = Gb(q) ∀q ∈ Qbh, (3)

AΓ(pΓ,h, qΓ) + I2(ph, pΓ,h, qΓ) = LΓ(qΓ) ∀qΓ ∈ QΓ
h,
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where the bilinear forms are de�ned as

Mb(uh,v) =

∫
Th

ν−1uh · v,

Bb(ph,v) = −
∫
Th
∇ph · v+

∫
FI

h

JphK · ({v} − bJvK) +

∫
FD

h

phv · nF ,

Sb(ph, q) =

∫
FI

h∪F
D
h

σF JphK · JqK,

I1(ph, q, pΓ,h) =

∫
Γh

βΓJphK · JqK +

∫
Γh

αΓ({ph} − pΓ,h){q},

Fb(v) =

∫
FD

h

gDv · nF ,

Gb(q) =

∫
Th
fq +

∫
FD

h

σF gDq,

AΓ(pΓ,h, qΓ) =

∫
Γh

ντΓ`Γ∇τpΓ · ∇τqΓ +

∫
EIΓ,h∪E

D
Γ,h

(
− {ντΓ`Γ∇τpΓ,h} · JqΓK− {ντΓ`Γ∇τqΓ} · JpΓ,hK

+

∫
EIΓ,h∪E

D
Γ,h

σΓ
e JpΓ,hK · JqΓK

)
,

I2(ph, pΓ,h, qΓ) =

∫
Γh

αΓ(pΓ,h − {ph})qΓ,

LΓ(qΓ) =

∫
Γh

fΓqΓ −
∫
EDΓ,h

(ντΓ`Γ∇τqΓ · τ − σΓ
e qΓ)gΓ.

Here, we have introduced the vector-valued function b ∈ [L∞(FIh)]d, which is constant
on each face, and the bulk penalty function σ : Fh \ Γh → R+, de�ned facewise as

σ(x) = σ0


maxE∈{E+,E−}

ν̄Ek
2
E

hE
if x ⊂ F ∈ FIh , F̄ = ∂Ē+ ∩ ∂Ē−,

ν̄Ek
2
E

hE
if x ⊂ F ∈ FDh , F̄ = ∂Ē ∩ ∂Ω̄,

(4)

with σ0 > 0 independent of kE , |E| and |F |. The fracture penalty function σΓ : EΓ,h → R+

is de�ned analogously.

4 Well-posedness and error estimates

We introduce the following energy norm on the discrete space Qbh ×QΓ
h

|||(q, qΓ)|||2 = ||ν1/2∇q||20,Th+||σ1/2
F JqK||2

0,FI
h∪F

D
h

+||(ντ
Γ`Γ)1/2∇qΓ||20,Γh

+||σ1/2
e JqΓK||2

0,EIΓ,h∪E
D
Γ,h

+ ||β1/2
Γ JqK||20,Γh

+ ||α1/2
Γ ({q} − qΓ)||20,Γh

(5)

De�nition 4.1. A mesh Th is said to be polytopic-regular if, for any E ∈ Th, there exists
a set of non-overlapping (not necessarily shape-regular) d-dimensional simplices {SiE}

nE
i=1

contained in E, such that F̄ = ∂Ē∩S̄iE , for any face F ⊆ ∂E, and hE .
d|Si

E |
|F | , i = 1, . . . , nE ,
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with the hidden constant independent of the discretization parameters, the number of faces
of the element nE , and the face measure.

We remark that this de�nition does not give any restriction on the number of faces
per element, nor on their measure relative to the diameter of the element the face belongs
to. If we assume that Th and Γh are polytopic-regular meshes, we can state the following
well-posedness result, which is a direct consequence of Lax-Milgram's Lemma.

Proposition 4.1. Let the penalization parameters σ for the problem in the bulk and in
the fracture be de�ned as in (4). Then, the fully-coupled discrete problem (3) is well-posed
provided that σ0,Γ is chosen big enough.

Next, we state an a-priori error estimate for the discrete problem (3). All the theory
behind the error analysis of PolyDG-methods is based on the extension of standard hp-
approximation bounds on simplices to arbitrary polytopic elements [4]. To do so, some
technical assumptions and de�nitions are required. Here we summarize the fundamental
ones. For each subdomain Ωi, i = 1, 2, we denote by Ei the classical continuous extension
operator Ei : Hs(Ωi) → Hs(Rd), for s ∈ N0. Similarly, we denote by EΓ the continuous
extension operator EΓ : Hs(Γ) → Hs(Rd−1), for s ∈ N0. We then make the following
regularity assumptions for the exact solution (p,u, pΓ) of problem (2):

Assumption 4.2. Let T# = {TE} be a covering of Ω related to the polytopic mesh Th, i.e.
a set of shape-regular d-dimensional simplices TE, such that for each E ∈ Th, there exists a
TE ∈ T# such that E ( TE. We assume that the exact solution p is such that p ∈ H2(Th) and
Jν∇pK = 0 on FIh. Moreover, for every E ∈ Th, if E ⊂ Ωi, it holds Eipi|TE ∈ HrE (TE), with
rE ≥ 1 + d/2 and TE ∈ T# with E ⊂ TE. Similarly, let F# = {TF } be a simplex covering
of Γ. We assume that the exact solution pΓ is such that pΓ ∈ H2(Γh) and J`ΓντΓ∇pΓK = 0
on EIΓ,h. Moreover, for every F ∈ Γh, it holds EΓpΓ|TF ∈ HrF (TF ), with rF ≥ 1 + (d− 1)/2
and TF ∈ F# with F ⊂ TF .

We can now state the main convergence result.

Theorem 4.3. Let T# = {TE} and F# = {TF } denote the associated coverings of Ω and Γ,
respectively, consisting of shape-regular simplexes. Let (p,u, pΓ) be the solution of problem
(2) and

(
(ph,uh), pΓ,h

)
∈ Qbh ×W

b
h ×QΓ

h be its approximation obtained with the method (3)
with the penalization parameters given by (4) and σ0,Γ su�ciently large. Moreover, suppose
that the exact solution (p,u, pΓ) satis�es the regularity Assumption 4.2. Then, the following
error bounds hold:

|||(p, pΓ)− (ph, pΓ,h)|||2 .
∑
E∈Th

h
2(sE−1)
E

k
2(rE−1)
E

GE ||E p||2HrE (TE) +
∑
F∈Γh

h
2(sF−1)
F

k
2(rF−1)
F

GF ||EΓpΓ||2HrF (TF ),

||u− uh||20,Th .
∑
E∈Th

h
2(sE−1)
E

k
2(rE−1)
E

GE ||E p||2HrE (TE) +
∑
F∈Γh

h
2(sF−1)
F

k
2(rF−1)
F

GF ||EΓpΓ||2HrF (TF ),

where the E p is to be interpreted as E1p1 when E ⊂ Ω1 or as E2p2 when E ⊂ Ω2. Here,
sE = min(kE + 1, rE) and sF = min(kF + 1, rF ) and the constants GE and GF are de�ned
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as:

GE = ν̄E + hEk
−1
E max

F⊂∂E\Γ
σF + (αΓ + βΓ)hEk

−1
E + (1 +B)ν̄2

Eh
−1
E kE max

F⊂∂E\Γ
σ−1
F

+ (1 +B)ν̄2
Eh
−1
E k2

E max
F⊂∂E\Γ

σ−1
F ,

GF = ν̄τF `Γ + hFk
−1
F max

e⊆∂F
σe + αΓh

2
Fk
−2
F + (ν̄τF `Γ)2h−1

F kF max
e⊆∂F

σ−1
e + (ν̄τF `Γ)2h−1

F k2
F max
e⊆∂F

σ−1
e .

5 Numerical experiments

We present a two-dimensional numerical experiment, implemented in Matlab R©, with the
aim of validating the obtained theoretical convergence results. We employ polygonal Voronoi
meshes conforming to the fracture generated with [8]. We take Ω = (0, 1)2 cut by the fracture
Γ = {(x, y) ∈ Ω : x+ y = 1}, and choose as exact solutions in the bulk and in the fracture

p =

{
ex+y in Ω1,

ex+y + 4ηΓ√
2
e in Ω2,

u =

{
−ex+y in Ω1,

−ex+y in Ω2,
pΓ = e+

2ηΓ√
2
e,

which satisfy the model problem (2) for ξ = 1, `Γ = 0.001 and ν = νΓ = I. In order to test
the h-convergence properties of our method, we split the error in the two contributions given
by the bulk and fracture errors. All the plots in Figure 1 show the computed errors as a
function of the inverse of the mesh size (loglog scale), together with the expected convergence
rates. Each plot consists of four lines: every line shows the behaviour of the computed error
for a di�erent polynomial degree in the bulk (we consider k = 1, 2, 3, 4). For the fracture
problem we always choose kΓ = 2. The theoretical convergence rates are clearly achieved.
For the fracture error we observe a loss of accuracy for k = 4, probably due to the particular
test case and round of errors. An extensive numerical study is under investigation and will
be the subject of future research.
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Figure 1: Example 1: Computed errors as a function of 1/h (loglog scale) and expected
convergence rates for bulk polynomial degree k = 1, 2, 3, 4 and fracture polynomial degree
kΓ = 2.
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