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1 Introduction

Many geophysical and engineering applications, including, for example, fluid-structure interaction,
crack and wave propagation phenomena, and flow in fractured porous media, are characterized by a
strong complexity of the physical domain, possibly involving faults and/or fractures, heterogeneous media,
moving geometries/interfaces and complex topographies. Whenever classical finite element methods are
employed to discretize the underlying differential model, the process of mesh generation can represent a
severe bottleneck for the simulation process, as classical finite element methods (in three-dimensions)
typically only support computational grids composed of tetrahedral/hexahedral /prismatic/pyramidal
elements. To overcome this limitation, in the last decade a wide strand of literature has focused on the
design of numerical methods that support computational meshes composed of general polygonal and
polyhedral (polytopic, for short) elements. In the conforming setting, we mention, for example, the
Composite Finite Element Method, see, e.g., , the Mimetic Finite Difference (MFD) method, see,
e.g., 9. [20], the Polygonal Finite Element Method, see, e.g., [134], the eXtended
Finite Element Method, see, e.g., , and, more recently, the Virtual Element Method (VEM),
see, e.g., [142], and the Hybrid High-Order (HHO) method
. In the setting of non-conforming/discontinuous polygonal methods, we

mention, for example, Composite Discontinuous Galerkin Finite Element methods , Hybridizable
Discontinuous Galerkin methods 7 non-conforming VEM , and Gradient Schemes
[83]. This article focuses on discontinuous Galerkin methods on polytopic grids (PolyDG), which represent
the natural extension of the classical discontinuous Galerkin method on tetrahedral /hexahedral grids to
meshes composed of arbitrarily-shaped polytopic elements. Due to the fact that the discrete space is
constructed based on employing piecewise discontinuous polynomials, DG methods are naturally suited to
robustly support polytopic meshes. In fact, in the last few years intensive research has been undertaken
on this topic; in particular, we refer here to the pioneering works , , the more recent

results @ , and refer to , and the reference therein, for a comprehensive review.

This article focuses on two challenging applications in geophysics, namely, seismic wave propagation
and fractured reservoir simulations and presents a review of PolyDG methods for this class of problems,
as well a detailed discussion on the development of efficient quadrature rules on polytopic elements that
allows a massively-parallel implementation of PolyDG methods on parallel architectures. From the
mathematical and modeling viewpoints, these two paradigmatic applications share a number of challenges.
For example, they both require, at the same time i) a flexible description of the domain involving
multiple scales, interfaces, network of fractures, and strongly heterogeneous media; and ii) an accurate
representation of the solution field, particularly for wave propagation phenomena, where a sufficiently
high number of nodes per wavelength is needed to keep numerical dispersion and dissipation errors low.
PolyDG methods are perfectly suited to tame all these mathematical and numerical challenges, indeed )
they are naturally oriented towards high-order approximations, in any space dimension, and feature
a high-level of intrinsic parallelism; i) the dimension of the local approximation space only depends
on the local approximation order, and is independent of the shape of an element and the number of
faces/edges of an element. As a consequence, in contrast to other polytopic finite element methods, on
agglomeration based meshes the dimension of the local space remains under control; éii) they can handle
mesh elements with possibly an unbounded number of faces as well as face/edge degeneration can be
supported. We point out that the last feature is very important in practical application, since it allows for
hybrid mesh algorithms that efficiently deal with heterogeneous media, localized geological/topographic
irregularities, faults and fractures characterizing geophysical applications. The main idea consists in
generating an initial (hexahedral/tetrahedral in three dimensions, for example) mesh, based on employing
standard mesh generators; then elements intersecting the geological irregularities are suitably cut and/or
agglomerated, thus generating polytopes, while keeping a regular structure elsewhere, cf. Figure 1| for an
illustrative example. Beyond the simplicity of generating the computational hybrid grids based on a
convenient combination of hexahedral /tetrahedral/polyhedral elements, one of the other advantages of



Figure 1: A three-dimensional example of hybrid hexahedral/polyhedral grid of the Acquasanta railway bridge on the
Genoa-Ovada railway (Italy). The mesh is obtained by exploiting the flexibility of polyhedral elements near the Acquasanta
bridge (cf. the region delimitated by the red line of the zoom) while keeping a regular structure elsewhere.

polytopic decompositions over standard simplicial/hexahedral grids is that, even on relatively simple
geometries, the average number of elements needed to discretize complicated domains is substantially
smaller 21], without enforcing any domain approximation. This advantage becomes even more
evident whenever the domain contains complex geometrical features (large number of fractures, fractures
intersecting with small angles, etc.) and the underlying grid is chosen to be matching with the interfaces.

In the following we provide a brief description of the contents of each of the following sections, and
highlight their scientific importance within the community. In Section [2] we introduce the notation and
the key theoretical results needed to analyze PolyDG approximations. In particular, we summarize the
main theoretical results concerning this class of methods outlined in . Following ,
we start from the generalization of the standard shape-regularity property to polytopic elements and
introduce some trace and inverse inequalities and polynomial approximation properties of the underlying
discrete spaces. These results represent the main tools for handling elements with a degenerating and/or
unlimited number of faces/edges. The contents of this section form the basis for the theoretical analysis
of the discretization schemes for seismic wave propagation and flow in fractured porous media presented
in the second part of the manuscript.

Section [3] focuses on the construction and outline of a new technique for the efficient computation of
integrals of polynomial functions over convex and non-convex polytopic domains, and its application to
the numerical computation of the terms appearing in the weak formulation of PolyDG methods. The
classical (and most widely employed) approach for the integration of polynomial functions over polytopes
is the so called sub-tessellation method: here, the domain of integration is sub-divided (sub-tessellated)
into d-simplices, whereby standard quadrature rules are employed, cf.
and also for a similar quadrature approach where the polytopic domain of integration is
sub-tessellated into d—parallelograms. However, the sub-tessellation method is generally computationally
expensive as it leads to a very large number of function evaluations, particularly when the integrand is a
high order polynomial. For this reason, the development of quadrature rules that avoid sub-tessellation
and optimize the number of function evaluations is an active research field. Several approaches have been
proposed; in particular, we mention , for example. Other approaches are represented by
the Moment Fitting Equation technique, firstly proposed in , for the construction of quadrature rules
on polygons featuring the same symmetry as the regular hexagon. The key idea here is, starting from a
quadrature rule on the integration domain which integrates exactly a class of basis functions for a desired
function space, an iterative node elimination procedure is then applied under an exactness constraint.
This leads to the definition of a new quadrature rule where the number of function evaluations is
optimized. Further improvements of the moment fitting equation algorithm can also be found in and
[132], see also for a generalization to more general convex and non-convex polytopic domains. The
main drawback of the moment fitting approach is the need to store the resulting nodes and weights for
every polytope, which severely affects memory efficiency when applied to finite element approximations.
An alternative approach designed to overcome the limitations of the sub-tessellation and the moment
fitting equation methods is based on employing the generalized version of Stokes’ theorem; with this



approach, the integral over a generic domain is reduced to an integration over its boundary; we refer to
[137] for further details. Following this idea, Sommariva and Vianello proposed in |129] a quadrature
rule where, if an z- or y-primitive of the integrand is available (as for bivariate polynomial functions),
the integral over the polygon is reduced to a sum of line integrations over its edges, each of which is
then computed exactly with a Gaussian one dimensional quadrature rule. The authors also generalized
this approach to the more general case when the primitive is not known. While this algorithm does not
directly require a sub-tessellation of the polygon, a careful choice of the parameters in the proposed
formula leads to a quadrature rule that can be viewed as a particular sub-partition of the polygon itself.
Moreover, in this case it is not possible to guarantee that all of the quadrature points lie inside the
domain of integration. An alternative approach, proposed by Lassere in [108|, provides a very efficient
formula for the integration of homogeneous functions over convex polytopes. Here, the essential idea is to
exploit the generalized Stokes’ theorem together with Euler’s homogeneous function theorem, cf. [128],
in order to reduce the integration over a polytope only to boundary evaluations. The main difference
with respect to the work presented in |129] is the possibility to apply the same idea recursively, leading
to a quadrature formula which exactly evaluates integrals over a polygon/polyhedron by employing
only point-evaluations of the integrand and its partial derivatives at the vertices of the polytope. This
technique has been recently extended to general convex and non-convex polytopes in [67]. In Section [3| we
present an efficient quadrature free algorithm for the numerical approximation of integrals of polynomial
functions over general polygonal/polyhedral elements that do not require an explicit construction of
a sub-tessellation. The method extends the idea of |108, |67] and is based on successive application of
Stokes’ theorem; thereby, the underlying integral may be evaluated using only the values of the integrand
and its derivatives at the vertices of the polytopic domain. To demonstrate the practical performance of
this quadrature free method we present some numerical results obtained by the numerical computation of
the stiffness and mass matrices arising from hp-version PolyDG discretization of second-order elliptic
partial differential equations.

Section 4] focuses on the analysis of PolyDG methods for the numerical discretization of seismic wave
propagation; that is the ground motion phenomenon induced by the passage of body waves radially
from the source of earthquake energy released into the surrounding soil medium. In the context of
numerical modeling of direct and inverse wave propagation phenomena, many contributions can be
found in the literature, stimulated not only by geophysical problems but also from vibroacoustics,
aeroacoustic, acoustics, and electromagnetics engineering applications [44], 43| |63, (104}, 75| |149| (138,
73, 182, |96]. Here, our target are large-scale seismological phenomena and ground-motion induced by
seismic events. Seismic waves are elastic waves propagating within the Earth and along its surface as a
result of an earthquake, or of an explosion. Seismic waves induce a vibratory ground—-motion in the area
surrounding the seismic source. From the mathematical viewpoint, the propagation of seismic waves
in a (visco)elastic heterogeneous material can be modeled by means of the elastodynamics equation.
In order to solve the elastodynamics equation based on employing a finite element based numerical
scheme, a number of distinguishing challenges have to simultaneously be taken into account which
reflect the key features required by the numerical scheme: accuracy, geometric flexibility and scalability.
High-order accuracy is mandatory in order to correctly approximate wave velocities, i.e., to keep as
low as possible numerical dissipation and dispersion. Geometric flexibility is mandatory since within
earthquake engineering the computational domain usually features complicated geometrical details,
as well as sharp contrasts in the media. Finally, for real earthquake models, the size of the excited
body is very large compared to the wave lengths of interest: this typically leads to numerical models
featuring hundred of millions of unknowns, and therefore massively parallel scalable algorithms are
required. Within the context of numerical methods for the approximation of the elastodynamics equation
in computational seismology, spectral element methods are one of the most successfully employed tools,
in particular for large scale applications; see, for example, [106] [107] 45| [87, [94]. To enhance the flexibility
of spectral element methods, in recent years DG and DG spectral element (DGSE) methods has been
extensively used for elastic waves propagation, see e.g. [126, [125] |76, (105} |84, |28, |115} |15, |86} 119,
25, 113, 185], and [19] for an overview on the numerical modeling of seismic waves by DGSE methods.
Given their local nature, DG methods are particularly well suited to deal with highly heterogeneous
media, or in soil-structure interaction problems, where local refinements are needed to resolve the
different spatial scales [114]. In the context of time integration of the (second-order) ordinary differential
systems stemming from spatial discretization of second-order hyperbolic partial differential equations
we also mention the DG time-integration scheme of [26]. Very recently, also PolyDG methods have
been shown to be perfectly suited to reduce the complexity of modelling wave propagation problems.



Indeed, on the one hand they further enhance the geometric flexibly offered by ‘classical’ DG schemes
on simplicial/tensor-product meshes, allowing for grids composed by arbitrarily shaped elements, with
possibly degenerating faces, thus reducing the computational costs related to the process of grid generation,
while maintaining the same degree of accuracy. On the other hand, they guarantee lower dispersion er-
rors compared to classical DG schemes on simplicial /tensor-product grids of comparable granularity, see [8].

Section [fis concerned with the numerical approximation of Darcy flows through porous media enclosing
networks of fractures. The focus is on presenting a unified design and analysis of PolyDG methods on
general polytopic meshes with possibly degenerating edges/faces. The problem of developing efficient
numerical methods for fractured reservoir simulations has received increasing attention in the past decades,
being fundamental in many energy and environmental engineering applications, such as water resources
management, oil migration tracing, isolation of radioactive waste and groundwater contamination, for
example. Fractures are regions of the porous medium featuring a different porous structure, so that they
usually have a strong impact on the flow, possibly acting as barriers for the fluid (when they are filled
with low permeable material), or as preferential paths (when their permeability is higher than that of
the surrounding medium). Moreover, fractures are characterised by a very small width compared to
their length and to the size of the domain. For this reason, one popular modelling choice consists in
treating them as (d — 1)-dimensional interfaces between d-dimensional porous matrices, d = 2,3. The
development of this kind of reduced models has been addressed for single-phase flows in several works,
see, e.g., |3 |2, (112} 92]. We will refer mainly to the model described in [112], see also |74], which considers
the simplified case of a single, non-immersed fracture. Here, the flow in the porous medium (bulk) is
assumed to be governed by Darcy’s law and a suitable reduced version of the law is formulated also on
the surface modelling the fracture. Physically consistent coupling conditions are then added (in strong
form) to account for the exchange of fluid between the fracture and the porous medium. We remark
that this model is able to handle both fractures with low and large permeability. Even if the use of this
kind of dimensionally reduced models avoids the need for extremely refined grids inside the fracture
domains, in realistic cases, the construction of a computational grid aligned with the fractures is still a
major issue. For example, fractured oil reservoirs can feature thousands of fractures, which are often
intersecting with small angles or nearly coincident [90]. In line with the discussion above, our aim is
then to take advantage of the intrinsic geometric flexibility of PolyDG methods for the approximation
of the coupled bulk-fracture problem, thus avoiding the limitations imposed by standard finite element
methods. We also point out that various other numerical methods supporting polytopic elements have
been employed in the literature for the approximation of this problem. In particular, we mention [20,
90], where a mixed approximation based on Mimetic Finite Differences has been explored; the works [41}
40], where a framework for treating flows in Discrete Fracture Networks based on the Virtual Element
Method has been introduced, and [64], where the Hybrid High-Order method has been employed. We
also mention that an alternative strategy consists in the use of non-conforming discretizations. Here, the
bulk grid can be chosen fairly regular since fractures are allowed to arbitrarily cut it. We refer to 74} (93,
88| for the use of the eXtended Finite Element Method and to |54] for the Cut Finite Element Method.
Notice that the geometric flexibility of PolyDG methods illustrated above is not the only motivation
to employ these kinds of techniques for addressing this problem. Another important issue is that the
discontinuous nature of the solution at the matrix-fracture interface is intrinsically captured in the choice
of the discrete spaces. Moreover, coupling conditions between bulk and fracture can be easily reformulated
using jump and average operators (basic tools for the construction of DG methods) and then naturally
embedded in the variational formulation. Furthermore, employing the abstract setting, based on the
fluz-formulation, introduced in [32] for the unified analysis of all DG methods present in the literature, it
is possible to introduce a unified framework where, according to the desired approximation properties of
the model, one may resort to either a primal or mixed approximation for the problem in the bulk, as
well as to a primal or mixed approximation for the problem in the fracture network. In particular, the
primal discretizations are obtained using the Symmetric Interior Penalty DG method [148] [31], whereas
the mixed discretizations are based on employing the Local DG (LDG) method of [72], both in their
generalization to polytopic grids. Finally, we point out that, even if not addressed here, our formulation
can be extended to the case of networks of intersecting fractures, cf. [17] and Section

2 Theoretical framework of PolyDG methods

In this section we introduce the necessary notation and key analytical results required for the
definition and analysis of PolyDG approximations. In particular, we summarize the main theoretical



results concerning this class of methods contained in [61}, [55] 5, 58| 55], where an hp-version interior
penalty PolyDG method for the numerical approximation of elliptic problems on polytopic meshes has
been proposed and analysed. The exploitation of grids consisting of general polytopic elements poses a
number of key challenges. Indeed, in contrast to the case when standard-shaped elements are employed,
polytopes may admit an arbitrary number of faces/edges and the measure of these faces/edges may
potentially be much smaller than the measure of the element itself. In |61} [55, 5] it is assumed that
the number of edges/faces of each mesh element is uniformly bounded. In [58, [55] this assumption is
no longer required (i.e., elements with an arbitrary number of possibly degenerating faces/edges are
admitted). However, this comes at the cost of adding an assumption (see Section below) that may be
regarded as the natural generalization to polytopic grids of the classical shape-regularity assumption
[55]. For ease of presentation, we adopt the setting of [58, |55]; for the generalization to other classes
of polytopic meshes, we refer to the recent article [56]. In particular, in Section we introduce the
notation related to the discretization of domains using polytopic elements and state the regularity
assumptions on the meshes. In Section [2:2] we define the DG discrete spaces and introduce standard
jump and average operators. Finally, in Section [2.3] starting from the mesh assumption of Section [2.1]
we state trace inverse inequalities and approximation results for general polytopic elements that are
sensitive to the type of edge/face degeneracy described above. We also remark that the capability of the
method of handling faces with arbitrarily small measure is intimately related to the correct choice of the
discontinuity-penalization function, which will be introduced in the following sections.

We will employ the following notation. For an open, bounded domain D C R?, d = 2,3, we denote
by H*(D) the standard Sobolev space of order s, for a real number s > 0. For s = 0, we write L*(D)
in lieu of H°(D). The usual norm on H*(D) is denoted by || - |[g=(p) and the usual seminorm by
| - |+ (py- We denote the corresponding Sobolev spaces of vector-valued functions and symmetric tensors
by H™(Q) = [H™(D)]4, H™(D) = [H™(D)]4%4, d = 2,3, respectively. We also introduce the standard
space Hy;(D) = {v:D —=R®: ||v|[12(p) + |V - v||12(p) < 00}. Given a decomposition of the domain
into a computational mesh 7, we denote by H*(T;) the standard broken Sobolev space, equipped with
the broken norm || - ||s,7;,. Furthermore, we denote by P (D) the space of polynomials of total degree
less than or equal to £ > 1 on D. The symbols < and 2 will signify that the inequalities hold up to
multiplicative constants that are independent of the discretization parameters, but might depend on the
physical parameters of the underlying problem.

2.1 Grid assumptions

Following [61} 55, 5], we introduce the notation related to the subdivision of the computational domain
Q c RY, d = 2,3, by means of polytopic meshes. We consider classes of meshes 7, made of disjoint open
polygonal/polyhedral elements E. For each element E € Ty, we denote by |E| its measure, hg its diameter
and we set h = maxge7, hg. With the aim of handling hanging nodes, we introduce the concept of mesh
interfaces, which are defined as the intersection of the (d — 1)-dimensional facets of two neighbouring
elements. We need now to distinguish between the case when d = 3 and d = 2:

e when d = 3, each interface consists of a general polygon, which we assume may be decomposed into
a set of co-planar triangles. We assume that a sub-triangulation of each interface is provided and
we denote the set of all these triangles by Fj,. We then use the terminology face to refer to one of
the triangular elements in Fp;

e when d = 2, each interface simply consists of a line segment, so that the concepts of face and
interface are in this case coincident; however, we still denote by Fj, the set of all faces.

Here, we note that Fp, is always defined as a set of (d — 1)-dimensional simplices (triangles or line
segments).
In order to introduce the PolyDG formulation, it is useful to further subdivide the set F} into

Fn=TFin UFP,

where F} is the set of interior faces and F7 is the set of faces lying on the boundary of the domain <.
Moreover, if OS2 is split into the Dirichlet boundary I'p and the Neumann boundary I'y, we will further
decompose the set FZ = th U f,ILV , where th and ]-',JIV are the boundary faces contained in I'p and 'y,
respectively. Implicit in this definition is the assumption that the mesh 7} conforms to the partition of
o09.



Figure 2: Two examples of polytopic-regular elements as in Deﬁnition Figure 3: Example of an element

Here, all the triangles Sg (coloured in teal) have height of size comparable that violates polytopic-regularity: the
to the diameter hg. Note also that the element on the right is not covered shape of the polygon does not allow
by the union of the simplices. for the definition of a triangle Sg with

base F' whose height is comparable to
the diameter hg.

Finally, given an element E € Ty, for any face F' C OF, with F' € F},, we define ng as the unit normal
vector on F' which points outwards from F.

Next, we outline the key assumptions that the underlying polytopic mesh 7, needs to satisfy in order
to derive suitable inverse inequalities and approximation results. To this end, we write SE to denote a
d-dimensional simplex contained in E which shares a specific face F C OF, F' € F;,. With this notation
we introduce the following definition.

Definition 2.1. A mesh 7}, is said to be polytopic-regular if, for any E € T, there exists a set of
non-overlapping (not necessarily shape-regular) d-dimensional simplices {SE}rcpp contained in E, such
that for all faces F' C OF, the following condition holds

_ d|sg]

he S ,
|F|

(1)

where the hidden constant is independent of the discretization parameters, the number of faces of the
element, and the face measure.

element E, that is U FcaES'E C E, see Figure |2 for an example. We also stress that this definition
does not require any restriction on either the number of faces per element or their relative measure. In
particular, it allows the size of a face |F|, F C OF, to be arbitrarily small compared to the diameter of
the element hp, provided that the height of the corresponding simplex S% is comparable to hp. Figure
shows two examples of elements belonging to a polytopic-regular mesh, while Figure [3] shows an element
which does not satisfy the definition. We refer to [55] for more details.

We remark that the union of simplices {SgiFCaE does not have to cover, in general, the whole

Assumption 2.1. We assume that the mesh Ty, is polytopic-regular.

This assumption will allow us to state the inverse trace estimate (2.4)) below. The next definition and
assumption are instrumental for the validity of the approximation results (2.5)) below.

Definition 2.2. [61], 55} |5, 58, 55] A covering Tx = {Tk} related to the polytopic mesh 7j is a set of
shape-regular d-dimensional simplices T, such that for each E € 7Ty, there exists a T € T such that
EC Tg.

Assumption 2.2. [61], 55,5, 58, |55] There exists a covering Ty of Ty, (see Deﬁnition and a positive
constant Ogq, independent of the mesh parameters, such that

Eﬂ&;_{mrd{E’Eﬁ: E'NTg#0,Tg € Ty s.t. ECTg} < Oq,
€Th

and hr, < hg for each pair E € T, and Ty € Ty, with E C Tg.

Assumption [2.2) implies that when the computational mesh 7y, is refined, the amount of overlap present
in the covering 74 remains bounded.



2.2 PolyDG discrete spaces

Given a polytopic mesh partition 7; of the domain €2, the corresponding scalar, vector-valued and
symmetric tensor-valued discontinuous finite element spaces are defined as

PG = {gn € IX(Q) ¢ alp € By, (B)VE € i}, @
WP = {w e [P : wls € [By, (B! VE € Tal,
WPC = {w e (L@ wlp € [Py, (B)|&i VE € Tr),

sym
where we assume that pg > 1 for all E € Tj,. To avoid technicalities, for the analysis, we assume that a
local bounded variation property holds for both the polynomial approximation degrees and the local mesh
sizes, cf. |121].

Remark 2.3. From the implementation point of view, an essential feature of DG methods is that the
local elemental polynomial spaces can be defined in the physical space, without the need to introduce a
mapping to a reference element, as is typically necessary for classical finite element methods. This allows
DG methods to naturally deal with general polytopic elements with polynomial degrees varying from one
element to the other. A possible approach for the definition of the basis functions was first proposed
in [61], based on the definition of the polynomial spaces over suitably defined bounding boxes of each
polytopic element. More precisely, given an element E € Tj,, we can define its (for example) Cartesian
bounding box B, such that the sides of By are aligned with the Cartesian axes and £ C Bg. On the
Cartesian bounding box Bg, we can then define a standard polynomial space, employing, for example,
tensor-product Legendre polynomials. Finally, the polynomial basis over the general polytopic element
may be defined by simply restricting the support of the basis functions to E; we refer to [55] for further
details. We also mention that another key aspect related to the implementation of DG methods is the
design of efficient numerical integration schemes over polytopic elements; this issue will be addressed in
detail in the forthcoming Section , where a quadrature-free approach for the efficient integration of
polynomial functions over polytopic domains will be discussed, following the recent work [6].

In order to efficiently deal with discontinuous functions, we now introduce average and jump operators
on a face, which play a central role in the design and analysis of all DG methods [32]. Let F € .7-'}{ be
an interior face shared by the elements E*. We define n* to be the unit normal vectors on F pointing
exterior to E*, respectively. Then, for sufficiently regular scalar-valued, vector-valued, and tensor-valued
functions ¢, v, and T, respectively, we define the standard average {-} and jump [-] operators on F as

{¢} = %(q++q’), la] =¢"n" +¢™n7,
M= v M=Vt ey o Q
=g+, =Tt

where the subscript + on ¢, v, and 7 denote the respective traces of the functions on F restricted to E¥,
respectively. To tackle elastic wave propagation phenomena, we also need the following jump operator for
a sufficiently regular vector-valued function v:

[vl=vfont +v  on",

where voOn = (vn' + nv')/2. Notice that with the above definition [[v]] is a d x d symmetric tensor.
On a boundary face F' € FP we set analogously {¢} = ¢, [¢] = qn, {v} =v, [v]=v n, [v] =v©en,
{7} =7, and [7] = Tn, where n is the outward unit normal vector on 052, cf. [33,|32]. For future use,
we remark that on every F' € ]—'}IL we can use the definition of jump and average operators to write

[gv] = [vI{g} + {v} - ld]-

> aveme= |
OF Flu

EeTh h

We also recall the identity:
{v}-ld+ / [vi{a}, (4)
7B 7l

cf. [31], where we have used the compact notation [, =3 pcz, [p-



2.3 'Trace inverse estimates on polytopic elements

Trace inverse estimates are one of the key tools employed to study the stability and error analysis
of DG-methods: they bound the norm of a polynomial on an element’s face/edge by the norm on the
element itself. In particular, Lemma is required to establish the stability of the PolyDG approximation
of second-order elliptic partial differential equations. Trace inverse estimates on polytopic elements are
obtained under the polytopic-regular Assumption as in [58], Lemma 4.1, and [24}, 55]; the proof is
reported here for completeness.

Lemma 2.4. Let E be a polytope satisfying Assumption and let g € Py, (E). Then, we have

2
p
lallZ2om) < i\l(ﬂl%z(ma ()

where the hidden constant depends on the dimension d, but it is independent of the discretization parameters
and the number of faces that the element possesses.

Proof. The proof follows immediately if we apply ‘classical’ hp-version inverse estimate valid for generic
simplices, see, e.g., [147], to each simplex SE C E, cf. Assumption together with (1)), i.e

lall2eom = 3 NalZe P 3 SF|\|q||L2(sF)
FCOFE FCSE

A

Pk
hEHqHL2(UFcaE E) = h HCI||L2

2.4 Polynomial approximation over polytopic elements

A crucial mathematical tool needed to study the a priori error analysis of PolyDG methods are
hp-interpolation estimates. In |61, 55] |5] standard results on simplices are extended to polytopic elements,
based on considering appropriate coverings and submeshes consisting of d-dimensional simplices (where
standard results can be applied) and using an appropriate extension operator. In [58] these results are
further extended in order to be successfully applied also in the case when the number of edges/faces is
unbounded. Here, we recall the results contained in [61} |55} |5, [58} |55].

Let & : H*(Q) — H*(R9), s > 0, be the continuous extension operator introduced by Stein in [130],
such that &(q)|q = v and ||€q|| = re) S |lg]|m (). Based on the existence of a suitable covering of the
polytopic mesh (see Definition [2.2)), we can state the following approximation result.

Lemma 2.5. [61} |5, 58, 55| Assume that Assumptions and are satisfied. Given E € Ty, let
Tr € Ty be the corresponding simplex such that E C Ty (see Definition . For q € L%*(R), such
that &q|r, € H™®(Tg), for some rg > 0, there exists a sequence of approzimations 14 q € Py, (E),
pe =0,1,2,..., of q satisfying

SE—m
lg = T gl () S = 1€ all e (7). Osms<re. (6)
Pg
Moreover, if rg > 1+d/2,
SE71/2
llg = 11%° ql|L200m) S Iﬁgﬁ\WQHH’“E(TE)' (7)
E

Here, sgp = min(pg + 1,7g) and the hidden constants depend on the shape-regularity of Tg, but are
independent of q, hg, pg and the number of faces per element.

Proof. See [61] for a detailed proof of (6]) and [58] for the proof of (7). O

We note that the inequalities and hold on the whole boundary of E, and not just on one of its
edges/faces; this is of fundamental importance in the analysis when considering elements that contain an
arbitrary number of faces.



3 Computing integrals over polytopic mesh elements and mesh
interfaces

In this section we review the quadrature free approach for the efficient computation of the volume/face
integral terms appearing in PolyDG methods. We point out that our approach is completely general
and can be directly applied to other discretization schemes, such as VEM, HHO, Hybridizable DG, and
MFD, for example. We present the main idea of the algorithm and show that our integration approach
leads to a considerable improvement in the computational performance compared to classical quadrature
algorithms based on sub-tessellation, in both two— and three-dimensions.

3.1 Quadrature free algorithm

First, we recall the idea introduced by Chin, Lasserre, and Sukumar in [67] for the integration of
homogeneous function g over a polytopic domain &, where

o & C R =23, is a closed polytope, whose boundary 02 is defined by m (d — 1)-dimensional
faces F;, i = 1,...,m, cf. Figure 4l Each face F; lies in a hyperplane H; identified by a vector
a; € R? and a scalar number b;, such that

reEH, < a;-x=0b, i=1,...,m.

We observe that a;, ¢ = 1,...,m, can be chosen as the unit outward normal vector to F;, i =1,...,m,
respectively, relative to 2.

e g: ¥ — Ris a homogeneous function of degree q € R, i.e., for all A > 0, g(Ax) = Ng(x) for all
e A

Euler’s homogeneous function theorem [128] states that, if g is a homogeneous function of degree g > 0,
then the following identity holds:

qg9(x)=Vyg(x) - x Yre . (8)

We point out that, in view of the application to polygonal/polyhedral finite element methods, we
are interested in the integration of a particular class of homogeneous functions, namely polynomial
homogeneous functions of the form

glx) = x’flxé” -~-m§d, where k, € Ng, forn=1,...,d, (9)

that is a homogeneous function of degree ¢ = k1 + - - - + kg, and the general partial derivative 8‘979 is a

still homogeneous function of degree q — 1.

Next we recall the generalized Stokes’ theorem, cf. [137]: given a generic vector field X : &2 — R?, we
have that

/ (V- X(x))g() + / Vo(x) X() = [ X(z) n(@)g(x), (10)
P» P

o
where n is the unit outward normal vector to &. Selecting X = x in , and employing , gives

1 1
[ o=y @) = >0 [ o). (1)

Equation states that the integral of a homogeneous function g over a polytope & can be computed

by integrating the same function over the boundary faces F; C 022, i =1,...,m. By recursion, we can
further reduce each term fFi g(x), i =1,...,m, to the integration over OF;, i = 1,...,m, respectively.
To this end, Stokes’ theorem needs to be applied on the hyperplane H;, ¢ = 1,...,m, in which each
F;, i =1,...,m, lies, respectively. In order to proceed, let « : R%~1 — R? be the function which expresses
a generic point X = (Z1,...,Z4_1)' € R¥! as a point in R? that lies on H;, i =1,...,m, i.e.,

d—1

X — "}’(5() =Xy, + Z Tn€in, With e;, € Rd, €in " €im = Onm.-
n=1

10



\mOQ x

Figure 4: Left: Example of a two—dimensional polytope & and its face F;. The hyperplane H; is defined by the local
origin @ ; and the vector e;1. Right: the dodecahedron & with pentagonal faces and the face F; C 0 with unit outward
normal vector n;. Here, F; has five edges Fj;,j = 1,...,5, and five unit outward normal vectors n;;, j =1,...,5, lying on
the plane H;. The hyperplane H; is identified by the local origin @g ; and the orthonormal vectors e;1, e;2. Figure taken
from [6).

Here, xo; € Hi, i =1,...,m, is an arbitrary point which represents the origin of the coordinate system
on H;, and {em}z;ll is an orthonormal basis on H;, ¢ = 1,...,m; see Figure [4f, We observe that x¢ ;
does not have to lie inside Fj, i = 1,...,m. By defining F; C R?~! such that v(F}) = F;, i = 1,...,m,

we obtain
[ s@ = [ s, i=tm

It is easy to prove that, writing F;; C OF; j = 1,...,m;, to denote the vertices/edges of F;, i =1,...,m,
for d = 2, 3, respectively, the following identity holds

n;=E ny, i=1...,m, j=1,...,m;,

where n;; is the unit outward normal vectors to Fj; lying in H;, E € R4*(@=1) " whose columns are the
vectors {em}n r=1...,m, 1:“; C 8152- is the preimage of F;; with respect to the map ~y, and n;;
are the corresponding unit outward normal vectors; we refer to [6] for more details. Next we recall the
following result.

Proposition 3.1. [6, Proposition 1] Let F;, i = 1,...,m, be a face of the polytope &2, and let Fjj,
j=1,...,my, be the planar/straight faces/edges such that oF; = U ‘. Fij for some m; € N. Then, for
any homogeneous function g, of degree ¢ > 0, the following identity holds

/pig@) —1—‘,—q Z w/ / xo,i - Vg(x ))

where d;; denotes the Fuclidean distance between Fy; and xo s, To; € Hs, is arbitrary, i =1,...,m.

Using Proposition together with equation , we obtain the following identity

m

/ygm d+qzd—1+q<zd”/pg$ - /Fiwo,i'Vg(fc)), (12)

where we recall that 0 = U"| F; and 0F; = U™, F;;, for i = 1,...,m. We point out that in two-
dimensions, i.e., d = 2, then an is a point and states that the integral of g on & can be computed
by vertex-evaluations of the integrand plus a 1ine integration of the partial derivative of g. If d = 3 we
can apply Stokes’ Theorem recursively to fFij g(x). We point out that, whenever g is a homogeneous

polynomial function of the form @D, so that the derivatives of g(-) are homogeneous polynomial functions
as well, it is possible to recursively apply formula to the terms involving the integration of the
derivatives of g. With this observation in mind, we define the function that returns the integral of the

- k1 kq
polynomial z7* ...z, over £ as

I(N,e,kl,...,kd):/x‘fl...x’;d,
&

11



Algorithm 1 Z(N, &, ki, ..., ka) = [, z}*
if N=0 (€= (v1,...,v4) € R is a point)

return Z(N,E ky,..., kq) = v’fl . vsd,

elseif 1 <N <d-1(€isapointif d=1 or an edge if d = 2 or a face if d = 3)

I(N,E ky,... kg) = > di I(N = 1,E k... ka)
N+Zn 1 (z 1

+m071 kl (N7gakl_1ak27"'7kd)
to+ @0.a ka I(N,E,kl,...7kd—1)>;

else if N =d (€ is an interval if d = 1 or a polygon if d = 2 or a polyhedron if d = 3)

I(N,E,kn, ... ka) = (Zb (N 71,5i,k1,...,kd)).
N+ Zn 1 =1
end if
N=3 N=2 N=1 N=0

d—3 E=P E=F C0Z 8=F¢jC3Fi 5=FijkC8Fij

is a polyhedron is a polygon is an edge is a point
d=2 E=P E=F, C0Z SZFZ']'CBFZ'

is a polygon is an edge is a point
d=1 E=2 E=F, Co0Z

is an interval is a point

Table 1: Polytopic domains of integration £ as a function of the dimension d, cf. Algorithm

where & C R, d = 2,3, can be a N-polytopic domain of integration, with N = 1,...,d, 9 = U™ &,
where each & C R? is a (N — 1)-polytopic domain. When N =d and d = 2,3, &, i = 1,...,m, will
be an edge or a face, respectively; see Table [I] for details. According to Proposition 3.1} the recursive
definition of the function Z(-,-,...,-) is given in Algorithm We point out that the computational
complexity of Algorithm |If depends in general on the number of recursive calls of the function Z(-,-,...,-);
a detail discussion on the FLOPS required by Algorithm [2| and on optimization strategies to improve the
computational complexity of Algorithm [1] are discussed in [6]. Here, we just remark that in the context of
employing the quadrature free approach within a polygonal finite element method, we are not interested
in integrating a single monomial function, but instead an entire family of monomials, which, for example,
form a basis for the space of polynomials of a given degree over a given polytopic element F € 7},. For
example, when d = 2, let us consider the evaluation of

/ 2Py Yk ke >0, ki + ke <p. (13)
E

As shown in [6], when employing Algorithm [I| with an with an optimal choice of the points which define
the origin of the coordinate system on each element facet, the total number of FLOPs required for
the computation of is approximately O(p?), as p increases. To improve efficiency, an alternative
approach, cf. Algorithms [2| and [3] are based on the observation that, using the notation of Algorithm [i] if
the values of Z(N — 1,&;,k1,...,ka), 5=1,...,m, I(N,E, k1 —1,... kq) ... Z(N,E, k1,..., kg — 1), for
1< N <d-1,in Algorithm [I} have already been computed, then the computation of Z(N, &, k1, ..., kq)
is extremely cheap. Indeed, since we must store the integrals of all the monomials on E anyway, we can
start by computing and storing [, #*1y*2 related to the lower degrees kq,ky and N = 1, then exploit
these values in order to compute the integrals with higher degrees k1, k2 and higher dimension N of the
integration domain £. We remark that, in Algorithm [3} d;; represents the Euclidean distance between &;;
and xg, j =1,...,myj.

12



Algorithm 2 Algorithm for integrating all monomials up to order p over £
0E ={&1,...,En} where &; C OE;
F = Facelntegrals(d — 1,&1,...,Em, k1, ..., kq);, cf. Algorithm
foray, =0:ky,...,a0=0:kg; k1 +ko+ ...+ kg <pdo
Viat,...,aq) = m St biF(as, ... aq4,1);
end for

Algorithm 3 Algorithm F' = Facelntegrals(N,&1,...,Em, k1,...,kaq);

F(—1:ky,...,—1:kgq,1:m)=0;
for i=1:m do
choose xg as the first vertex of &;
0&; = {511,,(%7”1} where SU - 851', j=1...,m;
if N—1>0 then
E = Facelntegrals(N — 1,&1,...,Eim,; k1, .- ka);
else if N-1=0 (&;; = (v1,...,v4) € R? is a point) then
E(ar,...,aq,j) =07 ... 05" VO0<a, <k, n=1,....d, j=1,...,m;
end if
fora; =0:ky,...,a9=0:kg; k1 +ko+ ...+ ks <pdo

F(ay,...,aq,1) = (Zd”E ai,...,aq,79) +xo1k1F(ar —1,...,aq4,%)
N+Zn 19n “j=1

+~-~+x0’dde(a17...7ad—172'));

end for
end for

3.2 Volume and interface integrals over polytopic mesh elements

To fix the ideas, we restrict our discussion to the two-dimensional scalar case, but note that the
three-dimensional and vector-/tensor-valued cases follow in a completely analogous manner. Let {qﬁi}f&l
be a basis for the discrete space @ DG defined as in whose dimension is Nj,. For the construction of
the discrete space QDG we can exploit, for example, the approach presented in [61], based on employing
polynomial spaces defined over the bounding box of each element, cf. Remark [2.3] More precisely, given
an element E € Ty, we first construct the Cartesian bounding box B, such that E C Bg and define a
linear map between Fpg : B — Bpg such that

Fp:#€ B Fp(@)=Jpd+tg, (14)

where B = (—1,1)% and J € R¥*4 is the (diagonal) Jacobi matrix of the transformation, and tx € R is
the translation between the point 0 € B and the baricenter of the bounded box Bg, see Figure

We first discuss the application of Algorithm [2 for the efficient computation of the local volume
integrals over polytopic mesh elements, focusing on the local mass and stiffness volume matrices defined
as

ME,J = /Q¢i,E¢j,E7 ij = /QV(ZSZ"E . v¢j,E7 lm] = 17 .. '7NpEa (15)

respectively, for all E € 7. Here, N, is the dimension of the local discrete space, and ¢; g and ¢; g are
the restriction to £ of ¢; and ¢;, respectively. Employing the transformation Fg given in we have
for the mass matrix

ME] :/ ¢1,E¢j,E:/AQAS1QAS]|JE|7 i7j:17"'7NI)E7
E E

where £ = Fgl(E) C B, see Figure |5, and the Jacobian of the transformation Fg is constant and is
given by [Jg| = (Jg)1,1(JE)2,2, thanks to the definition of the map .

In order to employ Algorithm |Z|7 we need to identify the coefficients of the homogeneous polynomial
expansion for the function ¢;(Z, §)¢;(£,y). We can write, for example, any shape function b= (;Sl( J) as

13



1 V3

~1
F . E 2

N A T Vo
E B / N
"277)5 T ‘2‘03—/
Fg

Toy | P

Figure 5: Example of a polygonal element E € T}, the relative bounding box Bg, the map F g and E= Fgl(E) Figure
taken from [6].

the product of one-dimensional Legendre polynomial £;, i.e., ¢;(#,§) = Ly, (£)Li,(§), and each Legendre
polynomial can be expanded as

Z Czl,m Am ‘Ciz (Q) - Z Ciz,n :‘)n
n=0

Therefore, we have

M = (35 i) (350 (55 00) (8 i
21-:;)1 ;-&-12 = =

:/ Z C117]1 kx )(Z CZQ,]Q,ly )|JE‘
i1+71 i2+J2

= > D Ciik Ciao |JE|/ a*y’,
k=0 (=0

where we have defined the compact notation
Cijk=D_ (CinCim), for0<i,j<pp 0<k<i+j (16)
n+m==k

and where we stress that the coefficients C; ; , can be evaluated, once and for all, independently of the
polygonal element E.

Concerning the general element of the volume matrix ij, cf. , we can proceed as before; indeed,
following [6], we obtain

i1+J1—2 i2+J2
E _ —1,\2 ~koal
Vi,j = E E Czl,gl,k Ciz jal (JE )1,1|JE|/ 'y
E

i1+j1 i2+j2—2

— koAl
#33 Cok Gl @3] [ 247
k=0 =

where C; j i, is defined in , and

ch Z lemv 1<4,j<pg, for0<k<i+j—2.
n+m==k
Here, C;,, = (n +1)Cj 11, Cj,,, = (M + 1)Cj 1y are the expansion coefficients of the derivatives of the

Legendre polynomials which are again computable independent of the element FE, E € Ty, i.e.,

i—1

Lo(@) =0,  Li(@) =D (m+1)Cimp 2" qu &m, fori > 0.

m=0
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We next recall how to compute the key terms that arise in the interface integrals when PolyDG
methods are employed for the numerical approximation of second-order partial differential equations. As
before, we can transform the integral over a physical face F' C OF to the corresponding integral over the
face F = F;Jl(F ) C OF on the reference rectangular element E. From the definition of the jump and
average operators, cf. , on each face F € .7-',{ shared by the elements E+ and E~ we need to assemble
contributions of the form

. . .
S,J/jF /lp(@,Eini)'(%mnﬂ? =1, Np s» J=1. Ny,

N ) .
I)j/:F 2/(v¢1Ei n )¢j7E¢7 z:l,...,]\pri7 j:l,...,NpE;.

Analogously, on the boundary face F' € ]-',? belonging to ET € 7;, we only have to compute

+ +
S /+ / ¢z E+ ¢7,E+7 Ijj/ = / (V¢i,E+ : n*) ¢j7E+7
F
fori,j=1,...,Np_,. We next recall how to efficiently compute terms of the form

S+,J/+ /F(@,E+H+)'(¢j,E+n+)Z/Ffiﬁi,E+¢j,E+7
S:j/_ = /F(%Emﬂ (¢jp-n") = _L¢i,E+¢j,E*a

and refer to |6] for further details and discussion on the efficient computation of the terms Ilij/ T, Reasoning

as before, we obtain
i1+7J1 i2+j2

S+/+ Z Z CZl Jlkcmml jF"’/ ikglv
k=0 I=

i1+7j1 i2+j2

S+/7 Z Z Xllv]hk ylz»h,l Tr+ / ik%
k=0 1=0 +

where Jp+ is defined as Jp+ = [|J 51 ng | \JE+| and fiz, is the unit outward normal vector to F'*. In
. the coefficients C; j 1 are defined as in , whereas X and Y are defined as

Xijp= Z (Cisn Xjm)

n+m==k

Vijk = Z (Cimn Yiim)

n+m==k

(17)

for0<i<pg+, 0<j<pp-, 0<k<i+j.

Here, as before, C; ,, are the coefficients of the homogeneous function expansion of the Legendre polynomials
n (—1,1), while X ,,, and Y} ,,, are defined by

( > (Ji)™ (8)™

n=ze
gj; ( > (J2.2)™ (B2)" ™

Finally, in the definition above t; and ty are the two components of the vector t of the composite map
F(%) =F . (Fp+ (X)), cf. Figure |§|, defined as

for0<m<pp-, m<j<pg-.

\ﬁ,_/ \—,—/

J t

We conclude this section by observing that for the computation of the local forcing term
/ f(®)pip(x)de, i=1,...,Ny,, (18)
E

the quadrature free method allows to exactly evaluate when f is a polynomial function. If f is a
general function, an explicit polynomial approximation of f is required.
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Figure 6: Example of a polygonal elements E* € 7;,, together with the bounded boxes Bg+, and the local maps
Fy+ : E — E* for the common face F C EE. Figure taken from [6].

Figure 7: Example 1. Domains of integration &: triangle (&, left) and an irregular polygon with 15 faces (%%, right).

3.3 Numerical results

The aim of this section is to present some numerical computations to assess the practical performance
of the quadrature free algorithm.

3.3.1 Example 1: Integration of bivariate polynomials over a given polygon

We first present some numerical results in order to test the performance of the method proposed in
Algorithm for the integration of bivariate polynomials over a given polygon & C R? based on employing
the recursive algorithm described in Section ie., f » zF y! = I(2, 2, k,1). For the sake of comparison,
we also present the analogous computations carried out based on employing the sub-tessellation technique.
In this case, the domain of integration & is firstly decomposed into triangles; then on each sub-triangle
we employ a tensor product Gauss quadrature rule consisting of A2 nodes and weights, which is defined
based on application of the Duffy transformation. In order to guarantee the exact integration of z*y!,
we select N = (%W + 1. In order to compare both approaches, we integrate bivariate polynomials of
different degrees on the triangle and the irregular polygon depicted in Figure [7} see Table [2] for the list of
vertex coordinates for both domains.

In Figures |8 and @] we compare the CPU time (in seconds) taken to evaluate the underlying integral
(on &, and P, respectively) up to machine precision, using the quadrature free algorithm and the sub-
tessellation method. We remark that the times for the quadrature free algorithm include the computation
of b;, n;, and ds5, 7 =1,...,my, i =1,...,m. The times for sub-tessellation method include the one-time
computation of the A2 nodes and weights on the reference triangle, the time required for sub-tessellation,
as well as the time needed for numerical integration on each sub-triangle. From the results reported
in Figures [§ and [9] it is clear that the quadrature free algorithm outperforms sub-tessellation; indeed,
for both domains of integration, we observe an improvement in the CPU-time required to evaluate the
underlying integral of between one- to two-orders of magnitude when the former approach is employed.
Moreover, even when the integration domain consists of a triangle (£,), the quadrature free algorithm
still outperforms classical quadrature rules, even though in this case no sub-tessellation is undertaken.

16



CPU times (sec)

16

14

12

10

vertex (z, y)-coordinates
1 (—1.000000000000000, —1.000000000000000)
Pa 2 (1.000000000000000, 0.000000000000000)
3 (—1.000000000000000, 1.000000000000000)
1 (0.413058522141662 , 0.781696234443715)
2 (0.024879797655533 , 0.415324992429711)
3 (—0.082799691823524, 0.688810136531751)
4 (—0.533191422779328, 1.000000000000000)
5 (—0.553573605852999, 0.580958514816226)
6 (—0.972432940212767, 0.734117068746903)
7 (—1.000000000000000, 0.238078507228890)
Py 8 (—0.789986179147920, 0.012425068086110)
9 (—0.627452906935866, —0.636532897516109)
10 (—0.452662174765764, —1.000000000000000)
11 (—0.069106265580153, —0.289054989277619)
12 (0.141448047807069, —0.464417038155806)
13 (1.000000000000000, —0.245698820584615)
14 (0.363704451489016, —0.134079689960635)
15 (0.627086024018283, —0.110940423607648)

Table 2: Example 1. Vertex coordinates of polygons &, and &, of Figurem
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Figure 8: Example 1. CPU times as a function of the integrand. Integration domain £, of Figure
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Figure 9: Example 1. CPU times as a function of the integrand. Integration domain &, of Figurelﬂ

&l

Figure 10: Example 2: Typical agglomerated element shapes.

3.3.2 Example 2: Computation of the PolyDG stiffness and mass matrices in three-
dimensions

We now compare the performance of the quadrature free algorithm and the sub-tessellation method
when employed to assemble the stiffness and mass matrices for the PolyDG approximation of a second-order
elliptic diffusion-reaction problem in three-dimensions. Here, the polyhedral grids have been obtained
by agglomeration starting from a partition ) consisting of hexahedral elements. The agglomeration is
performed based on employing the METIS library for graph partitioning, cf., for example, SO
that each polyhedral element is typically non-convex. In Figure [10] we show three typical examples of
polyhedral elements generated from the agglomeration process.

We now compare the CPU time required by the quadrature free method with the quadrature
integration/sub-tessellation approach to assemble the volume and mass matrices, denoted by V and M,

18



1400 w 2000 w
Q p=1 Q p=1

1200 - p=2 1 p=2
) Ap=3 T1500*Ap=3 |
E1ooo—gp=4 12 Ep=4
] p=5 ] p=5
8 800 ||~ Sub-Tessellation i 8 ——Sub-Tessellation
9, = = Quadrature Free .2.1000 L|= = Quadrature Free |
) ()
E 1 E
o i
o 1 & s00
(&) (&)

0.5 1 15 2.5 2.5
N. of elements x10% N. of elements x10%

Figure 11: Example 2. Comparison of the CPU time needed to assemble the volume matrices M and V (left) and the
interface matrices S and I (right) for a three-dimensional problem by using the proposed quadrature free method and the
classical sub-tessellation method. Each line is obtained by fixing the polynomial approximation degree p € {1,2,3,4,5} and
measuring the CPU time by varying the number of elements (N¢) of the underlying mesh.
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Figure 12: Example 2. Comparison of the CPU time needed to assemble the volume matrices M and V (left) and the
interface matrices S and I (right) for a three-dimensional problem by using the proposed quadrature free method and the
classical sub-tessellation method. Each line is obtained by fixing the polynomial approximation degree p € {1,2,3,4,5} and
measuring the CPU time by varying the number of elements (N¢) of the underlying mesh.

respectively, as well for the computation of the interface matrices S and I; cf. Section We point
out that, to assemble the volume and mass matrices based on employing the sub-tessellation algorithm,
we exploit the fact that the polyhedral mesh is obtained by agglomeration of hexahedral elements, so
that the sub-tessellation into hexahedra of each polyhedral mesh element is already given. In Figure
(left) we report the CPU time needed for the computation of the volume matrices V and M, for a set of
agglomerated polyhedral grids where we fix the polynomial approximation degree p € {1,2,3,4,5} and
we vary the number of elements N, € {5, 40, 320, 2560,20480}; in all cases the agglomerated elements
are formed from approximately 10 (fine) hexahedral elements. The analogous results obtained based
on computing the interface matrices S and I (right) are shown in Figure [11]| (right); furthermore, these
timings are compared on a log-log plot in Figure From the computations shown in Figures
and [I2] we clearly observe that the quadrature free method substantially outperforms the sub-tessellation
quadrature approach, both for the computation of the volume and the face integrals. We refer to @ for
addiitonal numerical computations, where the issue of computational complexity is also addressed.

4 PolyDG methods for seismic wave propagation

In this section we present an overview of high-order PolyDG methods for the approximate solution of
wave propagation problems modeled by the elastodynamics equations on computational meshes consisting
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of polytopic elements. In particular, we discuss the model problem, analyze the well-posedness of the
semidiscrete formulation and derive an hp—version a priori error bound. The theoretical estimates are
then validated through two-dimensional numerical computations carried out on both benchmark, as well
as real test cases. The dispersion analysis, in two-dimensions, is not reported here, for the sake of brevity,
and can be found in [8], where it has been shown that polygonal meshes behave similarly to classical
simplicial/quadrilateral grids in terms of dispersion errors. For the sake of brevity, we focus here on
the elastodynamics equation; more sophisticated model problems can be successfully treated as well,
for example, see [13]|85] and [27], respectively, for elasto-acoustic coupling and non-linear sound waves
phenomena.

4.1 Model problem and its PolyDG semidiscretization

We consider an elastic body occupying an open, bounded polyhedral domain Q C R?, d = 2,3,
and denote by n the outward normal unit vector to its boundary. The boundary 02 is assumed to be
composed of two disjoint portions I'p # () and I'y, i.e., 'p NT'y = (). For a final observation time 7' > 0,
let u: Q x [0,7] — R? be the displacement vector. The equations of the initial/boundary-value problem
of (linear) elastodynamics are given by

pu—V.o=H in Q x (0,77,
u=0, on I'p x (0,77,
on =0, on I'y x (0,77, (19)

u = uy, in  x {0},
a=u, in Q x {0}.

Here, f € L?((0, T]; L*(Q)) is the (given) external load and uy € Hy 1 (2) and u; € L*(£2) are (given)
initial data, where H(IJ,FD (€2) denotes the space of vector-valued functions in H! (2) whose trace vanishes on
I'p. Finally, p € L°°(Q) is the medium density. As constitutive law for the stress tensor o : Q2 x [0,7] — S,
S being the space of symmetric d x d real-valued tensorial functions, d = 2, 3, we assume the generalized
Hooke’s law, i.e., o(u) = De(u), where the fourth order stiffness tensor D : S — S is defined as
Dt = 2u7 4 Atr(7)I for any 7 € S, and e(u) is the symmetric gradient of u, i.e., e(u) = 2 (Vu+ Vu').
Here, I is the identity tensor, tr(-) represents the trace operator, and A, € L*®°(Q2) are the first and
the second Lamé parameters, respectively. We assume that D is symmetric, positive definite and
uniformly bounded over 2. We recall that the compressional (P) and shear (S) wave velocities can be
obtained through the relations cp = /(A 4+ 2u)/p and cg = +/ 1/ p, respectively. The weak formulation
of problem reads as follows: for all ¢t € (0, 7] find u = u(t) € Hg 1 (Q) such that:

/Qpii-v—&—/QDs(u):s(v):/Qf-v VveHj, (Q),

11(-,0) = Up, u(,O) =uj.

(20)

Problem is well posed and its unique solution u € C((0,T]; Hy , (€2)) N C*((0, T]; L*(52)), see 124}
Theorem 8-3.1].

Based on employing the notation of Section we introduce the PolyDG semidiscretization of
problem (20): for all ¢ € (0,77, find u, = uy(t) € WP such that

/pﬁh-V—FB(uh,v):/f-v Vv e WPE, (21)
Q Q

supplemented with the initial conditions uy,(0) = u9 and 9, (0) = u}, where u), u} € WP are suitable
approximations of uy and uj, respectively. Here, we also assume that D and p are element-wise constant
over the mesh 7;,. The bilinear form B(-,-) : WP x WP 5 R is defined as

By = [ ow:ew)+ [ o RAD+ [ RAuD:o@)+ [ alal: @2

D
h U]:h

for all u,v € W2, Here, R(-) : L' (FluFP) — WP is the lifting operator of the traces of d x d
symmetric tensors defined as

/ R(w]) : o(v) = —/ [w] : {o(v)} Vv e WP (23)
Q FIUFP
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The penalization function n : F, = R4 in is defined face-wise as

2

max <pE> . FeFl FcCOE NI,
Ec{Ey,E2}

n= JoﬁE E (24)

£ FeFP FCOENTp.
hg

where Dy = |(D|g)'/?|3 for any E € T, (here | - |5 is the operator norm induced by the ly-norm on R”,
where n denotes the dimension of the space of symmetric second-order tensors, i.e., n=3ifd=2,n=6
if d = 3), and o9 is a positive parameter at our disposal.

4.2 Well-posedness, stability and error analysis of the semidiscrete formula-
tion

In this section we prove stability and error estimates for the PolyDG semidiscretization defined in
—~ DG
1)). To this end, we define the space W, = WPr%a Htll,FD (©) endowed with the following DG norm

IvIde = [Dre@)|,  + [ wew,"
v = ||D2e(v z [v v ;
DG e 7T Pl orp) "
here, we have used the compact notation || - ||2L2(J-‘,{UF,?) = ZFGJ:}ILU]:’? Il - ||%2(F). From the preliminary

results of Section |2| we immediately have the following estimates; we refer to [8] for more details.

Lemma 4.1. Assume that T;, satisfies Assumption . Then, for any w € W}?G we have that

2
<1

~1/2 (00 ‘
HW {w} L2(FIuFP) ™ oy

||w||L2(Q)a

where the hidden constant is independent of pg, |E|, and w, and where o is the constant appearing in
the definition of the penalty function, cf. .

) ) —~ DG
Lemma 4.2. Assume that Ty, satisfies Assumption . For any ve W,  we have that

2 1 1 2
IRAD 720y % oo ln? Ll ryomp).

where oq is the constant appearing in the definition of the penalty function, cf. .

Proof. The proof follows by observing that if v € H(IJ,FD (Q), then [[v]] = 0 and the estimate is trivial. If

v e WP by using the definition of the lifting operator together with Lemma [4.1] the result follows
immediately. O

Based on employing the above results and standard DG arguments, the well-posedness of the PolyDG
formulation can be established.

Lemma 4.3. Assume that Ty, satisfies Assumption[2.1 and that the constant oo appearing in the definition
of the penalization function is chosen sufficiently large. Then,

9 — DG
B(v, ) 2 |[vlpe B(v, w) < [[vll pe 1wl pe Vo,we W), .

We next provide a stability result of the semidiscrete PolyDG formulation in the following energy
norm )
lan@®)E = llp2an ()72 + lua@®lpe ¥t € (0,7). (25)

Proposition 4.4. Let f € L2((0,T]; L*(Q)) and uy, € C2((0,T]); WPY) be the approzimate solution
of obtained with the stability constant oy defined in chosen sufficiently large. Then,

t
fan®lle S e+ [y 0<t<T.
0
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Proof. Selecting v = 1y € W?G in 7 integrating in time between 0 and ¢, employing Lemma
together with the arithmetic-geometric inequality, and choosing o large enough, we get

a2 + 2 / R([unl) : o(un) = Junl3.

Moreover, from Lemma [4.2]it also follows that

1 1

< 1 0 0 < 012
~ 7\/%”772 muhﬂ]HLQ(f,{uf,?) ||U(uh)”L2(Q) N 7\/%”1%“15-

2 \ [ REI) <o)

Therefore, substituting these inequalities, and applying the Cauchy-Schwarz inequality yields

t
lunll? < u)l3 + 2 / 11l 2 -
0

The statement of the proposition now follows by employing Gronwall’s lemma [123]. O

Before providing hp-version error bounds, we observe that formulation is not strongly-consistent,
due to the presence of the lifting operator. It is easy to see that the error u — uy, satisfies the following
error equation

/ p(ii—1iip) - v, +Bu—up,vy) + Ru(u—up,vy) =0 Vv, € WP, (26)
Q

) By Ye e )
where the residual Ry(-,-) : W, x W'~ — R is defined by

Rn(w,vp) = */

(o(w)} : [va] - / ow): R([va]) vw e W vy, € WP,
FluFp Q
and where we have used also that Ry (wp, vy,) = 0 whenever wy, € WhDG7 cf. .

In order to derive a priori error bounds for the semidiscrete scheme, we assume that Assumption [2.2
is satisfied; we define, component-wise, the extension operators € : H*(Q) — H°*(R¥*?), s € Ny, as
in Section cf. also [130]; we employ the tensorial and vectorial counterpart of the approximation
estimates outlined in Section cf. also 58| |8], to obtain the following bound

2(sg—1
_ 2 hE(E : 2 Do o2
II < —— [ ||E —||& 27
O e - -y N Ly -, (27)
EeT, PE PE

where sg = min(pg + 1,7g). The hidden constant depends on the material parameters and on the
shape-regularity of T, but is independent of ¢, hg, pr and the number of faces per element. Moreover, the
global interpolant IT is defined elementwise as ITu|p = IT}7u for any E € Ty, where IT57 is vector-valued
counterpart of the interpolant defined in Lemma [2.5]

The last ingredient we need is the following bound on the residual; we refer to [8] for the proof.

—~ DG
Lemma 4.5. For any we W, and v, € W,?G, the following bound holds

2(sp—1) 1/2
hg ” 2
[ Rn(w, vn)| < (Z Q(TE_g/2)|go-(w)”’H,TE(TE)> orllpe »
EcT, PE

where s = min(pg + 1,rg) for all E € Ty,. The hidden constant depends on the material parameters and
the shape-regularity of Tk, but is independent of q, hg, pg, and the number of element faces.

We can now state the main result of this section.

Theorem 4.6. Let Assumption[2.1] and Assumption[2.9 be satisfied. Moreover, assume that the analytical
solution u of is sufficiently reqular. For any time t € [0,T], let u, € WfG be the PolyDG solution
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of problem obtained with a penalty parameter oy appearing in sufficiently large. Then, for any
time t € (0,T] the following bound holds

h2(sE—1)

h2 .

[u— uh||?; S Z 2(€E7_3/2)(H8u”%-FE(TE) + TEH5U||%{TE(TE) + H‘SU(U)Hg—UE(TE))
EcT, PE PE

2(sp—1

noee Y

t 2
+ 2(rg—3/2) / <||gu||%—ITE (Te) + TEHEUH%—I’"E (Tg) + ”SU(U)H’Q}{TE(TE))’
PE 0 PE

with sp = min(pg + 1,my) for all E € T;,. The hidden constants depends on the material parameters and
the shape-regularity of Tk, but is independent of q, hg, pg and the number of element faces.

Proof. We recall the main steps of the proof and refer to [8] for more details. Let IT be defined as .
We write the error as u — u, = e, — ey with e, = u, — I'u and e; = u — ITu, and rewrite the error
equation for vj, = &y, to obtain

/péh'éh+8(eh;éh):/péI'éh+8(elaéh)+Rh(eIaéh)v
Q Q

where we have also used that Rj,(ep,ép) = 0 since e, e, € WP, Using the definition of the energy
norm . integrating in time between 0 and ¢, and exploiting that e,(0) = 0, and reasoning as in the
proof of Proposition [.4] yields

lenl +2 /Q R(en]) : o(en) = lenlis.

provided the penalty parameter is chosen sufficiently large. Therefore, we get

t t t
lenllE 5// Pél'éh+/B(e1aéh)+/Rh(eIaéh)
Q 0
t

t
// pér-én+ Bler,ep) /B ér,ep) Rh(eI7eh)+/Rh(ébeh)7
Q
0

0

where in the second step we have used integration by parts for the second and third term on the right
hand side together with e, (0) = 0. Employing Jensen and Cauchy-Schwarz inequalities for first term on
the right hand side, the fact that Ry(er,en) = Rp(u, ep), Lemma the definition of the energy norm

([25), and Lemma we get

t

t
lenll < IIGIIIEIIehIIE+/HézllEllehHE +I(U)IlehllE+/I(1'1)Ileh||E7
0

0

where
h2(sE—1)

1/2
I(u) = (Z pg(fw_g/g)||50(u)||?ww(TE)> ;
E

EeTh

cf. Lemma Applying the arithmetic-geometric inequality with § > 0 we have

t

(lles|3 + T2(w)) + / ez ]z + Z()) enlle.

0

(1= d)llenl’s <

| =

Choosing ¢ small enough and applying Gronwall’s lemma [123] we get

t
lenlle < llerll +Z*(u +/II'31||E+I2 ).
0

The proof is completed by employing and the definition of Z(u). O
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Figure 13: Example 1. Mesh configurations considered with increasing number of polygonal elements:
N¢; = 100, 200, 300, 500.

4.3 Numerical results

Before presenting some numerical experiments, we first discuss the algebraic formulation of the
semidiscrete formulation and the time integration of the corresponding system of second-order ordi-
nary differential equations. We suppose that 2 is partitioned into NV,; disjoint polytopic elements E,.,
r =1,...,Ng, and denote by n,, = dim(P,,), and set Ngor = Zivjl Ny, to be the dimension of each
component of a function in W2, We introduce a basis {®!,.. ., @f}gff, d = 2,3, for the finite element
space W? ¢, By expressing uy, € WhD @ as a linear combination of the basis functions, i.e.,

and writing equation for any test function ®$(x) € WP, s =1,...,d, we obtain the following
system of second order differential equations

MU(®t) + BU®) =F(t) Vie (0,T), (28)

for the displacements U(t) = (U'(¢),...,U%t))T. Here, F = (F(t),...,F%(t))” represents the external
applied load, M and B are the (symmetric and positive definite) mass and stiffness matrices, respectively.
To integrate the system in time we consider the explicit, second-order accurate, and conditionally
stable leap-frog scheme: we subdivide the interval (0, 7] into Np equal subintervals of size At =T /Np
and at every time level ¢, = nAt we solve the system

MU(ty41) = [2M — A B]U(t,) — MU(t,—1) + AF(ty,), forn=1,..., Nr,

with
At? , At?
MU(t) = [M - TB]U(tO) — AtMU(to) + 7F(to),

supplemented with the initial conditions. We recall that to ensure stability, the explicit time integration
leap-frog scheme must satisfy the usual Courant—Friedrichs-Levy (CFL) condition that imposes a
restriction on At of the form

At < CCFL(CP70'0>p2a

where h is the maximum mesh size and p is the polynomial approximation degree (supposed to be
uniform here, for the sake of simplicity). The constant Copr, depends on the compressional wave velocit,
cp = /(A +2p)/p and on the stability parameter oy, cf. , and can be estimated as in , cf., also7.

4.3.1 Example 1: Smooth problem with a known analytical solution

We first consider the wave propagation problem in = (0,1)2, where I'y = (0,1) x {1}, T'p = Q\ 'n,
A = = p =1 and boundary conditions, initial conditions and the forcing term f are selected so that the
analytical solution of is given by

u(x,t) = cos(v2rt) ‘Sézéiii 212522’35
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Figure 14: Example 1. Computed error |[u(T") — uy,(T)||g versus the polynomial degree p, fixing N; = 300 (left) and
versus the mesh size h = 1/N,;, N¢; = 100,200, 300, 500 (right) fixing p = 2,3,4,5. Results are obtained choosing as
observation time 7' = 0.6 with At = 107°.
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Figure 15: Example 2. Unstructured polygonal grid. The mesh spacing varies from hr = 160 m for material 1 to
hg ~ 1500 m for material 7; cf. Table The source location x5 = (19.4,7.8) km is indicated by a white circle.

For the proceeding computations we set the final time 7' = 0.6 and time step At = 107°. Firstly, we
consider the convergence of the PolyDG method with p-refinement. To this end, in Figure [14] (left) we
plot [[u(T) — u,(T)||g versus the polynomial degree pg = p, for all E € T}, on a fixed polygonal mesh
Tr consisting of 300 elements; cf. Figure Here, on a semi-logarithmic scale, we observe that the
convergence line is approximately straight, thereby indicating exponential convergence of the PolyDG
method as p is uniformly enriched. Secondly, we consider the h-convergence of the PolyDG approximation
computed on the sequence of meshes depicted in Figure In Figure (right), we observe that
[[u(T) — up(T)||e behaves like O(hP) as h tends to zero, for each fixed p; this is in agreement with the a
priori error bound stated in Theorem

4.3.2 Example 2: Elastic wave propagation in a heterogeneous medium

For an application of the presented PolyDG method, we study the elastic wave propagation in the
computational domain Q = (0,38.4) km x (0,10) km representing an idealized bidimensional Earth’s
cross section, see Figure [I5] The bottom and the lateral boundaries are set far enough from the point
source (white dot in Figure in order to prevent any reflections from the boundaries of the waves of
interest. At the top of the model a free-surface boundary condition is imposed, i.e., on = 0, whereas
homogeneous Dirichlet conditions are set in the remaining part of the boundary. We simulate a point
source load of the form

f(x,t) = (OVAe‘w*‘l”"‘xs”Q(l —2r? f2(t - t0)2)e—ﬂ2f§(t—to)2> ’

with A =103 N, fo =2 Hz and t, = 2 s applied at the point x, = (19.4,7.8) km. We assign constant
material properties within each region as described in Table |3} The computational domain is discretized
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Material p [kg/m>] ¢, [m/s] cs [m/s]

1 1800 1321 294
2 1800 2024 450
3 2050 1920 600
4 2050 1920 650
5 2050 2000 650
6 2400 3030 1515
7 2450 3200 1600

Table 3: Example 2. Material properties used for the computational domain in Figure
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Figure 16: Example 2. Snapshots of the computed displacement magnitude |u| = ‘/u% +u§ at different time

t = 05,1,1.5,2,2.5,3,3.5,4 s. Due to the material heterogeneities, high oscillations and perturbations of the wave
front can be observed. Waves moving leftwards with respect to the point source location are clearly visible. The displacement
magnitude is measured in meters.

using an unstructured grid consisting of 4870 (agglomerated) polygonal elements, with a mesh size
varying from hg = 160 m for material 1 to hg =~ 1500 m for material 7; cf. Table 3] The grid spacing is
chosen small enough not only to describe with sufficient precision the physical profile of the submerged
topography, but also to guarantee that over the whole domain there is at least 5 points per wavelength
with polynomial degree equal to 4 to keep numerical dispersion and dissipation errors sufficiently small,
i.e., of order of machine precision, see . In Figure [16| we report a set of snapshots of the diplacement
magnitude |u| = y/u? 4+ u3 computed with the proposed method (with oo = 10 and polynomial degree
equal to 4) coupled with the leap-frog scheme, fixing the final observation time T'=5 s and time step
At = 10~* 5. The discontinuities between the mechanical properties of the materials produce oscillations
and perturbations on the wave front. In particular, due to the stratigraphy of the model the energy is
focalized in towards the left of the domain, reaches the surface of the model and (most of it) remains
trapped within the first layer. All these complex and relevant phenomena are well captured by the
proposed PolyDG method, see Figure

5 PolyDG methods for flow in fractured porous media

The aim of this section is to present an overview of the results presented in 7 where a unified
formulation and analysis of PolyDG approximations of flows in fractured porous media is provided
for all primal-primal, primal-mixed, mixed-primal and mixed-mixed formulations. More precisely, a
primal-primal setting consists of having the pressure as only unknown for both the bulk and fracture

26



problems. When dealing with the approximation of Darcy’s flow, one may also resort to a mixed-mixed
approach, where the flow is described through an additional unknown representing the (averaged) velocity
of the fluid in both the bulk and the fracture. This variable, often referred to as Darcy’s velocity, is of
primary interest in many engineering applications [113] 53], so that the mixed setting is often preferred
to the primal one, which may only return the velocity after post-processing the computed pressure, thus
entailing a potential loss of accuracy. On the other hand, the primal-primal approach is easier to solve,
featuring a smaller number of degrees of freedom. For this reason, our aim is to design a unified setting
where, according to the desired approximation properties of the model, one may resort to either a primal
or mixed approximation for the problem in the bulk, as well as to a primal or mixed approximation for
the problem in the fracture. In particular, for the primal discretizations we employ the Symmetric Interior
Penalty discontinuous Galerkin method [148],|31], whereas for the mixed discretizations we employ the
local DG (LDG) method of [72], both in their generalization to polytopic grids |61} |59} |5, 58, [60]. Our
main reference for the design of such a setting is the work by Arnold et al. [32], where a unified analysis of
all DG methods present in the literature is undertaken. This framework is based on the flux-formulation,
where the so-called numerical fluxes are introduced on elemental interfaces as approximations of the
analytical solution. Different choices of the numerical fluxes affect the stability and the accuracy of the
underlying PolyDG method and provide conservation properties of desired quantities such as, for example,
mass, momentum, and energy [60]. In the particular context of flow in fractured porous media, we also
show that the coupling conditions between bulk and fracture problems may be imposed through a suitable
definition of the numerical fluxes on the fracture faces. Such an abstract setting allows us to analyse
theoretically, in a unified manner, all the possible combinations of primal-primal (PP), mixed-primal
(MP), primal-mixed (PM) and mixed-mixed (MM) formulations for the bulk and fracture problems,
respectively.

The rest of the section is organized as follows. In Section [5.1] we introduce the model problem:;
the discretization based on employing PolyDG methods is presented, in the unified setting of [32], in
Section In Section we revise the main theoretical results, namely well-posedness and stability,
and present a priori error bounds. Illustrative numerical tests are presented in Section to confirm
the theoretical bounds. Moreover, we assess the capability of the method in handling more complicated
geometries, presenting some test cases featuring networks of partially immersed fractures.

5.1 Model problem

To describe the flow, which we assume to be single-phase flow, we adopt the mathematical model of
[112]. This model was first introduced in |3} 2] for fractures with large permeability and is here generalised
to handle also the low permeable case. An extension to two-phase flows can be found in [93] [101]. To
keep the presentation as simple as possible, we assume that the porous medium is cut by a single, non
immersed fracture. We refer to |4] for the extension of the model to totally immersed fractures. Finally, in
order to handle networks of intersecting fractures, some physical conditions need to be added to describe
the behavior of the flow at the intersection points/lines. A possible choice is to impose pressure continuity
and balance of fluxes as in |90, [49]. Other, more general conditions, where the angle between fractures is
taken into account and jumps of pressure across the intersection are allowed, may be found, for example,
in [89] [127].

In the following we assume that the porous matrix is represented by the open, bounded, and
polygonal /polyhedral domain  C R?, d = 2,3 and the fracture is described by the (d — 1)-dimensional
C*> manifold (with no curvature) I' ¢ R?~! d = 2,3. Since we are assuming that I' is not immersed, it
separates {2 into the two connected disjoint subdomains 2; and 5. We decompose the boundary of 2
into two disjoint subsets 9Qp and 0Qy, i.e., 90 = 00p U NN, with 9Qp NINy = 0, and we define
0Qp,; = 00p NI, and QN ,; = 00N NOSY;, for ¢ =1,2. For the fracture domain we set 0I' = I' N 902
with 0" = 9T'p U OI'y. Finally, we denote by nr the normal unit vector on I with a fixed orientation
from €27 to Q5. Our model considers Darcy’s flow in its mixed form for the problem both in the bulk
and the fracture. More precisely, in addiction to the Darcy’s pressure, we take into account an auxiliary
vector-valued variable, called Darcy’s velocity. This quantity is of primary interest in many engineering
applications, such as oil recovery and groundwater pollution modeling. Indeed, in these cases, in order to
be effective, the simulation of the phenomenon requires very accurate approximation of the velocities of
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the involved fluids. The coupled bulk-fracture model problem in mixed form is given by:

u; = v;Vp; in Q;, (29a)
-Vow = fi in Q;, (29b)
pi=0 on 0p ;, (29¢)

u;-n; =0 on 0y ; (29d)

ur = vilrV pr inT, (29¢)

-V, -ur ={rfr —[u] inT, (29f)
pr=20 on Ol'p, (29¢)
ur-7=0 on Jl'y, (29h)
—{u} - nr =Brfp] - nr onT, (29i)
—[u] = ar({p} —pr) onT. (29j)

In the bulk, in each domain ;, i = 1,2, the motion of an incompressible fluid with pressure p; and
velocity u; is described by 7, supplemented by the boundary conditions —. Moreover,
fi € L*(Q;) represents a source term, and v; = v;(x) € R?9 is the bulk permeability tensor, which we
assume to be symmetric, positive definite, uniformly bounded from below and above and with entries that
are bounded, piecewise continuous real-valued functions. Denoting by pr and ur the fracture pressure
and velocity, respectively, on the manifold I" representing the fracture, we formulate a reduced version of
Darcy’s law in the tangential direction, cf. equations —, and assume that the fracture permeability
tensor vr, has a block-diagonal structure when written in its normal and tangential components and that
VT € R(4=1)x(d=1) j5 positive definite and uniformly bounded. Moreover, vr satisfies the same regularity
assumptions as those satisfied by the bulk permeability v. In 777, fre L), r
is the vector in the tangent plane of I' normal to OT" and V., and V.- denote the tangential gradient
and divergence operators respectively. Finally, we close the model providing the interface conditions
. where Op = 2nr = m and nr = 5—2, fr > 0 being the fracture thickness. Finally, in
r
the deﬁmtlon of ar, the clobure parameter £ > 1/2 is related to the pressure profile across the fracture
aperture. We refer to [112] for a rigorous derivation of the model.
To introduce the weak formulation, we first introduce the bulk pressure and velocity spaces:

MP=12(Q), V’={veHu(Q): [V]lr € L*T),{v}r € [L*(1)]%v - n|sq, = 0}.
Similarly, for the fracture pressure and velocity we define the spaces
M" =L*'), V' ={vr € Hyjp-(T): vr - 7|or = 0}.
We equip the spaces V? and V' with the norms
VIR = V12 (0) + 11V - vIE20) + NIVIIIZ2 ) + I{VHIZ (),
Ivelle = [IvellZam) + [1V7 - vrllZa ),

respectively. Finally, we define the global spaces for the pressure and the velocity as M = M® x MT
and W = V? x VI, respectively, equipped with the canonical norms for product spaces. We can now
formulate problem in weak form as follows: find (u,ur) € W and (p,pr) € M such that

A((“v uF)7 (V’ VF)) + B((Va VF)7 (p,pr)) =0,
_B((ua uF)’ (Q> QF)) = Fp(q7 QF)

for all (v,vr) € W and (¢,qr) € M, where the bilinear forms A(-,-) : W x W — R and
B(-,-) : W x M — R are defined as

(30)

A((ll, UF),(V,VF)) a( ) +aF(uFaVF)
B((v,vr), (g, qr)) = b(v,q) + br(vr,qr) + d(v,qr),

/Qu wovt [t = [ ) (v

(vilr) tar - vr,

respectively, with

111“, Vr

ﬂ\
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Figure 17: Example of two neighboring elements of a polygonal bulk mesh aligned with the fracture and of the induced
subdivision.

and

b(V,q) :/QV‘VCL bF(VDCIF) :/VT'VFC]D d(V7QF) = _/[[V]]QF
T r

Finally the linear operator F*(-) : M — R is defined as F?(q,qr) = [, fq+ [ ¢ frar.

We next recall the following well-posedness result: we refer to [18] for the proof. Note that the
existence and uniqueness of the problem can be proven only under the condition that the parameter
£>1/2.

Theorem 5.1. Suppose that & > 1/2, then problem admits a unique solution.

5.2 PolyDG discretization of flow in fractured porous media: a unified ap-
proach

In this section we present, in a unified setting, a family of discrete formulations for the coupled
bulk-fracture problem . In particular, the problem in the bulk and the one in the fracture can be
either discretized in their mixed or primal form. We then derive four formulations that embrace all the
possible combinations of primal-primal, mixed-primal, primal-mixed and mixed-mixed discretizations.
The primal discretizations will be based on the Symmetric Interior Penalty DG method (SIPDG) |31}
148], while the mixed approach will exploit the Local Discontinuous Galerkin method (LDG) |72, 62, |122],
including their extension to polytopic grids [61} [59, |5, 58, 60]. The derivation follows the approach of [32]
based on the introduction of the numerical fluzes, which approximate the trace of the solutions on the
boundary of each mesh element. In particular, the imposition of the coupling conditions — will
be achieved through a proper definition of the numerical fluxes on the faces belonging to the fracture.

We consider a sequence of meshes 7j, that is aligned with the fracture I' and we denote, as in Section
by Fp the set of all the faces of the mesh 7j, that we can decompose as Fj, = ]-',{ U ]-"f UT'}, where now
FI is the set of interior faces not belonging to the fracture, F is the set of faces lying on the boundary
of the domain 9 (which can be further decomposed into 72 = FP U F}¥) and T'y, is the set of fracture
faces. In particular, the induced subdivision of the fracture I';, consists of the faces of the elements of Ty,
that share part of their boundary with the fracture, so that, according to the definition of F} given in
Section 2] T'}, is made up of line segments when d = 2 and of triangles when d = 3. In the latter case,
the triangles are not necessarily shape-regular and they may present hanging nodes, due to the fact
that the sub-triangulations of each elemental interface is chosen independently from the others. For this
reason, we here extend the concept of interface introduced in Section also to the (d — 2)-dimensional
facets of elements in I'j,, defined again as intersection of boundaries of two neighbouring elements. When
d = 2, the interfaces reduce to points (see Figure , while when d = 3 they consists of line segments.
Moreover, since we aim at employing PolyDG methods also for the discretization of the problem in the
fracture, we denote by &rj the set of all the interfaces (that we will also call edges) of the elements
in I'y, and we write, accordingly to the previous notation, &r j = 515),1 U 5113,,1, with 51?,,1 = Eli?h U Eli\fh.
For the forthcoming stability and the error analysis, we assume that both the bulk and fracture meshes
are polytopic-regular, according to Assumption 2.1 and that the covering satisfies Assumption [2.2
Moreover, we suppose that the permeability tensors v and v are piecewise constant on mesh elements,
ie., v|p € [Po(E)]™ 9 for all E € Ty, and vr|p € [Po(F))4=D*E=1 for all F € T',.

First, to each element E € T, and F' € ', we associate the integers pp > 1 and pr > 1, and introduce
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the finite-dimensional spaces:

Qb ={qeL*(Q): qlg €P,,(E)VE € Ty},
Wi = {ve LX) v|g € [Py, (E)? VE € Ta},
b ={ar € L*(T) : qr|r € Py, (F) VF € T},
Wi = {vr € [L2(D)]4L: vplp € [Py (F)4LVF €Ty}

We remark that the polynomial degrees in the bulk and fracture discrete spaces are chosen independently
of each other.

We next focus on equations (29a])-(29b) in the bulk and equations (29¢]) -(29f) in the fracture. We
multiply equations (29a))-(29b)) by (sufficiently smooth) vector and scalar-valued test functions, respectively,

integrate by parts over an element F € Tj,, and sum over all elements. Analogously, we multiply equations
— by (sufficiently smooth) test functions, integrate by parts over an element F € T';, and sum
over all the elements in I';,. Employing discrete trial and test spaces, the general discrete formulation for
the problem is given by: find p, € Q%, u;, € W?La pr, € QL and ury, € W] such that

Z/Eufluh~v:fZ/EphV~v+Z/@EﬁEv~nE

EeTh E€Th E€Th

Z/Euh-Vq Z/aEqﬁE-nEwLZ/Efq,

EcThy EcTh EcThy
> /(VHF)_lur,h'Vrz— > /pr,hV-VF+ > / pr.pv-np,
Fer, /F rer, 7 F Fery, JOF
> /ur,h'VQF— > / grirp-np =Y /frfFQF-F > /(ﬁE+ -n* +1ag- -n7)qr,
Fer, VT Fery, 7 OF Fer, v F Fer, YF

F=0ETNOE~
(31)

for any ¢ € Q%, v € WZ, qr € Q) and vr € Wl}: Here, in the spirit of [32], the numerical fluzes pg and
g are approximations to the analytical solutions u and p, respectively, on the boundary of E. Analogously,
pr,r and Gr r represent approximations on the boundary of the fracture face F' of the analytical solutions
pr and ur, respectively. Note also that, in equation , the quantity Gig+ - n™ + Gip— - n~ represents
an approximation of the jump of the bulk velocity u through the fracture. We point out that, in order
to simplify the notation, we have dropped the subscript 7 from the tangent gradient and divergence
operators. Using identity , we get

[rhvluw /T oV v [ {p}Iv+ L 5] {v}, (320)

Flury, fuFpur,

/Th uy, - Vg — /f}{u}_}?ég} ~lal - F’{E?}]l]{q} = /Th fq,
/rh(y;gr)lur*h "V = ‘/Fh praV - vr + /E%Yh{ﬁr}[[vrﬂ + /&ﬁ[[ﬁr]] ~{vr}, (32b)

/rh ur - Var — gm{ﬁr} [ar] - /1 ) [arl{qr} = /Fh p frqr — . [alqr,

&

where we have introduced p = (Pg)geT;,, 0 = (Ug)geT;,, br = (Pr.r)rer, and Gr = (Or r)rer,. The
numerical fluxes p, &, pr, Gr must be interpreted as linear functionals taking values in the spaces
Hper, L2(OF), [per, L2(0E))?, Mper, L2(OF), [lper, L2(0F)]¢, respectively. We also observe for
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future use that, integrating by parts and using again identity in equations (32a) and (32b)) leads to

/u*uh-vz Vph-v+/ {ﬁ—ph}M+/ [ — pul - v},
Th Th FIuTy, FLUFPUT,

¥ Loy 10 [ il = |t
/Fh (viér) tur, - vr = /Fh, Vpr,n - vr + /Eé,h{ﬁr = pron}lvr] +/ [pr —propn] - {vr}

Er,n

/Fh ur, - Var — /gm{ﬁr} ~[ar] - /Séh[[ﬁr]]{qr} = /I‘h, r frqr — /rh [a].

By suitably choosing the numerical fluxes, we can obtain all the possible combinations of primal-primal,
mixed-primal, primal-mixed and mixed-mixed formulations for the bulk and fracture, respectively.

To obtain the primal-primal formulation, based on the symmetric interior penalty Discontinuous
Galerkin (SIPDG) method, we choose the numerical fluxes p = p(pp,), @ = Q(pn,pr.n), Pr = pr(pr.n), and
ar = ur(pr,) as follows

{pn} onFj {vVpr} —or[pn] on Fj

. 0 on FpP R vVpy — opprnp on F’
Ph on F;, 0 on F;,

pn onl —lar({pn} —prn)% + Brlpn]] only
{prn} oné&l, {vFlrVpr )y — oclprn] onéf,
pr=+0 on Sf?’h Ur =  v[lrVprp — 0eprpne  On 5£h
prn oné&Ry, 0 on &L,

Here, we have introduced the discontinuity penalization parameters o and opr € L™ (515 n U 515? n). In
particular, they are non-negative bounded functions and their precise definitions will be given in Defi-
nition below. Moreover, we have used the notation op = o|p, for F € ]-',{ U ]-',? and o, = orp|. for
e €&, UER,. Note also that, with this choice, the numerical flux p is double valued on I';, and single
valued on ]—";i U .7-",? . By using the above definitions, and after eliminating the velocities u; and ur j in
an elementwise manner as in [32], based on the fact that VQ, C Wy, VQ}, C Wi and employing the
lifting operators

25 (LN FLUFP) W, / LE) v = — / v}-€ Vv e W,
Th ]:;{U]:}?

28 L U o WE [ e == [ (v)e e W
n 51{,hU5FD,h

we obtain the following discrete formulation: find (py,pj,) € QZ;L x Q}, such that

AR” ((pnsph)s (@,ar)) = L5 (q.ar) V(g ar) € Q) x Qp, (34)

where the superscript PP stands for primal-primal and L;F Ql,’l X Qg — R is defined as
Ly (q,qr) = L§ (@) + LE(gr) and AF7 = (Q) x Q) x (Q} x Q) — R is given by

APP ((proph), (4, ar)) = Af (ph, @) + AL (Prn. ar) + C((Pr.pron), (4, ar)),
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with

AE (s ) = /T VVpn - Vg + / v 25 (Ion]) - Va

h

n /T v (W) i+ [ el Il (35)
Ap(prsae) = [ Vi Var+ [ Vi (o) - Vor
+ [ vRe g o) e+ [ (e, Tl Tl (@
Cl(onpra). (a.0) = | bl Ll + / ar({pnd = pea)({a) = o) (37)
and | |
Ly (q) = Thfq, ,cf’(qr)/rh {r frar. (38)

We next address the choice of the numerical fluxes that leads to a mixed-primal formulation. Here,
the mixed formulation will be based on the use of the LDG method |72} |62, [121} [122]|. To this end, we
define the numerical fluxes p = p(py) and @ = G(uy, py, prn) for the bulk as

{pn} +b-[pn] onFi, {un} = bus] — orpn] on Ff,
0 FP - FP
ﬁ = on }JLV7 ﬁ = h OFPRIF o ?V’ (39)
Dh onF;', 0 onF;',
Ph onI'y, —lar({pn} —prn) 5 + Bripr]] only,

whereas for the numerical fluxes in the fracture we adopt the same definition as in . Here,
b € [L>(F})] is a (possibly null) facewise constant vector-valued function such that ||b|[,. 71 S L
With this definition of the numerical fluxes, we obtain the following discrete mixed problem: find
((pn,un),ph) € Q% x W x Q) such that

My(up, v) + By(pr,v) =0 VVEW?L,
—By(q,un) + Sp(pn, q) + Ci(pn, ¢, pr,n) = Ly (q) Vg € Q). (40)
AL (pron, ar) + Co(pn, pron.ar) = Lr(qr) VYar € Q.

where

My (up,v) =/ v 'uy, v,
Th

Bonv) == [ Vo-v+ [ nl- (v} =bD+ [ pivonr,

h

Su(Ph» q) =/f1 - orlpn] - [4],

hUh

Cuonavres) = [ Bl Tl + /F ar({pr} - prs){a),

h

Co(ph,pr.h, qr) = / ar(pr,, —{pn})ar,

'y

and Af(-,-) and L{(-) are defined as in and (38), respectively. Also note that we have
C((pspron)s (¢, ar)) = C1(prs ¢, pr.n) + C2(Phs prons ar)- For the purpose of the analysis, the bulk velocity
uy, can be eliminated elementwise by introducing the lifting operator, Z7% : [LY(Fl U FP)* — W,
defined by

2o v == [ (-bbD - [ ey vvew (a1)

Th
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to obtain the following discrete formulation: find (pp,p},) € QI;L x Q}, such that
AN ((onsph)s (4, ar)) = L3 (g.ar)  Y(g,ar) € Q) x Q) (42)
where the superscript M P stands for mized-primal and AM* : (Q% x QL) x (Q% x QL) — R is defined as
A ((pry o)y (g:.ar)) = AV (pr, @) + AL (prop, ar) + C((Ph, pros), (4, ar))-
Here, £}/ : Qz X Ql}: — R is given by
Ly qr) = L57(q) + Lr(ar),
with

A ) = [ Ton+ B ) - (Va+ 22 + [ aeln] [

n YT

4 / bl Lol + / or((m} o)) (43)

Ly'(q)= | fa
Th
We next address the choice of the numerical fluxes that lead to a primal-mixed formulation, i.e. we

approximate the problem in the bulk using the SIPDG method, and the problem in the fracture in mixed

form, employing the LDG method. In the bulk we define the numerical fluxes p and @ as in , whereas

in the fracture we define the numerical fluxes pr = pr(pr,;) and Gr = ar(ur , pr,s) as follows

{prn} +br-[pra] oné&l,, {urn} —brlurs] —oclprn] oné&f,,
pr=40 onéL,, up = q ur, — 0e(pr,pNe — grne) on&fy,,  (44)
Dr,h oné‘f\{h, 0 onggh.

Here, bp € [L>(&},)]""! is a vector-valued function that is constant on each edge and it is cho-
sen such that |[br||l e < 1. This choice leads to the following primal-mixed problem: find

(prs (P} ur,n)) € QY x Q}; x W}, such that
A (Prsq) +Ci((pry @) prn) = L4 (q) Vg€ QY
Mr(ur n,vr) + Br(pr,n, vre) =0 Yvr € Wi, (45)
—Br(qr,ur ;) + Sr(pra, qr) + C2(pn, (prop, ar)) = LE(qr)  Var € Q.

where

Mpr(ar p, vr) =/ (vilr) tury, - vr,

Ty

Br(pr,n, vr) = —/

Ty

Sy(pron, qr) = / oelpr,n] - [ar],

Er.n

vr - Vprn +/ lpr.s] - ({vr} —brlvr]) +/ DPr,RVT * D,
Efr P

h,T

and A} (pn,q) and L] (q) are defined as in and , respectively. The variable ur j; can be eliminated
element-wise based on employing the the lifting operator, £+°< : [L' (€L U EP N — Wl;:, defined by

L7 (€r) - vr = _/1

Th gl“,h,

(v} =brlvil) &= [ €ove vvreWh @9

to obtain the following primal formulation: find (ps,p}) € Q% x QL such that

AP ((pmspi)s (g:qr)) = L7 (g.qr)  V(g,qr) € Q) X Q) (47)

where the superscript PM stands for primal-mized and A5 : (Q% x QF) x (Q% x QL) — R is defined as

AEM ((phvpg)? (q7 qF)) = All:(ph, q) + Ai—\‘l(pl—‘,fm QF) + C((phapr‘,h)7 (Qa (JP))
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Method Primal bilinear form Reference equations

Primal-Primal (PP) Al (p,q) + AF (pr,ar) + C((p, @), (pr, qr)) (3. (),
Mixed-Primal (MP)  Ap'(p, q) + Af (pr, ar) + C((p, 9), (pr, ar)) @3), B8, BT
Primal-Mixed (PM) AP (p,q) + AM (pr,ar) + C((p, q), (pr. ar)) 35, @), B9
Mixed-Mixed (MM)  AM(p,q) + A¥ (pr, qr) + C((p, 9), (pr, ar)) @3), @), @37

Table 4: Primal forms for the DG discretizations of the bulk-fracture problems.

Here, L7 : Q’,’l X Ql,: — R is given by
L3 (g, qr) = Ly (q) + LT (ar),
with

A (proms ar) = / VRl (Vpr s + L ([pra]) - (Var + L2 ([ar])

+ /g . oelpr.n] - [ar], (48)

I
TR YEr

L (qr) = Ir frar.

Tn

Finally, if we approximate both the problem in the bulk and in the fracture with the LDG method
by choosing the bulk numerical fluxes p = p(ps) and @ = Q(up,ps,prs) as in and the fracture
numerical fluxes pr = pr(pr,n) and Gr = Gr(ur p,prs) as in , we obtain the following mixed-mixed
formulation: find (pp,prn) € Q% x QY and (up,ur) € WZ X Wz such that

/\/lb(uh,v) + Bb(ph, ) Fb(V) Vv € W};w
—By(g,up) + Sp(pn-a) + Ci(pn. ¢, pr.) = Gola) Vg € Q3 (49)
Mr(ur p, vr) + Br(pros, vr) = Fr(vr) Vvp € W,
—Br(qr,ur) + Sr(pr,s, ar) + C2(pr; (pron, ar)) = Grlar) Var € Q).

Again, based on employing the definition of the lifting operators and , the bulk and fracture
velocities can be eliminated, to yield the following equivalent formulation: find (pp,pr ) € Q’;L X Q}: such
that

AN ((pnopi), (¢5ar)) = L5 (q,qr)  Y(g,qr) € @}, x Q}, (50)
where the superscript MM stands for mizved-mizved and A : (Q% x QF) x (Q% x QF) — R is defined as

AMM ((phvph)? (q7 qF)) = Ab (ph7 q) + AF (pr,hv QF) + C((phapr‘,h)7 (qa qF))a
and £} : Q% x QF — R is given by
L™ (g qr) = L3 () + Lt (ar).

In Table [ we summarize the bilinear forms for all four formulations.

5.3 Well-posedness and error estimates

In this section, we recall the main results that ensure that the primal-primal (PP) , mixed-primal
(MP) (42)), primal-mixed (PM) and mixed-mixed (MM)(50) formulations are well-posed. We recall
that, for the analysis, we assume the permeability tensors v and v} to be piecewise constant and that we
employ the following notation vg = |\/v|g|3 and v}, = |\/VF|F|3, where | - |5 denotes the ls-norm. First,
we give an appropriate definition of the discontinuity penalization parameters, so that we can work in a
polytopic framework. Taking as a reference [61} |59, |5, 58, [60], we give the following two definitions for
the bulk and fracture penalty functions.
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Definition 5.1. The penalization parameter o : Fp, \ ', — RT for the bulk problem is defined facewise

as
maxpe(pi ) Z2E if x C F e Fl, F=0E* n0E-,
o(x) = 00 (51)
vty if x C FeFP, F=0EnoQ,

with o9 > 0 independent of pg, |E|, and |F|. Analogously, the penalization parameter or : &, — R
for the fracture problem is defined edgewise as

maXpe(p+ -} FpF ifxCe€81£7h,é=3F+08F’_,
or(x) =oor (52)
—r 2 _ —
e ifx Ceeé&f),, e=0FNar,
with oo r > 0 independent of pr, |F|, and |e|.
Writing Q¥ = {¢ = (q1,42) € H'(Q1) x H'(Q)} N H*(T,) and Q" = H'(T') n H%(T'},), we introduce
the spaces Q°(h) = Q% + Q" and Q' (h) = QL + Q' endowed with the energy norm

Il

11(a, ar)lI1* = 1lall5 pe + llar||?, pe + (g, ar)lIE. (53)

where

1/2

lall3,pe = 11" Vall5 7, + o) [[q]]Hg,]-‘}{U.F,?’

HQFHF,DG = H(Vrgr)lﬂVQFHo,Fh + Hoém[[QF]]Hg,Eé,hugrf{h?
1/2 1/2
(g, q0) |12 = 1821l 3., + Il *({g}

We remark that all the bilinear forms A3*(-, ), #x € {PP, MP, MM, PM?}, defined in Section [5.2)are also
well-defined on the extended space Q°(h) x Q' (h). We now recall the following result, and refer to 18]
for the proof.

Lemma 5.2. The following bounds hold

A (g:9) Z Vg € Q3
Af(pq) S Vp,q € Q(h),
At (qr,qr) 2 llar|I?.pe VYar € Q.
Ar(pF,QF) S Vpr,qr € Q" (h),
Ay (a,0) 2 Vg € Qp,

A (pa) S Vp,q € Q"(h),
At (grsar) 2 llarll? pe Var € Q)
A (prar) < Vpr, qr € Q" (h).

The first and third estimates hold provided that oy and oo are chosen sufficiently large.

Employing Lemma [5.2] we can easily prove the well-posedness of all of our discrete problems, as stated
in the following proposition.

Proposition 5.3. Let the penalization parameters o for the problem in the bulk and in the fracture be
defined as in and , respectively, and suppose that for the primal formulations oy and oo are
chosen sufficiently large. Then, all the formulations , , and are well-posed.

Next we prove error bounds in the discrete energy norm . To this end, for each subdomain €;,
i = 1,2, we denote by & the classical continuous extension operator (cf. [130]) & : H*(£;) — H*(R9),
for s € Ny. Similarly, we denote by &t the continuous extension operator & : H*(I') — H*(R%™1), for
s € Ng. We then make the following regularity assumptions for the analytical solution (p, pr) of problem

(30)-

Assumption 5.4. Let Ty = {Tg} and Fu = {Tr} denote the associated coverings of Q and I, respec-
tively, cf. Definition . We assume that the analytical solution (p,pr) is such that:
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Al. For every E € Ty, if E C Q;, we have &p;i|r, € H®(Tg), where rg > 1+ d/2 and Ty € Ty, with
E CTg;

A2. For every F € Ty, we have &rpr|r, € H'F (Tr), where rp > 14 (d —1)/2 and Ty € Fyg, with
FCTp.

Assumption 5.5. We assume that the normal components of the exact flures vVp and rvVpr are
continuous across mesh interfaces, that is [vVp] =0 on FL and [(rviVpr] =0 on 81{h,

From Proposition and Strang’s second lemma, the following abstract error bound follows directly.
Lemma 5.6. Let the hypotheses of Proposition[5.3 be satisfied. Then, for all the discrete formulations
presented in Section the following abstract error bound holds

. Ry* b,pr),(w,wr
o) — Groeall S it o) — @anlll+  sup i (popr), (0. wr))]
(o) < e or )l

)

where the residual R}* is defined as

RZ*((pva)v (wa wF)) = AZ*((papF)a (U), wF)) - ‘CZ* (’LU, wr),
with #x € {PP, MP, MM, PM}.

We now recall the following result that provides a bound on the residuals stemming from formulations
B9, E2), E7) and GO

Lemma 5.7. [18, Lemma 5.6, Lemma 5.7] Let (p, pr) be the analytical solution of problem satisfying
the reqularity Assumptions and . Then, for every w € Q°(h) and wr € Q' (h), we have that

2(35—1)
RE 0, w) S Y " 1Dl (1 [ 73] - 0
EeT, PE
P 2 hZ(SFil) 2 2 2
RE (e, wn)2 S o160 e 1y | (#560)?] - Ilwr IR pe
Fer, Pr
M 2 hQ(SE_l) 2 2
RY (0, 0)2 S " "B 16Dl (1 | P30
EeT, PE
M 2 hZ(SFil) 2 2 2
RY (e, wr)? S 3 e Iprl s () [P 00)?] - Ilor I
Fer, Pr

|§,DG’)

|Z%,DG7

The above bounds, together with the observation that, for all the cases, the residual can always be
split into two contributions: one involving the approximation of the problem in the bulk and one involving
the approximation of the problem in the fracture, i.e.,

Ry ((p,pr), (w, wr)) = Ry (p, w) + Ry (pr, wr), (54)
are the key ingredients required to derive main result of this section.

Theorem 5.8. Let Tx = {Tr} and Fyu = {Tr} denote the associated coverings of Q and T', respectively,
consisting of shape-reqular simplices as in Deﬁnition satisfying Assumption . Let (p,pr) be the
solution of problem and (pn,pr.n) € QZ X Ql}: be its approximation obtained with the method PP, MP,
MM or PM, with the penalization parameters given by and and og and oo sufficiently large
for the primal formulations. Moreover, suppose that the analytical solution (p,pr) satisfies the regularity
Assumptions[5.4) and[5.5, Then, the following error bound holds

2(sp—1 2(sp—1
_ 2 < hE(E )G* — & 2 hF(F )G* —T & 2
11, p0) = (s pra)ll S Y0 ey GE@eIEDI s (1) + D —3irmy Cr@MEDrl s (1),
EcT, PE Fery, Pr

where &p is to be interpreted as &1p1 when E C Q4 or as &py when E C Q. Here, sp = min(pg +1,7g),
sp =min(pr + 1,77), and the constants satisfy

GL(PE) SvE GL(PE) S VF, Gy (Pp) Sop G (P5) S Vilr.
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Proof. From Lemma we deduce that the error satisfies the following abstract bound

R , , (w, w
e = ropes)ll S it ) - @l + s R (. pr), (w, wr))]
(o) o S R TR I

I II
For the term I, exploiting the approximation results stated in Lemma we obtain

2(sp—1) 2(3F 1)
I's Z VEm|\5p|\HrE(TE)+ Z Vilr— 2(rr 1)|‘£pr‘|HTF(Tp) (55)
EeT, PE Fery, Pp

The statement of the theorem follows from , together with the bound on Term I deriving from what

observed in and Lemma O

If the hypotheses of Theorem hold, we can also derive error estimates for the velocities u and ur
for the mixed-primal, primal-mixed, and mixed-mixed formulations. More precisely, if (u,ur) € W and
(p,pr) € M is the solution of problem , then, if ((ph, Uh),pr"h) € Qb x WZ x Q' is the approximation
obtained with the mixed-primal method (40]), we have that

2 h?s(SEil) M 2 %SF?D P 2
||ufuh||077h S E 2(rp—1) Gy ngHH’"E(TE) + E 20rp—1) GFHgI‘pFHHTF(Tp)'
EcT, PE Fery, Pr

Analogously, if (ph, (pr,n, ur, h)) € QZ X Qg X W}: is the approximation computed with the primal-mixed
method , we deduce that

h2(SE 1) h2(sF_1)

|lur —ur, h||0rh ~ Z 20m-1) G HéapHH”E (Tz) T Z TDG%‘/I||‘§FPFH?‘I“"F(TF)'
EeT, PE Fery,

Finally, if ((ph,uh), (pp,h,up’h)) € Qb x W;’l X Q) x W) is the approximation obtained with the
mixed-mixed method , then the following bound holds

h2(sE 1) hQ("'F 1)
M
[lu— w5 7, 5y CENEDIire ) + D Sy CF N160pr e (-
EeT, PE FeT, Pr

Here, the constants G, GE, GE and G¥ are defined as in Theorem We refer to [18] for further
details.

5.4 Numerical results

In this section we present three sets of two-dimensional numerical experiments employing the paradig-
matic primal-primal and mized-primal settings. With the first set of experiments we aim to validate
the theoretical convergence results of Section by considering a test case with known analytical
solution. With the second and third sets of experiments, we assess the capability of the method of
handling more complicated geometries, namely networks of partially immersed fractures and networks of
intersecting fractures. All the numerical tests have been implemented in MATLAB® and the polygonal
meshes conforming to the fractures have been obtained by suitably modifying the code PolyMesher [136].

5.4.1 Example 1: Problem with a known analytical solution

We consider the domain = (0,1)? and the fracture I' = {(z,y) € Q: z = 0.5}. Following |66, 16],
we select the analytical solution in the bulk and the fracture as follows

_ {sin(4a:) cos(my) if z < 0.5, pr = E[cos(2) + sin(2)] cos(ry),

cos(4x) cos(my) if x > 0.5,
so that they satisfy the coupling conditions (291))-(29j]) with v = I, provided that fr = 2, that is v} /¢r = 4.

In particular, here we choose the tangential and normal components of the permeability tensor in the
fracture as v]. = 102 and v =4- 1072, respectively, and the fracture thickness ¢r = 10~2. Moreover, in
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Figure 19: Example 1: Computed errors as a function of 1/h (loglog scale) and expected convergence rates for uniform
bulk polynomial degrees pg = 1,2,3,4 for all E € T} and fixed uniform fracture polynomial degree pp = 2 for all F € T'},.
Case (PP) on the left and (MP) on the right.

the experiments we set & = %. We impose Dirichlet boundary conditions on the whole 92 and also on OT'.
Finally the source terms are chosen accordingly as

sin(4x) cos(my)(16 + 72) if x < 0.5, i . o 4

B {cos(4x) cos(my) (16 + 72) if z > 0.5, Jo = cos(my)[cos(2) +sin(2)}(Evn™ + 1% )
In Figure [I8] we show three levels of refinement of the polygonal mesh conforming to the fracture
employed in the computations. In order to test the h-convergence properties of our methods, thus
validating the error estimate for the energy norm stated in Theorem [5.8] we compute the quantity
llp — prlli 7, + llpr — prosllir,- The plots in Figure [19|show the computed errors as a function of the
inverse of the mesh size h (loglog scale), together with the expected convergence rates. In particular,
Figure shows the results obtained with the primal-primal approximation, while Figure shows
the analogous results for the mixed-primal method. Each plot consists of four lines: every line shows
the behaviour of the energy norm of the error for a different polynomial degree in the bulk (we consider
uniform polynomial degrees pp = 1,2, 3,4 for all E' € 7). For the fracture problem we always choose a
uniform quadratic polynomial degree, i.e., kp = 2 for all F' € T';,. For both the (PP) and (MP) method
the theoretical convergence rates are clearly obtained, coinciding with min(pg, pr). In particular, the
convergence rate is equal to 1 in the linear case, i.e., when pg = 1 for all E € T, and it is equal to 2 in
all the other cases, since the approximation of the fracture problem is always quadratic. Note also that
the (PP) and (MP) methods achieve the same level of accuracy.

5.4.2 Example 2: Immersed fractures

We now investigate the capability of our discretization methods to deal with immersed fractures. To
this end, we take as a reference , where the mathematical model [112] is extended to fully immersed
fractures. In particular, we supplement equations with a condition prescribing the behaviour of the
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Figure 20: Example 2: Immersed fractures: configurations and boundary condition for the test cases A and B.

fluid at the fracture tips immersed in the porous medium. As in [4], we impose that vV, pp -7 =0 on
T\ 09, i.e., that the mass transfer across the immersed tips can be neglected.

We employ again the paradigmatic primal-primal and mixed-primal approximation schemes to re-
produce some numerical experiments already proposed in [4]. We consider the computational domain
Q = (0,1)? cut by four partially immersed fractures, namely I'y = {(z,y) € (0,1)? : > 0.3,y = 0.2},
Iy = {(z,y) € (0,1)2 : < 0.7,y = 04}, I3 = {(x,y) € (0,1)> : = > 03,y = 0.6},
Iy ={(z,y) € (0,1)? : 2 <0.7,y = 0.8}. The fractures I'y and I'y are impermeable (v} = vt = 1072),
while I'; and '3 are partially permeable (v = 1072, v% € {100,1} ). With the aim of investigating the
dependence of the flow on the physical properties of the fractures, we consider two different configurations
(A and B), by varying the value of the permeability v on the partially permeable fractures I'; and I's
and the boundary conditions as illustrated in Figure At the extremities of the fractures that are
non-immersed, i.e., 9T’ N Of), we impose boundary conditions that are consistent with those imposed on
02 at that point. In both cases we consider an isotropic bulk permeability tensor, i.e., v = I and we
assume that all the fractures have aperture ¢ = 0.01. Moreover, we take the forcing terms f = fr =0,
so that the flow is only generated by the boundary conditions. Finally, we choose the parameter £ = 0.55.

Our results have been obtained with Cartesian grids aligned with the fractures, consisting of 26243
elements; this is approximately the same as in [4]. We remark that each immersed fracture tips coincides
with a mesh vertex (in the case when the fracture ends at an edge of an element, the tip is considered as
an additional vertex for the quadrilateral, which then becomes a pentagon). For both the (PP) and (MP)
approximations we choose uniform linear polynomial degrees for both the bulk and fracture problems. In
Figure [21| we show the results obtained with the (PP) and (MP) methods for configuration A; in Figure
we show analogous results for the configuration B. In particular, in both figures, we report the pressure
field in the bulk with the streamlines of the velocity (left), the value of the bulk pressure along the line
x = 0.65 (middle) and the pressure field inside the four fractures (right). The top line of each figure
encloses the results obtained with the (PP) approximation, while the bottom line presents those obtained
with the (MP) method. For both the (PP) and (MP) schemes, our results are in perfect agreement
with those obtained in [4], thus showing that our approximation schemes can be easily extended to the
treatment of more complex situations. Moreover, for this example, we observe that the (PP) and (MP)
methods deliver the same level of accuracy.

5.4.3 Example 3: Network of intersecting fractures

We conclude with a test case, already presented in [16], that aims at investigating the capability
of our method for dealing with a network of intersecting fractures, which is also totally immersed in
the bulk domain. In order to proceed, we need to complement our mathematical model with some
conditions at the intersection points, prescribing the behaviour of the fluid. In particular, we impose
pressure continuity and flux conservation, as in |90} 42, 49]. At the immersed tips we impose the no flux
condition ¥ V.pr - 7 = 0 as above. We also mention that this numerical experiment was first presented
in [20] employing the mimetic finite difference method. Here, we employ a suitable modification of the
primal-primal scheme, which is able to handle intersecting fractures by virtue of an appropriate definition
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Figure 21: Example 2: Immersed fractures; configuration A, primal-primal approximation (top) and mixed-primal
approximation (bottom).
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Figure 22: Example 2: Immersed fractures; configuration B, primal-primal approximation (top) and mixed-primal
approximation (bottom).
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Figure 23: Example 3: Network of intersecting fractures: computational domain (left) and zoomed detail of the polygonal
mesh employed for the computations (right). Taken from [16].

of jump and average operators at the intersection points. We refer to [17] for a detailed analysis of this
scheme.

In the numerical simulations, we consider the bulk domain Q = (0,1)? and the network made of 10
intersecting fractures that is shown in Figure 23(a)

We impose homogeneous Dirichlet boundary conditions on the whole 92 and define the source terms
in the bulk and in the fracture as

: 2 2

Fag) = {10 i (@ 0.1)2 +(y 0.1)2 <004
—10 if (x —0.9)* + (y — 0.9)* < 0.04,
respectively. We note that the source term in the bulk is defined so that a source is present in the lower
left corner of the domain and a sink in its top right corner. We assume that the porous medium in
the bulk is isotropic and homogeneous, i.e., v = Id. With the aim of testing the behaviour of the bulk
pressure depending on the permeability properties of the fracture network, we consider three different
configurations:

1. No fractures are present in the porous medium;

2. Permeable network: all the fractures have high permeability properties with vT = v = 1000 and
constant thickness fr = 0.01;

3. Impermeable network: all the fractures have blocking properties with v = v = 0.001 and
constant thickness ¢/ = 0.01.

In Figure we show a detail of the polygonal mesh conforming to the fracture network that we
employed for the simulations. The discrete pressures for the problem in the bulk, obtained with the
primal-primal approximation, in the three cases outlined above, are presented in Figure In particular,
one may observe that, when the network is permeable, the bulk pressure is only marginally affected by
the presence of the fractures, so that it reaches maximum and minimum values that are only slightly
lower than those of the non-fractured case (see the comparison between Figure and Figure .
In contrast, in the impermeable case, jumps of the bulk pressure across the fractures are clearly observed,
cf., Figure Finally, we note that our results are in good agreement with those obtained in [90].

6 Conclusions
In this work we have provided a comprehensive review of the current development of PolyDG methods
for geophysical applications, addressing as paradigmatic applications the numerical modeling of seismic

wave propagation and fracture reservoir simulations. After having recalled the theoretical background
of the analysis of PolyDG methods (cf. Section 7 in Section |3| we discussed the issue of efficiently
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Figure 24: Example 3: Network of intersecting fractures: discrete pressure in the bulk for the three test cases, no fractures
(left), permeable network v = vt = 1000 (middle), impermeable network vf: = vf* = 0.001 (right). Taken from [16].

implementing DG methods on polytopic meshes, addressing in detail the issue of numerical quadrature
and recalling the main results contained in @, where a new quadrature free algorithm for the numerical
evaluation of the integrals required to assemble the mass and stiffness matrices has been proposed. More
precisely, a cubature method, which does not require the definition of a set of nodes and weights on the
domain of integration, and allows for the exact integration of polynomial functions based on evaluating
the integrand only at the vertices of the polytopic integration domain, is presented and tested in both
two- and three-dimensions. This approach shows a remarkable gain in terms of CPU time with respect
to classical quadrature rules, while maintaining the same degree of accuracy. In Section [4 we presented
PolyDG methods for the approximate solution of the elastodynamics equations on computational meshes
consisting of polytopic elements. We analysed the well-posedness of the numerical formulation and
proved hp-version a priori error estimates for the semi-discrete scheme. The fully discrete method is
then obtained based on employing the leap-frog scheme for the time discretization. To test the numerical
performance and fully exploit the flexibility in the process of mesh design offered by polytopic elements
numerical experiments have been presented. Section [5| focused on the problem of modeling the flow
in a fractured porous medium. For ease of presentation and analysis we have assumed the medium to
be cut by a single non-immersed fracture and have reviewed the unified development and analysis of
PolyDG methods for this class of problems. These error bounds have been validated through numerical
tests. Moreover, we have demonstrated that our approach can be extended to handle networks of
partially immersed fractures and networks of intersecting fractures, cf. . To conclude we mention
that the current developments of PolyDG methods, not discussed here for the sake of brevity, include
the exploitation of agglomeration-based algorithms to design multilevel and multigrid methods for the
efficient iterative solution of the (linear) system of equations stemming from the PolyDG discretization.
Indeed, multigrid/multilevel solvers require the definition of a succession of coarse grids, based on the
original ‘fine’ grid. The process of defining the coarser grids involves what is called agglomeration, i.e.,
the combination of several nodes or control volumes or coefficients from the original grid. In this context,
the flexibility offered by polytopic grids can be fully exploited. Some pioneering works on the analysis of
agglomeration-based multigrid/multilevel solvers and preconditioners can be found in ; cf. also
the classical approach based on a sequence of simplicial/quadrilateral meshes .
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