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#### Abstract

This paper is devoted to the development and convergence analysis of greedy reconstruction algorithms based on the strategy presented in [Y. Maday and J. Salomon, Joint Proceedings of the 48th IEEE Conference on Decision and Control and the 28th Chinese Control Conference, 2009, pp. 375-379]. These procedures allow the design of a sequence of control functions that ease the identification of unknown operators in nonlinear dynamical systems. The original strategy of greedy reconstruction algorithms is based on an offline/online decomposition of the reconstruction process and on an ansatz for the unknown operator obtained by an a priori chosen set of linearly independent matrices. In the previous work [S. Buchwald, G. Ciaramella and J. Salomon, SIAM J. Control Optim., 59(6), pp. 4511-4537], convergence results were obtained in the case of linear identification problems. We tackle here the more general case of nonlinear systems. More precisely, we show that the controls obtained with the greedy algorithm on the corresponding linearized system lead to the local convergence of the classical Gauss-Newton method applied to the online nonlinear identification problem. We then extend this result to the controls obtained on nonlinear systems where a local convergence result is also obtained. The main convergence results are obtained for the reconstruction of drift operators in linear and bilinear dynamical systems.
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1. Introduction. This paper is concerned with the development and the analysis of a new class of numerical methods for the reconstruction of nonlinear operators in controlled differential systems. The identification of unknown operators and parameters characterizing dynamical systems is a typical problem in several fields of applied science. In general, this is understood as an inverse problem, where the goal is to best fit simulated and experimental data. However, when a system is affected by input forces that can be controlled by an external user, the data used in the fitting process can be manipulated. If the input forces are not properly chosen, the fitting process can result in a very poor quality of the reconstructed parameters or operators. Thus, it is natural to look for a set of such input forces that allows one to generate good data allowing the best possible reconstruction. This is a typical case in the field Hamiltonian identification in quantum mechanics [5, 9, 17-21, 29, 33, 34, 36-39], or in engineering in the context of state space realization $[16,22,25,32]$ and optimal design of experiments $[1,4,7]$.

In this paper, we focus on the analysis and development of a class of greedytype reconstruction algorithms (GR) that were introduced in [30] for Hamiltonian identification problems, further developed and analyzed in [11], and later adapted to the identification of probability distributions for parameters in the context of quantum systems in [13]. This approach decomposes the identification process into offline phase, where the control functions are computed by a GR algorithm, and online phase, where the controls are used to generate experimental data to be used in an inverse problem for the final reconstruct of the unknown operator. In [11], a first detailed convergence analysis of this strategy was provided for the identification of the control matrix in a linear input/output system. Based on this analysis, the authors developed a new

[^0]more efficient and robust numerical variant of the standard greedy reconstruction algorithm. It was then shown in [13] that this strategy is also able to reconstruct the probability distribution of control inhomogeneities for a spin ensemble in Nuclear Magnetic Resonance; see, e.g., [10, 23, 28].

The goal of this paper is to further develop the work [11] by considering nonlinear systems, and to relate the greedy-reconstruction procedure to the Gauss-Newton method (GN), which is one of the most famous methods for solving inverse problems [26]. In particular, we assume that the inverse problem in the online phase is solved by GN, and study the effect of the control functions generated by GR algorithms on the convergence of GN. This is achieved in two steps, which represent the main novelties of this manuscript.

First, we introduce a new greedy-type reconstruction approach. In particular, rather than applying GR directly to the nonlinear identification problem, we use it on its linearization. This corresponds to using GR for designing control functions that make the GN matrix, namely the Jacobian of the nonlinear residual, full rank in a neighborhood of the solution, which is a sufficient condition for local convergence of GN. We refer to this strategy as linearized greedy reconstruction algorithm (LGR), and provide a corresponding detailed analysis for two classes of problems: the reconstruction of the drift matrix in linear input/output systems and the reconstruction of an Hamiltonian matrix in skew-symmetric bilinear systems. Both cases represent nonlinear problems, since the unknown operators act on the states of the systems. Notice that the analysis that we are going to presented for the drift matrix is also valid in the case of the reconstruction of the control matrix in a linear input/output systems, as considered in [11, Section 5]. Thus, this part of the present work is a substantial extension of the results of [11].

The second novelty of this work is to provide a first analysis of the original GR algorithm applied to nonlinear systems. This is achieved by relating the behavior of GR (applied to the original nonlinear problem) and LGR: under appropriate controllability and observability assumptions, we show that the controls generated by GR are suitable also for LGR and thus make the GN Jacobian matrix full rank.

The two GR and LGR approaches are compared by direct numerical experiments. These show that GR and LGR are comparable when working locally near the solution. However, the GR applied directly to the original nonlinear system is superior when only poor information about the solution is available.

The paper is organized as follows. In Section 2, the notation used throughout this work is fixed. Section 3 describes how GN can be used to solve general reconstruction problems. In order to guarantee convergence of GN, the LGR algorithm is introduced in Section 4. In sections 5 and 6, we present analyses of LGR for the reconstruction of linear drift matrices in linear systems and an Hamiltonian matrix in bilinear systems, respectively. Section 7 focuses on GR for nonlinear problems, and a corresponding analysis is provided in section 7.1. Within section 7.2 , we recall and extend an optimized greedy reconstruction (OGR) algorithm introduced in [11]. The LGR, GR and OGR algorithms are then tested numerically in section 8. Finally, our conclusions are drawn in Section 9.
2. Notation. Consider a positive natural number $N$. We denote by $\langle\mathbf{v}, \mathbf{w}\rangle:=$ $\mathbf{v}^{\top} \mathbf{w}$, for any $\mathbf{v}, \mathbf{w} \in \mathbb{R}^{N}$, the usual real scalar product on $\mathbb{R}^{N}$, and by $\|\cdot\|_{2}$ the corresponding norm. For any $A \in \mathbb{R}^{N \times N},[A]_{j, k}$ is the $j, k$ (with $j, k \leq N$ ) entry of $A$, and the notation $A_{[1: k, 1: j]}$ indicates the upper left submatrix of $A$ of size $k \times j$, namely, $\left[A_{[1: k, 1: j]}\right]_{\ell, m}:=[A]_{\ell, m}$ for $\ell=1, \ldots, k$ and $m=1, \ldots, j$. Similarly, $A_{[1: k, j]}$
denotes the column vector in $\mathbb{R}^{k}$ corresponding to the first $k$ elements of the column $j$ of $A$. Additionally, $\operatorname{im}(A)$ is the image of $A$, and $\operatorname{ker}(A)$ its kernel. We indicate by $\mathfrak{s o}(N)$ the space of skew-symmetric matrices in $\mathbb{R}^{N \times N}$. Moreover, when talking about symmetric matrices, PD and PSD stand for positive definite and semidefinite, respectively. By $(A, B, C)$ we denote the input/output dynamical system

$$
\begin{equation*}
\boldsymbol{x}(t)=C \boldsymbol{y}(t), \quad \dot{\boldsymbol{y}}(t)=A \boldsymbol{y}(t)+B \boldsymbol{\epsilon}(t), \quad \boldsymbol{y}(0)=\boldsymbol{y}^{0} \tag{2.1}
\end{equation*}
$$

For an interval $X \subset \mathbb{R}$, the notation $\phi: X \rightrightarrows \mathbb{R}^{N}$ indicates that $\phi$ is a set-valued correspondence, i.e. $\phi(x) \subset \mathbb{R}^{N}$ is a set for $x \in X$. Finally, we denote by $\mathcal{B}_{r}^{N}(x) \subset \mathbb{R}^{N}$ the $N$-dimensional ball with radius $r>0$ and center $x \in \mathbb{R}^{N}$.
3. Gauss-Newton method (GN) for reconstruction problems. Consider a state $\boldsymbol{y}(t) \in \mathbb{R}^{N}, N \in \mathbb{N}$, whose time evolution is governed by the system of ordinary differential equations (ODE)

$$
\begin{equation*}
\dot{\boldsymbol{y}}(t)=f\left(A_{\star}, \boldsymbol{y}(t), \boldsymbol{\epsilon}(t)\right), t \in(0, T], \quad \boldsymbol{y}(0)=\boldsymbol{y}^{0}, \tag{3.1}
\end{equation*}
$$

where $\boldsymbol{y}^{0} \in \mathbb{R}^{N}$ is the initial state and $\boldsymbol{\epsilon} \in E_{a d}$ denotes a control function belonging to $E_{a d}$, a non-empty and weakly compact subset of some Hilbert space of control functions from $[0, T]$ to $\mathbb{R}^{M}, M \in \mathbb{N}$ (e.g., $E_{a d} \subset L^{2}\left(0, T ; \mathbb{R}^{M}\right)$ ). The operator $A_{\star}$ is unknown and assumed to lie in the space spanned by a finite-dimensional set $\mathcal{A}=$ $\left\{A_{1}, \ldots, A_{K}\right\}, K \in \mathbb{N}$, and we write $A_{\star}=\sum_{j=1}^{K} \boldsymbol{\alpha}_{\star, j} A_{j}=: A\left(\boldsymbol{\alpha}_{\star}\right)$. We assume that $f: \operatorname{span}(\mathcal{A}) \times \mathbb{R}^{N} \times \mathbb{R}^{M} \rightarrow \mathbb{R}^{N},(A, \boldsymbol{y}, \boldsymbol{\epsilon}) \mapsto f(A, \boldsymbol{y}, \boldsymbol{\epsilon})$ is differentiable in $A$ and $\boldsymbol{y}$.

To identify the unknown operator $A_{\star}$ one uses a set of control functions $\left(\boldsymbol{\epsilon}^{m}\right)_{m=1}^{K} \subset$ $E_{a d}$ to perform $K$ laboratory experiments and obtain the experimental data

$$
\begin{equation*}
\boldsymbol{\varphi}_{\text {data }}^{\star}\left(\boldsymbol{\epsilon}^{m}\right):=C \boldsymbol{y}\left(A_{\star}, \boldsymbol{\epsilon}^{m} ; T\right), \text { for } m=1, \ldots, K . \tag{3.2}
\end{equation*}
$$

Here, $\boldsymbol{y}\left(A_{\star}, \boldsymbol{\epsilon} ; T\right)$ denotes the solution to (3.1) at time $T>0$, corresponding to the operator $A_{\star}$ and a control function $\boldsymbol{\epsilon}$. The matrix $C \in \mathbb{R}^{P \times N}(P \leq N)$ is a given observer matrix. The measurements are assumed not to be affected by noise.

Using the set $\left(\boldsymbol{\epsilon}^{m}\right)_{m=1}^{K}$ and the data $\left(\boldsymbol{\varphi}_{\text {data }}^{\star}\left(\boldsymbol{\epsilon}^{m}\right)\right)_{m=1}^{K} \subset \mathbb{R}^{P}$, the unknown vector $\boldsymbol{\alpha}$ is obtained by solving the least-squares problem

$$
\begin{equation*}
\min _{\boldsymbol{\alpha} \in \mathbb{R}^{K}} \frac{1}{2} \sum_{m=1}^{K}\left\|\boldsymbol{\varphi}_{\text {data }}^{\star}\left(\boldsymbol{\epsilon}^{m}\right)-C \boldsymbol{y}\left(A(\boldsymbol{\alpha}), \boldsymbol{\epsilon}^{m} ; T\right)\right\|_{2}^{2} \tag{3.3}
\end{equation*}
$$

GN is a typical iterative strategy to solve (3.3), and its process is initialized by a vector which we will call $\boldsymbol{\alpha}_{\circ} \in \mathbb{R}^{K}$. We denote by $\boldsymbol{\alpha}_{c} \in \mathbb{R}^{K}$ the GN iterate, and define $f_{m}(\boldsymbol{\alpha}):=\frac{1}{2} \sum_{i=1}^{P}\left\|\left(R_{m}(\boldsymbol{\alpha})\right)_{i}\right\|_{2}^{2}=\frac{1}{2} R_{m}(\boldsymbol{\alpha})^{\top} R_{m}(\boldsymbol{\alpha})$, where

$$
\begin{equation*}
R_{m}(\boldsymbol{\alpha}):=C \boldsymbol{y}\left(A(\boldsymbol{\alpha}), \boldsymbol{\epsilon}^{m} ; T\right)-\boldsymbol{\varphi}_{\text {data }}^{\star}\left(\boldsymbol{\epsilon}^{m}\right), \tag{3.4}
\end{equation*}
$$

for $m \in\{1, \ldots, K\}$. Thus, the identification problem (3.3) is equivalent to

$$
\begin{equation*}
\min _{\boldsymbol{\alpha} \in \mathbb{R}^{K}} \sum_{m=1}^{K} f_{m}(\boldsymbol{\alpha}) . \tag{3.5}
\end{equation*}
$$

Given an iterate $\boldsymbol{\alpha}_{c}$, GN computes the new iterate by solving a problem of the form

$$
\begin{equation*}
\min _{\boldsymbol{\alpha} \in \mathbb{R}^{K}} \sum_{m=1}^{K}\left\|R_{m}^{\prime}\left(\boldsymbol{\alpha}_{c}\right)\left(\boldsymbol{\alpha}-\boldsymbol{\alpha}_{c}\right)-R_{m}\left(\boldsymbol{\alpha}_{c}\right)\right\|_{2}^{2} \tag{3.6}
\end{equation*}
$$

where $R_{m}^{\prime}\left(\boldsymbol{\alpha}_{c}\right) \in \mathbb{R}^{P \times K}$ denotes the Jacobian of $R_{m}$ at $\boldsymbol{\alpha}_{c} \in \mathbb{R}^{K}$. The first-order optimality condition of (3.6) is

$$
\begin{equation*}
\sum_{m=1}^{K}\left(R_{m}^{\prime}\left(\boldsymbol{\alpha}_{c}\right)^{\top} R_{m}^{\prime}\left(\boldsymbol{\alpha}_{c}\right)\right) \boldsymbol{\alpha}=\sum_{m=1}^{K} R_{m}^{\prime}\left(\boldsymbol{\alpha}_{c}\right)^{\top} R_{m}\left(\boldsymbol{\alpha}_{c}\right) \tag{3.7}
\end{equation*}
$$

where $\sum_{m=1}^{K} R_{m}^{\prime}\left(\boldsymbol{\alpha}_{c}\right)^{\top} R_{m}^{\prime}\left(\boldsymbol{\alpha}_{c}\right)=: \widehat{W}_{c} \in \mathbb{R}^{K \times K}$ is symmetric PSD. Now, we recall the following convergence result from [27, Theorem 2.4.1] (for a proof see also the supplementary material [12]).

Lemma 3.1 (local convergence of GN). Consider a problem of the form (3.5). Let $\boldsymbol{\alpha}_{\star}$ be a minimizer of (3.5) such that for all $m \in\{1, \ldots, K\}$ the function $R_{m}$ is Lipschitz continuously differentiable near $\boldsymbol{\alpha}_{\star}$ and $R_{m}\left(\boldsymbol{\alpha}_{\star}\right)=0$. If the initialization vector $\boldsymbol{\alpha}_{\circ} \in \mathbb{R}^{K}$ is sufficiently close to $\boldsymbol{\alpha}_{\star}$, and $\widehat{W}_{c}$ is $P D$ for all iterates $\boldsymbol{\alpha}_{c} \in \mathbb{R}^{K}$, then $G N$ converges quadratically to $\boldsymbol{\alpha}_{\star}$.

Lemma 3.1 implies that, given an initialization vector $\boldsymbol{\alpha}$ 。 sufficiently close to the solution $\boldsymbol{\alpha}_{\star}$, the functions $\left(\boldsymbol{\epsilon}^{m}\right)_{m=1}^{K}$ should be chosen such that the GN matrix $\widehat{W}_{c}=$ $\sum_{m=1}^{K} R_{\boldsymbol{\epsilon}^{m}}^{\prime}\left(\boldsymbol{\alpha}_{c}\right)^{\top} R_{\boldsymbol{\epsilon}^{m}}^{\prime}\left(\boldsymbol{\alpha}_{c}\right)$ is PD for all $\boldsymbol{\alpha}_{c} \in \mathbb{R}^{K}$ in a neighborhood of $\boldsymbol{\alpha}_{\star}$. Notice that $\widehat{W}_{c}$ being PD is equivalent to (3.6)-(3.7) being uniquely solvable. Using (3.4), we can write (3.6) more explicitly. For a direction $\delta \boldsymbol{\alpha} \in \mathbb{R}^{K}$, we have

$$
\begin{equation*}
R_{m}^{\prime}\left(\boldsymbol{\alpha}_{c}\right)(\delta \boldsymbol{\alpha})=C \delta \boldsymbol{y}_{c}\left(A(\delta \boldsymbol{\alpha}), \boldsymbol{\epsilon}^{m} ; T\right) \tag{3.8}
\end{equation*}
$$

where $\delta \boldsymbol{y}_{c}\left(A(\delta \boldsymbol{\alpha}), \boldsymbol{\epsilon}^{m} ; T\right)$ denotes the solution at time $T$ to the linearized state equation

$$
\left\{\begin{array}{l}
\dot{\delta \boldsymbol{y}_{c}}=\partial_{\boldsymbol{y}} f\left(A\left(\boldsymbol{\alpha}_{c}\right), \boldsymbol{y}_{c}, \boldsymbol{\epsilon}\right) \delta \boldsymbol{y}_{c}+\sum_{j=1}^{K} \delta \boldsymbol{\alpha}_{j}\left(\partial_{A} f\left(A\left(\boldsymbol{\alpha}_{c}\right), \boldsymbol{y}_{c}, \boldsymbol{\epsilon}\right)\left(A_{j}\right)\right), \delta \boldsymbol{y}_{c}(0)=0  \tag{3.9}\\
\dot{\boldsymbol{y}}_{c}=f\left(A\left(\boldsymbol{\alpha}_{c}\right), \boldsymbol{y}_{c}, \boldsymbol{\epsilon}\right), \quad \boldsymbol{y}_{c}(0)=\boldsymbol{y}^{0}
\end{array}\right.
$$

Hence, problem (3.6) can be written as

$$
\begin{equation*}
\min _{\boldsymbol{\alpha} \in \mathbb{R}^{K}} \sum_{m=1}^{K}\left\|C \delta \boldsymbol{y}_{c}\left(A\left(\boldsymbol{\alpha}-\boldsymbol{\alpha}_{c}\right), \boldsymbol{\epsilon}^{m} ; T\right)-R_{m}\left(\boldsymbol{\alpha}_{c}\right)\right\|_{2}^{2} \tag{3.10}
\end{equation*}
$$

Notice that the vectors $R_{m}\left(\boldsymbol{\alpha}_{c}\right) \in \mathbb{R}^{P}$ are independent of $\boldsymbol{\alpha}$ and can therefore be considered as fixed data when solving (3.10). Now, we recall that the GR algorithm, introduced in [30] and further analyzed in [11], was designed specifically to generate control functions $\left(\boldsymbol{\epsilon}^{m}\right)_{m=1}^{K}$ that make problems of the form (3.10) uniquely solvable.
4. A linearized GR algorithm (LGR). Let us assume to be provided with an initialization vector $\boldsymbol{\alpha}_{\circ}$ for GN that is sufficiently close to $\boldsymbol{\alpha}_{\star}$. Further, let $\delta \boldsymbol{y}_{\circ}(A(\boldsymbol{\alpha}-$ $\left.\left.\boldsymbol{\alpha}_{\circ}\right), \boldsymbol{\epsilon}^{m} ; T\right)$ denote solution at time $T$ to

$$
\left\{\begin{array}{l}
\dot{\delta \boldsymbol{y}_{\circ}=\partial_{\boldsymbol{y}} f\left(A\left(\boldsymbol{\alpha}_{\circ}\right), \boldsymbol{y}_{\circ}, \boldsymbol{\epsilon}\right) \delta \boldsymbol{y}_{\circ}+\sum_{j=1}^{K}\left(\boldsymbol{\alpha}_{j}-\boldsymbol{\alpha}_{\circ, j}\right)\left(\partial_{A} f\left(A\left(\boldsymbol{\alpha}_{\circ}\right), \boldsymbol{y}_{\circ}, \boldsymbol{\epsilon}\right)\left(A_{j}\right)\right), \delta \boldsymbol{y}_{\circ}(0)=0,}  \tag{4.1}\\
\dot{\boldsymbol{y}}_{\circ}=f\left(A\left(\boldsymbol{\alpha}_{\circ}\right), \boldsymbol{y}_{\circ}, \boldsymbol{\epsilon}\right), \quad \boldsymbol{y}_{\circ}(0)=\boldsymbol{y}^{0} .
\end{array}\right.
$$

The goal is to generate control functions $\left(\boldsymbol{\epsilon}^{m}\right)_{m=1}^{K}$ such that (3.10) in $\boldsymbol{\alpha}_{\circ}$, that is

$$
\begin{equation*}
\min _{\boldsymbol{\alpha} \in \mathbb{R}^{K}} \sum_{m=1}^{K}\left\|C \delta \boldsymbol{y}_{\circ}\left(A\left(\boldsymbol{\alpha}-\boldsymbol{\alpha}_{\circ}\right), \boldsymbol{\epsilon}^{m} ; T\right)-R_{m}\left(\boldsymbol{\alpha}_{\circ}\right)\right\|_{2}^{2}, \tag{4.2}
\end{equation*}
$$

```
Algorithm 4.1 Linearized Greedy Reconstruction Algorithm (LGR)
Require: A set of linearly independent operators \(\mathcal{A}=\left\{A_{1}, \ldots, A_{K}\right\}\). Recall that
    \(\delta \boldsymbol{y} \circ(A, \boldsymbol{\epsilon} ; T)\) solves (4.1).
    1: Compute the control \(\epsilon^{1}\) by solving
\[
\begin{equation*}
\max _{\boldsymbol{\epsilon} \in E_{a d}}\left\|C \delta \boldsymbol{y}_{\circ}\left(A_{1}, \boldsymbol{\epsilon} ; T\right)\right\|_{2}^{2} \tag{4.3}
\end{equation*}
\]
for \(k=1, \ldots, K-1\) do
```



$$
\begin{equation*}
\min _{\boldsymbol{\beta} \in \mathbb{R}^{k}} \sum_{m=1}^{k}\left\|C \delta \boldsymbol{y}_{\circ}\left(A^{(k)}(\boldsymbol{\beta}), \boldsymbol{\epsilon}^{m} ; T\right)-C \delta \boldsymbol{y}_{\circ}\left(A_{k+1}, \boldsymbol{\epsilon}^{m} ; T\right)\right\|_{2}^{2} \tag{4.4}
\end{equation*}
$$

4: $\quad$ Splitting step: Find $\epsilon^{k+1}$ that solves

$$
\begin{equation*}
\max _{\boldsymbol{\epsilon} \in E_{a d}}\left\|C \delta \boldsymbol{y}_{\circ}\left(A^{(k)}\left(\boldsymbol{\beta}^{k}\right), \boldsymbol{\epsilon} ; T\right)-C \delta \boldsymbol{y}_{\circ}\left(A_{k+1}, \boldsymbol{\epsilon} ; T\right)\right\|_{2}^{2} . \tag{4.5}
\end{equation*}
$$

end for

```
is uniquely solvable. Then, in Section 5.2 , we show that if (4.2) is uniquely solvable, the same holds for (3.10) at all iterates \(\boldsymbol{\alpha}_{c}\) of GN.

The set \(\left(\epsilon^{m}\right)_{m=1}^{K}\) is computed by the LGR Algorithm 4.1, which is the original GR algorithm from [30] applied to (4.2). Our goal is to prove that the set \(\left(\boldsymbol{\epsilon}^{m}\right)_{m=1}^{K}\) makes \(\widehat{W}_{\circ}:=\sum_{m=1}^{K} R_{m}^{\prime}\left(\boldsymbol{\alpha}_{\circ}\right)^{\top} R_{m}^{\prime}\left(\boldsymbol{\alpha}_{\circ}\right) \mathrm{PD}\), and thus (4.2) uniquely solvable. From (4.1), we have that \(\delta \boldsymbol{y}_{\circ}\) is linear in \(\boldsymbol{\alpha}\). Thus, \(R_{m}^{\prime}\left(\boldsymbol{\alpha}_{\circ}\right)(\delta \boldsymbol{\alpha})=\delta \boldsymbol{y}_{\circ}\left(A(\delta \boldsymbol{\alpha}), \boldsymbol{\epsilon}^{m} ; T\right)=\) \(\sum_{j=1}^{K} \delta \boldsymbol{\alpha}_{j} C \delta \boldsymbol{y}_{\circ}\left(A_{j}, \boldsymbol{\epsilon}^{m} ; T\right)\). Hence, \(R_{m}^{\prime}\left(\boldsymbol{\alpha}_{\circ}\right)\) is a matrix with columns \(R_{m}^{\prime}\left(\boldsymbol{\alpha}_{\circ}\right)_{j}=\) \(C \delta \boldsymbol{y}_{\circ}\left(A_{j}, \boldsymbol{\epsilon}^{m} ; T\right)\) for \(j=1, \ldots, K\), and hence
\[
\begin{equation*}
\left[\widehat{W}_{\circ}\right]_{i, j}=\sum_{m=1}^{K}\left\langle C \delta \boldsymbol{y}_{\circ}\left(A_{i}, \boldsymbol{\epsilon}^{m} ; T\right), C \delta \boldsymbol{y}_{\circ}\left(A_{j}, \boldsymbol{\epsilon}^{m} ; T\right)\right\rangle, \quad i, j \in\{1, \ldots, K\} \tag{4.6}
\end{equation*}
\]

Using (4.6), we can rewrite (4.3), (4.4) and (4.5) in a matrix form.
Lemma 4.1 (Algorithm 4.1 in matrix form). Consider Algorithm 4.1. Then:
- The initialization problem (4.3) is equivalent to
\[
\begin{equation*}
\max _{\boldsymbol{\epsilon} \in E_{a d}}\left[W_{\circ}(\boldsymbol{\epsilon})\right]_{1,1}, \tag{4.7}
\end{equation*}
\]
where \(\left[W_{\circ}(\boldsymbol{\epsilon})\right]_{i, j}:=\left\langle C \delta \boldsymbol{y}_{\circ}\left(A_{i}, \boldsymbol{\epsilon} ; T\right), C \delta \boldsymbol{y}_{\circ}\left(A_{j}, \boldsymbol{\epsilon} ; T\right)\right\rangle\) for \(i, j \in\{1, \ldots, K\}\).
- Let \(\widehat{W}_{\circ}^{(k)}:=\sum_{m=1}^{k} W_{\circ}\left(\boldsymbol{\epsilon}^{m}\right)\), the fitting-step problem (4.4) is equivalent to
\[
\begin{equation*}
\min _{\boldsymbol{\beta} \in \mathbb{R}^{k}}\left\langle\boldsymbol{\beta},\left[\widehat{W}_{\circ}^{(k)}\right]_{[1: k, 1: k]} \boldsymbol{\beta}\right\rangle-2\left\langle\left[\widehat{W}_{\circ}^{(k)}\right]_{[1: k, k+1]}, \boldsymbol{\beta}\right\rangle . \tag{4.8}
\end{equation*}
\]
- Let \(\boldsymbol{v}:=\left[\left(\boldsymbol{\beta}^{k}\right)^{\top},-1\right]^{\top}\), the splitting-step problem (4.5) is equivalent to
\[
\begin{equation*}
\max _{\boldsymbol{\epsilon} \in E_{a d}}\left\langle\boldsymbol{v},\left[W_{\circ}(\boldsymbol{\epsilon})\right]_{[1: k+1,1: k+1]} \boldsymbol{v}\right\rangle . \tag{4.9}
\end{equation*}
\]

Moreover, problems (4.3)-(4.7), (4.4)-(4.8), and (4.5)-(4.9) are well posed.

Proof. The proof is similar to the ones of [11, Lemma 5.12]. For an arbitrary \(k \in\) \(\{0, \ldots, K-1\}\) let \(\boldsymbol{v} \in \mathbb{R}^{k+1}\) and \(A(\boldsymbol{v})=\sum_{j=1}^{k+1} \boldsymbol{v}_{j} A_{j}\). We have \(\left\|C \delta \boldsymbol{y}_{\circ}(A(\boldsymbol{v}), \boldsymbol{\epsilon} ; T)\right\|_{2}^{2}=\) \(\left\langle\boldsymbol{v},\left[W_{\circ}(\boldsymbol{\epsilon})\right]_{[1: k+1,1: k+1]} \boldsymbol{v}\right\rangle\). Recalling that \(\delta \boldsymbol{y}_{\circ}(A(\boldsymbol{v}), \boldsymbol{\epsilon} ; T)=\sum_{j=1}^{k+1} \boldsymbol{v}_{j} \delta \boldsymbol{y}_{\circ}\left(A_{j}, \boldsymbol{\epsilon} ; T\right)\), we obtain the equivalence between (4.7), (4.9), and (4.3), (4.5) for suitable \(k\) and \(\boldsymbol{v}\). For the equivalence between (4.8) and (4.4), notice that for \(\boldsymbol{v}=\left[\boldsymbol{\beta}^{\top},-1\right]^{\top} \in \mathbb{R}^{k+1}\) and any \(W \in \mathbb{R}^{(k+1) \times(k+1)}\) we have \(\langle\boldsymbol{v}, W \boldsymbol{v}\rangle=\left\langle\boldsymbol{\beta},[W]_{[1: k, 1: k]} \boldsymbol{\beta}\right\rangle-2\left\langle[W]_{[1: k, k+1]}, \boldsymbol{\beta}\right\rangle+\) \([W]_{k+1, k+1}\). The well-posedness of the three problems follows by standard arguments; see, e.g., [11, Lemma 5.2].
The matrix representation given in Lemma 4.1 allows us to nicely describe the mathematical mechanism behind Algorithm 4.1 (see also [11, section 5.1]). Assume that at the \(k\)-th iteration the set \(\left(\boldsymbol{\epsilon}_{m}\right)_{m=1}^{k}\) has been computed, the submatrix \(\left[\widehat{W}_{\circ}^{(k)}\right]_{[1: k, 1: k]}\) is PD and \(\left[\widehat{W}_{\circ}^{(k)}\right]_{[1: k+1,1: k+1]}\) has a nontrivial (one-dimensional) kernel. Then the fitting step of Algorithm 4.1 identifies this nontrivial kernel. This can be proved by the following technical lemma (for a proof see [11, Lemma 5.3]).

LEMMA 4.2 (kernel of some symmetric PSD matrices). Consider a symmetric PSD matrix \(\widetilde{G}=\left[\begin{array}{rr}G & \boldsymbol{b} \\ \boldsymbol{b}^{\top} & c\end{array}\right] \in \mathbb{R}^{n \times n}\), where \(G \in \mathbb{R}^{(n-1) \times(n-1)}\) is symmetric \(P D\), and \(\boldsymbol{b} \in\) \(\mathbb{R}^{n-1}\) and \(c \in \mathbb{R}\) are such that \(\operatorname{ker}(\widetilde{G})\) is nontrivial. Then \(\operatorname{ker}(\widetilde{G})=\operatorname{span}\left\{\left[\begin{array}{c}G^{-1} \boldsymbol{b} \\ -1\end{array}\right]\right\}\).
In our case, we have \(\widetilde{G}=\left[\widehat{W}_{\circ}^{(k)}\right]_{[1: k+1,1: k+1]}, G=\left[\widehat{W}_{\circ}^{(k)}\right]_{[1: k, 1: k]}\) and \(\boldsymbol{b}=\left[\widehat{W}_{\circ}^{(k)}\right]_{[1: k, k+1]}\). In this notation, the solution to (4.8) is given by \(\boldsymbol{\beta}^{k}=G^{-1} \boldsymbol{b}\). Thus, Lemma 4.2 implies that the kernel of \(\left[\widehat{W}_{\circ}^{(k)}\right]_{[1: k+1,1: k+1]}\) is spanned by \(\boldsymbol{v}:=\left[\left(\beta^{k}\right)^{\top},-1\right]^{\top}\). Now, the splitting step attempts to compute a new control \(\boldsymbol{\epsilon}^{k+1}\) such that \(\left[\widehat{W}_{\circ}\left(\boldsymbol{\epsilon}^{k+1}\right)\right]_{[1: k+1,1: k+1]}\) is PD on the span of \(\boldsymbol{v}\). If this is successful, then \(\left[\widehat{W}_{\circ}^{(k+1)}\right]_{[1: k+1,1: k+1]}\) is PD. The equivalence of (4.5) and (4.9) implies that \(\left[\widehat{W}_{\circ}\left(\boldsymbol{\epsilon}^{k+1}\right)\right]_{[1: k+1,1: k+1]}\) is PD on the span of \(\boldsymbol{v}\) if and only if \(\boldsymbol{\epsilon}^{k+1}\) satisfies \(\left\|C \delta \boldsymbol{y}_{\circ}\left(A^{(k)}\left(\boldsymbol{\beta}^{k}\right), \boldsymbol{\epsilon}^{k+1} ; T\right)-C \delta \boldsymbol{y} \circ\left(A_{k+1}, \boldsymbol{\epsilon}^{k+1} ; T\right)\right\|_{2}^{2}>0\). The existence of such a control depends on the controllability and observability properties of system (3.9), as shown in sections 5 and 6 . We conclude this section with a remark that is useful hereafter.

Remark 4.3. The GN matrix \(\widehat{W}_{\star}:=\sum_{m=1}^{K} R_{m}^{\prime}\left(\boldsymbol{\alpha}_{\star}\right)^{\top} R_{m}^{\prime}\left(\boldsymbol{\alpha}_{\star}\right) \in \mathbb{R}^{K \times K}\) can be written as \(\left[\widehat{W}_{\star}\right]_{i, j}=\sum_{m=1}^{K}\left\langle C \delta \boldsymbol{y}_{\star}\left(A_{i}, \boldsymbol{\epsilon}^{m} ; T\right), C \delta \boldsymbol{y}_{\star}\left(A_{j}, \boldsymbol{\epsilon}^{m} ; T\right)\right\rangle\) for \(i, j \in\{1, \ldots, K\}\), where \(\delta \boldsymbol{y}_{\star}\left(A_{i}, \boldsymbol{\epsilon} ; T\right)\) denotes the solution at time \(T\) of
\[
\left\{\begin{array}{l}
\dot{\delta} \boldsymbol{y}_{\star}=\partial_{\boldsymbol{y}} f\left(A\left(\boldsymbol{\alpha}_{\star}\right), \boldsymbol{y}_{\star}, \boldsymbol{\epsilon}\right) \delta \boldsymbol{y}_{\star}+\left(\partial_{A} f\left(A\left(\boldsymbol{\alpha}_{\star}\right), \boldsymbol{y}_{\star}, \boldsymbol{\epsilon}\right)\left(A_{i}\right)\right), \quad \delta \boldsymbol{y}_{\star}(0)=0, \\
\dot{\boldsymbol{y}}_{\star}=f\left(A\left(\boldsymbol{\alpha}_{\star}\right), \boldsymbol{y}_{\star}, \boldsymbol{\epsilon}\right), \quad \boldsymbol{y}(0)=\boldsymbol{y}^{0}
\end{array}\right.
\]
5. Reconstruction of drift matrix in linear systems. Consider (3.1) with \(f(A, \boldsymbol{y}, \boldsymbol{\epsilon}):=A \boldsymbol{y}+B \boldsymbol{\epsilon}\), where \(A\) and \(B\) are real matrices:
\[
\begin{equation*}
\dot{\boldsymbol{y}}(t)=A_{\star} \boldsymbol{y}(t)+B \boldsymbol{\epsilon}(t), t \in(0, T], \quad \boldsymbol{y}(0)=0 \tag{5.1}
\end{equation*}
\]

This is a linear system, where \(B \in \mathbb{R}^{N \times M}\) is a given matrix for \(N, M \in \mathbb{N}^{+}\), and \(\boldsymbol{\epsilon} \in E_{a d}\) denotes a control function belonging to \(E_{a d}\), a nonempty and weakly compact subset of \(L^{2}\left(0, T ; \mathbb{R}^{M}\right)\) that contains \(\boldsymbol{\epsilon} \equiv 0\) as an interior point. \({ }^{1}\)

\footnotetext{
\({ }^{1}\) This hypothesis is used in our analysis and is a reasonable assumption, since it is, for example, satisfied for standard box constraints, which are quite often used in the applications.
}

The drift matrix \(A_{\star} \in \mathbb{R}^{N \times N}\) is unknown and assumed to lie in the space spanned by a set of linearly independent matrices \(\mathcal{A}=\left\{A_{1}, \ldots, A_{K}\right\} \subset \mathbb{R}^{N \times N}, 1 \leq K \leq N^{2}\). We write \(A_{\star}=\sum_{j=1}^{K} \boldsymbol{\alpha}_{\star, j} A_{j}=: A\left(\boldsymbol{\alpha}_{\star}\right)\). As stated in section 3, we want to identify the unknown drift matrix \(A_{\star}\) by using a set of control functions \(\left(\boldsymbol{\epsilon}^{m}\right)_{m=1}^{K} \subset E_{a d}\) in order to perform \(K\) laboratory experiments and obtain the experimental data \(\left(\varphi_{\text {data }}^{\star}\left(\epsilon^{m}\right)\right)_{m=1}^{K} \subset \mathbb{R}^{P}\), as defined in (3.2).

Remark 5.1. The hypothesis \(\boldsymbol{y}(0)=0\) in (5.1) can be made without loss of generality. Indeed, if \(\boldsymbol{y}(0)=\boldsymbol{y}^{0} \neq 0\), one can use \(\boldsymbol{\epsilon}=0\) (case of uncontrolled system), generate the data \(\boldsymbol{\varphi}_{\text {data }}^{\star}(0)\), and then subtract this from all other data \(\left(\boldsymbol{\varphi}_{\text {data }}^{\star}\left(\boldsymbol{\epsilon}^{m}\right)\right)_{m=1}^{K}\) to get back (by linearity) to the case of system (5.1) with \(\boldsymbol{y}(0)=0\).
Using \(\left(\boldsymbol{\epsilon}^{m}\right)_{m=1}^{K}\) and \(\left(\boldsymbol{\varphi}_{\text {data }}^{\star}\left(\boldsymbol{\epsilon}^{m}\right)\right)_{m=1}^{K}\), the unknown vector \(\boldsymbol{\alpha}_{\star}\) is obtained by solving (3.3), in which \(\boldsymbol{y}\left(A(\boldsymbol{\alpha}), \boldsymbol{\epsilon}^{m} ; T\right)\) now solves (5.1), with \(A_{\star}\) replaced by \(A(\boldsymbol{\alpha})\). Thus, we use the LGR Algorithm 4.1 to generate \(\left(\boldsymbol{\epsilon}^{m}\right)_{m=1}^{K}\) with the goal of making (4.2) uniquely solvable, that means making PD the GN matrix \(\widehat{W}_{\circ}\), defined in (4.6). In \((4.2), \delta \boldsymbol{y}_{\circ}(A(\delta \boldsymbol{\alpha}), \boldsymbol{\epsilon} ; t)\) is now the solution to
\[
\left\{\begin{array}{l}
\dot{\delta \boldsymbol{y}_{\circ}}(t)=A\left(\boldsymbol{\alpha}_{\circ}\right) \delta \boldsymbol{y}_{\circ}(t)+\sum_{j=1}^{K} \delta \boldsymbol{\alpha}_{j} A_{j} \boldsymbol{y}_{\circ}(t), \quad t \in(0, T], \quad \delta \boldsymbol{y}_{\circ}(0)=0,  \tag{5.2}\\
\dot{\boldsymbol{y}}_{\circ}(t)=A\left(\boldsymbol{\alpha}_{\circ}\right) \boldsymbol{y}_{\circ}(t)+B \boldsymbol{\epsilon}(t), \quad t \in(0, T], \quad \boldsymbol{y}_{\circ}(0)=0 .
\end{array}\right.
\]

In what follows, we show that the LGR Algorithm 4.1 does produce \(\left(\boldsymbol{\epsilon}^{m}\right)_{m=1}^{K}\) that make \(\widehat{W}_{\circ} \mathrm{PD}\) under appropriate assumptions on observability and controllability of the considered linear system. Let us recall these properties for an input/output \(\operatorname{system}(A, B, C)\) of the form (2.1) with \(A \in \mathbb{R}^{N \times N}, B \in \mathbb{R}^{N \times M}, C \in \mathbb{R}^{P \times N}\); see, e.g., [32, Theorem 3, Theorem 23].

Definition \& Lemma 5.2 (observable input-output linear systems). The linear system (2.1) is said to be observable if the initial state \(\boldsymbol{y}(0)=\boldsymbol{y}^{0}\) can be uniquely determined from input/output measurements. Equivalently, (2.1) is observable if and only if the observability matrix \(\mathcal{O}_{N}(C, A):=\left[\begin{array}{llll}C & C A & \cdots & C A^{N-1}\end{array}\right]^{\top}\) has full rank.

Definition \& Lemma 5.3 (controllable input-output linear systems). The linear system (2.1) is said to be controllable if for any final state \(\boldsymbol{y}^{f}\) there exists an input sequence that transfers \(\boldsymbol{y}^{0}\) to \(\boldsymbol{y}^{f}\). Equivalently, (2.1) is controllable if and only if the controllability matrix \(\mathcal{C}_{N}(A, B):=\left[\begin{array}{llll}B & A B & \cdots & A^{N-1} B\end{array}\right]\) has full rank.
In Section 5.1, we analyze Algorithm 4.1 in the case of fully observable and controllable systems (namely, \(\left.\operatorname{rank}\left(\mathcal{O}_{N}\left(C, A\left(\boldsymbol{\alpha}_{\circ}\right)\right)\right)=\operatorname{rank}\left(\mathcal{C}_{N}\left(A\left(\boldsymbol{\alpha}_{\circ}\right), B\right)\right)=N\right)\). However, similar to [11, Section 5.3], one can also formulate the following results for non-fully observable and controllable systems, if appropriate matrices \(A_{1}, \ldots, A_{K}\) are chosen. For further details, we refer the reader to the supplementary material [12].

Notice that the analysis that we are going to presented is also valid in the case of the reconstruction of a linear control matrix considered in [11, Section 5], i.e. \(f(A, \boldsymbol{y}, \boldsymbol{\epsilon})=M \boldsymbol{y}+A \boldsymbol{\epsilon}\), and is therefore an extension of the results obtained in [11].
5.1. Analysis for linear systems. We define \(\mathcal{O}_{N}^{\circ}:=\mathcal{O}_{N}\left(C, A\left(\boldsymbol{\alpha}_{\circ}\right)\right)\) and \(\mathcal{C}_{N}^{\circ}:=\) \(\mathcal{C}_{N}\left(A\left(\boldsymbol{\alpha}_{\circ}\right), B\right)\) and assume that the system \(\left(A\left(\boldsymbol{\alpha}_{\circ}\right), B, C\right)\) is observable and controllable, namely \(\mathcal{R}:=\operatorname{rank}\left(\mathcal{O}_{N}^{\circ}\right) \cdot \operatorname{rank}\left(\mathcal{C}_{N}^{\circ}\right)=N^{2}\). In what follows, we show that this is a sufficient condition for \(\widehat{W}_{\circ}\) to be PD with the controls generated by Algorithm 4.1. First, we need the following result [3, Ch. 3, Theorem 2.11].

Lemma 5.4 (controllability of time-invariant systems). Consider the system \(\dot{\boldsymbol{x}}=\) \(A \boldsymbol{x}+B \boldsymbol{\epsilon}\) with \(\boldsymbol{x}(0)=0\) and its solution \(\boldsymbol{x}(\boldsymbol{\epsilon}, t):=\int_{0}^{t} e^{(t-s) A\left(\boldsymbol{\alpha}_{\circ}\right)} B \boldsymbol{\epsilon}(s) d s\). For any
finite time \(t_{0}>0\), there exists a control \(\boldsymbol{\epsilon}\) that transfers the state to \(\boldsymbol{w}\) in time \(t_{0}\), i.e. \(\boldsymbol{x}\left(\boldsymbol{\epsilon}, t_{0}\right)=\boldsymbol{w}\), if and only if \(\boldsymbol{w} \in \operatorname{im}\left(\mathcal{C}_{N}(A, B)\right)\). Furthermore, an appropriate \(\boldsymbol{\epsilon}\) that will accomplish this transfer in time \(t_{0}\) is given by \(\boldsymbol{\epsilon}(t)=B^{\top} e^{\left(t_{0}-t\right) A^{\top}} \boldsymbol{\nu}\), for \(t \in\left[0, t_{0}\right]\) and \(\boldsymbol{\nu}\) such that \(\mathcal{W}_{c}\left(0, t_{0}\right) \boldsymbol{\nu}=\boldsymbol{w}\), where \(\mathcal{W}_{c}(0, T):=\int_{0}^{T} e^{\tau A} B B^{\top} e^{\tau A^{\top}} d \tau\).
Now, we prove the following lemma regarding the initialization problem (4.3) and the splitting step problem (4.5). Notice that the proof of this result is inspired by classical Kalman controllability theory; see, e.g., [15].

Lemma 5.5 (LGR initialization and splitting steps (linear systems)). Assume that the matrices \(A\left(\boldsymbol{\alpha}_{\circ}\right) \in \mathbb{R}^{N \times N}, B \in \mathbb{R}^{N \times M}\) and \(C \in \mathbb{R}^{P \times N}\) are such that \(\operatorname{rank}\left(\mathcal{O}_{N}^{\circ}\right)=\operatorname{rank}\left(\mathcal{C}_{N}^{\circ}\right)=N\), and let \(\widetilde{A} \in \mathbb{R}^{N \times N} \backslash\{0\}\) be arbitrary. Then any solution \(\tilde{\boldsymbol{\epsilon}}\) of the problem \(\max _{\boldsymbol{\epsilon} \in E_{a d}}\left\|C \delta \boldsymbol{y}_{\circ}(\widetilde{A}, \boldsymbol{\epsilon} ; T)\right\|_{2}^{2}\) satisfies
\[
\left\|C \delta \boldsymbol{y}_{\circ}(\widetilde{A}, \widetilde{\boldsymbol{\epsilon}} ; T)\right\|_{2}^{2}>0
\]
where \(\dot{\delta} \boldsymbol{y}_{\circ}=A\left(\boldsymbol{\alpha}_{\circ}\right) \delta \boldsymbol{y}_{\circ}+\widetilde{A} \boldsymbol{y}^{\circ}\), with \(\delta \boldsymbol{y}_{\circ}(0)=0\), and \(\dot{\boldsymbol{y}}_{\circ}=A\left(\boldsymbol{\alpha}_{\circ}\right) \boldsymbol{y}_{\circ}+B \boldsymbol{\epsilon}\) with \(\boldsymbol{y}_{\circ}(0)=0\)
Proof. To prove the result, it is sufficient to construct an \(\widetilde{\boldsymbol{\epsilon}} \in E_{a d}\) such that \(C \delta \boldsymbol{y}_{\circ}(\widetilde{A}, \widetilde{\boldsymbol{\epsilon}} ; T) \neq 0\). Since \(\widetilde{A} \neq 0\), there exists \(\boldsymbol{w} \in \mathbb{R}^{N} \backslash\{0\}\) such that \(\widetilde{A} \boldsymbol{w} \neq 0\). Since \(\left(A\left(\boldsymbol{\alpha}_{\circ}\right), B, C\right)\) is observable, there exists \(\tilde{t}>0\) such that \(C e^{\tilde{t} A\left(\boldsymbol{\alpha}_{\circ}\right)} \widetilde{A} \boldsymbol{w} \neq 0\). The map \(f:\) \(\mathbb{R} \rightarrow \mathbb{R}^{P}, t \mapsto C e^{t A\left(\boldsymbol{\alpha}_{\circ}\right)} \widetilde{A} \boldsymbol{w}\) is analytic with derivatives \(f^{(i)}(t)=C A\left(\boldsymbol{\alpha}_{\circ}\right)^{i} e^{t A\left(\boldsymbol{\alpha}_{\circ}\right)} \widetilde{A} \boldsymbol{w}\). Since \(\mathcal{O}_{N}^{\circ}\) has full rank and \(e^{\tilde{t} A\left(\boldsymbol{\alpha}_{\circ}\right)} \widetilde{A} \boldsymbol{w} \neq 0\), there exists \(i \in\{0, \ldots, N\}\) such that \(f^{(i)}(\tilde{t})=C A\left(\boldsymbol{\alpha}_{\circ}\right)^{i} e^{\tilde{t} A\left(\boldsymbol{\alpha}_{\circ}\right)} \widetilde{A} \boldsymbol{w} \neq 0\). Hence, \(f\) is nonconstant, and there exists \(t_{0} \in(0, T)\) with \(C e^{t_{0} A\left(\boldsymbol{\alpha}_{\circ}\right)} \widetilde{A} \boldsymbol{w} \neq 0\).

Now, we use that \(\boldsymbol{y}_{\circ}(\boldsymbol{\epsilon}, s):=\int_{0}^{s} e^{(s-\tau) A\left(\boldsymbol{\alpha}_{\circ}\right)} B \boldsymbol{\epsilon}(\tau) d \tau\) is the solution at time \(s\) of \(\dot{\boldsymbol{y}}_{\circ}=A\left(\boldsymbol{\alpha}_{\circ}\right) \boldsymbol{y}_{\circ}+B \boldsymbol{\epsilon}\), with \(\boldsymbol{y}_{\circ}(0)=0\). Since \(\mathcal{C}_{N}^{\circ}\) has full rank, we have \(\boldsymbol{w} \in \operatorname{im}\left(\mathcal{C}_{N}^{\circ}\right)\). Thus, Lemma 5.4 guarantees that \(\widehat{\boldsymbol{\epsilon}}(t)=B^{\top} e^{\left(t_{0}-t\right) A\left(\boldsymbol{\alpha}_{\circ}\right)^{\top}} \boldsymbol{\nu}\), for \(t \in\left[0, t_{0}\right]\) and some \(\boldsymbol{\nu} \in \mathbb{R}^{N}\), satisfies \(\boldsymbol{y}_{\circ}\left(\widehat{\boldsymbol{\epsilon}}, t_{0}\right)=\boldsymbol{w}\). Clearly, \(\widehat{\boldsymbol{\epsilon}}\) is analytic in \(\left[0, t_{0}\right]\) and thereby the same holds for \(\boldsymbol{y}_{\circ}(\widehat{\boldsymbol{\epsilon}}, s)\). Note that, since \(\boldsymbol{\epsilon} \equiv 0\) is an interior point of \(E_{a d}\), there exists \(\lambda>0\) such that \(\lambda \widehat{\boldsymbol{\epsilon}} \in E_{a d}\) with \(C e^{t_{0} A\left(\boldsymbol{\alpha}_{\circ}\right)} \widetilde{A} \boldsymbol{y}_{\circ}\left(\lambda \widehat{\boldsymbol{\epsilon}}, t_{0}\right)=\lambda C e^{t_{0} A\left(\boldsymbol{\alpha}_{\circ}\right)} \widetilde{A} \boldsymbol{y}_{\circ}\left(\widehat{\boldsymbol{\epsilon}}, t_{0}\right) \neq 0\). Hence, we can assume without loss of generality that \(\widehat{\boldsymbol{\epsilon}} \in E_{a d}\).

In conclusion, we obtain that the map
\[
\boldsymbol{g}: \mathbb{R} \rightarrow \mathbb{R}^{p}, s \mapsto C e^{(T-s) A\left(\boldsymbol{\alpha}_{\circ}\right)} \widetilde{A} \int_{0}^{s} e^{(s-\tau) A\left(\boldsymbol{\alpha}_{\circ}\right)} B \widehat{\boldsymbol{\epsilon}}(\tau) d \tau
\]
is analytic in \(\left(0, t_{0}\right)\) with \(\boldsymbol{g}\left(t_{0}\right) \neq 0\). Thus, \(\boldsymbol{g}\) is nonzero in an open subinterval of \(\left(0, t_{0}\right)\). Hence, there exists \(t_{1} \in\left(0, t_{0}\right)\) such that \(\int_{0}^{t_{1}} \boldsymbol{g}(s) d s \neq 0\). By choosing
\[
\widetilde{\boldsymbol{\epsilon}}(s):= \begin{cases}0, & 0 \leq s<T-t_{1} \\ \widehat{\boldsymbol{\epsilon}}\left(s-t_{1}\right), & T-t_{1} \leq s \leq T\end{cases}
\]
and using that \(C \delta \boldsymbol{y}_{\circ}(\widetilde{A}, \widetilde{\boldsymbol{\epsilon}} ; T)=\int_{0}^{T} C e^{(T-s) A\left(\boldsymbol{\alpha}_{\circ}\right)} \widetilde{A} \int_{0}^{s} e^{(s-\tau) A\left(\boldsymbol{\alpha}_{\circ}\right)} B \widetilde{\boldsymbol{\epsilon}}(\tau) d \tau d s\), we obtain
\[
\begin{aligned}
C \delta \boldsymbol{y}_{\circ}(\widetilde{A}, \widetilde{\boldsymbol{\epsilon}} ; T) & =\int_{T-t_{1}}^{T} C e^{(T-s) A\left(\boldsymbol{\alpha}_{\circ}\right)} \widetilde{A} \int_{T-t_{1}}^{s} e^{(s-\tau) A\left(\boldsymbol{\alpha}_{\circ}\right)} B \widetilde{\boldsymbol{\epsilon}}\left(\tau-t_{1}\right) d \tau d s \\
& =\int_{0}^{t_{1}} C e^{\left(t_{1}-s\right) A\left(\boldsymbol{\alpha}_{\circ}\right)} \widetilde{A} \int_{0}^{s} e^{(s-\tau) A\left(\boldsymbol{\alpha}_{\circ}\right)} B \widehat{\boldsymbol{\epsilon}}(\tau) d \tau d s=\int_{0}^{t_{1}} \boldsymbol{g}(s) d s \neq 0 .
\end{aligned}
\]

Lemma 5.5 can be applied to both (4.3) and (4.5), choosing \(\widetilde{A}=A_{1}\) and \(\widetilde{A}=\) \(\left(A^{(k)}\left(\boldsymbol{\beta}^{k}\right)-A_{k+1}\right)\), respectively. Now, we can prove our first main convergence result.

Theorem 5.6 (positive definiteness of the GN matrix \(\widehat{W}_{\circ}\) (linear systems)). Assume that \(A\left(\boldsymbol{\alpha}_{\circ}\right) \in \mathbb{R}^{N \times N}, B \in \mathbb{R}^{N \times M}\) and \(C \in \mathbb{R}^{P \times N}\) are such that \(\operatorname{rank}\left(\mathcal{O}_{N}^{\circ}\right)=\) \(\operatorname{rank}\left(\mathcal{C}_{N}^{\circ}\right)=N\). For \(K \leq N^{2}\), let \(\mathcal{A}=\left\{A_{1}, \ldots, A_{K}\right\} \subset \mathbb{R}^{N \times N}\) be a set of linearly independent matrices such that \(A\left(\boldsymbol{\alpha}_{\circ}\right) \in \operatorname{span}(\mathcal{A})\), and let \(\left\{\boldsymbol{\epsilon}^{1}, \ldots, \boldsymbol{\epsilon}^{K}\right\} \subset E_{\text {ad }}\) be generated by Algorithm 4.1. Then the GN matrix \(\widehat{W}_{0}\), defined in (4.6), is PD.

Proof. We proceed by induction. Lemma 5.5 guarantees that there exists an \(\boldsymbol{\epsilon}^{1}\) such that \(\left[W_{\circ}\left(\boldsymbol{\epsilon}^{1}\right)\right]_{1,1}=\left\|C \delta \boldsymbol{y}_{\circ}\left(A_{1}, \boldsymbol{\epsilon} ; T\right)\right\|_{2}^{2}>0\). Now, we assume that \(\left[\widehat{W}_{\circ}^{(k)}\right]_{[1: k, 1: k]}=\) \(\sum_{m=1}^{k}\left[W_{\circ}\left(\epsilon^{m}\right)\right]_{[1: k, 1: k]}\) is PD. By construction, \(\left[\widehat{W}_{\circ}^{(k+1)}\right]_{[1: k+1,1: k+1]}\) is PSD. Thus, if \(\left[\widehat{W}_{\circ}^{(k)}\right]_{[1: k+1,1: k+1]}\) is PD, then
\[
\left[\widehat{W}_{0}^{(k+1)}\right]_{[1: k+1,1: k+1]}=\left[\widehat{W}_{\circ}^{(k)}\right]_{[1: k+1,1: k+1]}+\left[W_{\circ}\left(\epsilon^{k+1}\right)\right]_{[1: k+1,1: k+1]}
\]
is PD as well, since \(\left[W_{\circ}\left(\epsilon^{k}\right)\right]_{[1: k+1,1: k+1]}\) is PSD. Assume now that the submatrix \(\left[\widehat{W}_{o}^{(k)}\right]_{[1: k+1,1: k+1]}\) has a nontrivial kernel. Since \(\left[\widehat{W}_{o}^{(k)}\right]_{[1: k, 1: k]}\) is PD (induction hypothesis), problem (4.4) is uniquely solvable with solution \(\boldsymbol{\beta}^{k}\). Then, by Lemma 4.2 the (one-dimensional) kernel of \(\left[\widehat{W}_{o}^{(k)}\right]_{[1: k+1,1: k+1]}\) is the span of the vector \(\boldsymbol{v}=\) \(\left[\left(\beta^{k}\right)^{\top},-1\right]^{\top}\). Using Lemma 5.5 we obtain that the solution \(\boldsymbol{\epsilon}^{k+1}\) to the splitting step problem satisfies
\[
\left\langle\boldsymbol{v},\left[W_{\circ}\left(\boldsymbol{\epsilon}^{k+1}\right)\right]_{[1: k+1,1: k+1]} \boldsymbol{v}\right\rangle=\left\|C \delta \boldsymbol{y}_{\circ}\left(A^{(k)}\left(\beta^{k}\right)-A_{k+1}, \boldsymbol{\epsilon} ; T\right)\right\|_{2}^{2}>0 .
\]

Thus, \(\left[W\left(\boldsymbol{\epsilon}^{k+1}\right)\right]_{[1: k+1,1: k+1]}\) is PD on the span of \(\boldsymbol{v}\), and \(\left[\widehat{W}_{o}^{(k+1)}\right]_{[1: k+1,1: k+1]}\) is PD. \(]\) Notice that Theorem 5.6 does not require any assumption on the matrices \(A_{1}, \ldots, A_{K}\). These can be arbitrarily chosen with the only constraint to be linearly independent. Also the ordering of these matrices does not affect the result of Theorem 5.6. This is, however, different for non-fully observable and controllable systems, i.e. for \(\mathcal{R}<N^{2}\) (see the supplementary material [12]).

Now that we proved that Algorithm 4.1 makes \(\widehat{W}_{\circ}\) PD, the obvious question is whether this is sufficient for the convergence of GN, as described in Lemma 3.1. We answer this question in Section 5.2.
5.2. Positive definiteness of the GN matrix. To guarantee convergence of GN, we need to show that \(\widehat{W}(\boldsymbol{\alpha}):=\sum_{m=1}^{K} R_{m}^{\prime}(\boldsymbol{\alpha})^{\top} R_{m}^{\prime}(\boldsymbol{\alpha})\) (defined in section 3) remains PD in a neighborhood of \(\boldsymbol{\alpha}_{\star}\). Indeed, in Section 5.1, we proved that the control functions generated by Algorithm 4.1 make the GN matrix \(\widehat{W} \circ=\widehat{W}\left(\boldsymbol{\alpha}_{\circ}\right)\) PD. Thus, it is sufficient to prove that \(\widehat{W}(\boldsymbol{\alpha})\) remains PD in a neighborhood of \(\boldsymbol{\alpha}_{\circ}\) containing \(\boldsymbol{\alpha}_{\star}\). To do so, let us rewrite \(\widehat{W}(\boldsymbol{\alpha})\) as
\[
\begin{align*}
& {[\widehat{W}(\boldsymbol{\alpha})]_{i, j}:=\sum_{m=1}^{K}\left\langle\boldsymbol{\gamma}_{i}\left(\boldsymbol{\alpha}, \boldsymbol{\epsilon}^{m}\right), \boldsymbol{\gamma}_{j}\left(\boldsymbol{\alpha}, \boldsymbol{\epsilon}^{m}\right)\right\rangle, \quad i, j \in\{1, \ldots, K\},}  \tag{5.3}\\
& \boldsymbol{\gamma}_{j}\left(\boldsymbol{\alpha}, \boldsymbol{\epsilon}^{m}\right):=\int_{0}^{T} C e^{(T-s) A(\boldsymbol{\alpha})} A_{j} \boldsymbol{y}\left(A(\boldsymbol{\alpha}), \boldsymbol{\epsilon}^{m} ; s\right) d s, \quad j \in\{1, \ldots, K\}, \tag{5.4}
\end{align*}
\]
and recall the next lemma, which follows from the Bauer-Fike theorem [6].

Lemma 5.7 (rank stability). Consider two natural numbers \(N_{D}\) and \(M_{D}\) with \(N_{D} \geq M_{D}\), and an arbitrary matrix \(D \in \mathbb{R}^{N_{D} \times M_{D}}\) with rank \(\mathcal{R}_{\mathcal{D}}\) and (positive) singular values \(\sigma_{1}, \ldots, \sigma_{\mathcal{R}_{\mathcal{D}}}\) in descending order. Then it holds that
\[
\min _{\widehat{D} \in \mathbb{R}^{N_{D} \times M_{D}}}\left\{\|\widehat{D}\|_{2} \mid \operatorname{rank}(D+\widehat{D})<\mathcal{R}_{\mathcal{D}}\right\}=\sigma_{\mathcal{R}_{\mathcal{D}}}
\]

Using this lemma, we can prove the following approximation result.
LEMMA 5.8 (positive definiteness of \(\widehat{W}(\boldsymbol{\alpha})\) (linear systems)). Let \(\widehat{W}_{\circ}\) defined in (4.6) be \(P D\) and let \(\sigma_{K}^{\circ}>0\) be its smallest singular value. Then, there exists \(\delta:=\delta\left(\sigma_{K}^{\circ}\right)>0\) such that \(\widehat{W}(\boldsymbol{\alpha})\) (in (5.3)) is PD for any \(\boldsymbol{\alpha} \in \mathbb{R}^{K}\) with \(\left\|\boldsymbol{\alpha}-\boldsymbol{\alpha}_{\circ}\right\|_{2}<\delta\).

Proof. Our first goal is to show that \(\widehat{W}(\boldsymbol{\alpha})\) is continuous in \(\boldsymbol{\alpha}\). From (5.3) and (5.4) we know that \(\widehat{W}(\boldsymbol{\alpha})\) is the sum over products of \(\int_{0}^{T} C e^{(T-s) A(\boldsymbol{\alpha})} A_{j} \boldsymbol{y}\left(A(\boldsymbol{\alpha}), \boldsymbol{\epsilon}^{m} ; s\right) d s\), where \(\boldsymbol{y}\left(A(\boldsymbol{\alpha}), \boldsymbol{\epsilon}^{m} ; s\right)=\int_{0}^{s} e^{(s-\tau) A(\boldsymbol{\alpha})} B \boldsymbol{\epsilon}^{m}(\tau) d \tau\). Now, recall that \(A(\boldsymbol{\alpha})=\sum_{j=1}^{K} \boldsymbol{\alpha}_{j} A_{j}\), meaning that \(A(\boldsymbol{\alpha})\) is continuous in \(\boldsymbol{\alpha}\). Since the exponential map \(\mathbb{R}^{N} \rightarrow \mathbb{R}^{N \times N}, \boldsymbol{\alpha} \mapsto\) \(e^{s A(\boldsymbol{\alpha})}\) and the integral map \(\mathbb{R}^{N \times N} \rightarrow \mathbb{R}^{N}, X \mapsto \int_{0}^{s} X B \boldsymbol{\epsilon}(\tau) d \tau\) are continuous, we obtain that \(\boldsymbol{y}\left(A(\boldsymbol{\alpha}), \boldsymbol{\epsilon}^{m} ; s\right)\) is continuous in \(\boldsymbol{\alpha}\). Since products of continuous functions are continuous, we obtain that \(\widehat{W}(\boldsymbol{\alpha})\) is continuous in \(\boldsymbol{\alpha}\).

By assumption, \(\widehat{W}_{\circ}\) is PD, and therefore \(\sigma_{K}^{\circ}>0\). Since \(\widehat{W}(\boldsymbol{\alpha})\) is continuous in \(\boldsymbol{\alpha}\), we obtain that there exists a \(\delta:=\delta\left(\sigma_{K}^{\circ}\right)>0\) such that for any \(\boldsymbol{\alpha}\) with \(\left\|\boldsymbol{\alpha}-\boldsymbol{\alpha}_{\circ}\right\|_{2}<\) \(\delta\left(\sigma_{K}^{\circ}\right)\) it holds that \(\left\|\widehat{W}(\boldsymbol{\alpha})-\widehat{W}\left(\boldsymbol{\alpha}_{\circ}\right)\right\|_{2}<\sigma_{K}^{\circ}\). Now, let \(\widehat{\boldsymbol{\alpha}}\) be such that \(\left\|\widehat{\boldsymbol{\alpha}}-\boldsymbol{\alpha}_{\circ}\right\|_{2}<\) \(\delta\left(\sigma_{K}^{\circ}\right)\) and hence \(\left\|\widehat{W}(\widehat{\boldsymbol{\alpha}})-\widehat{W}\left(\boldsymbol{\alpha}_{\circ}\right)\right\|_{2}<\sigma_{K}^{\circ}\). Setting \(D=\widehat{W}\left(\boldsymbol{\alpha}_{\circ}\right)\) and \(\widehat{D}=\widehat{W}(\widehat{\boldsymbol{\alpha}})-\) \(\widehat{W}\left(\boldsymbol{\alpha}_{\circ}\right)\), Lemma 5.7 implies that \(K=\operatorname{rank}\left(\widehat{W}\left(\boldsymbol{\alpha}_{\circ}\right)\right) \leq \operatorname{rank}(\widehat{W}(\widehat{\boldsymbol{\alpha}}))\). Because of (5.3), \(\widehat{W}(\widehat{\boldsymbol{\alpha}}) \in \mathbb{R}^{K \times K}\) meaning that \(\operatorname{rank}(\widehat{W}(\widehat{\boldsymbol{\alpha}}))=K\). Since \(\widehat{W}(\boldsymbol{\alpha})\) is PSD by construction, \(\operatorname{rank}(\widehat{W}(\widehat{\boldsymbol{\alpha}}))=K\) implies that \(\widehat{W}(\widehat{\boldsymbol{\alpha}})\) is PD.

Lemma 5.8 implies that the positive definiteness of \(\widehat{W}(\boldsymbol{\alpha})\) is locally preserved near \(\boldsymbol{\alpha}_{\circ}\). Now, we can prove our main convergence result.

ThEOREM 5.9 (convergence of GN (linear systems)). Let \(\boldsymbol{\alpha}_{\circ} \in \mathbb{R}^{K}\) be such that the matrices \(A\left(\boldsymbol{\alpha}_{\circ}\right) \in \mathbb{R}^{N \times N}, B \in \mathbb{R}^{N \times M}\) and \(C \in \mathbb{R}^{P \times N}\) satisfy \(\operatorname{rank}\left(\mathcal{O}_{N}^{\circ}\right)\). \(\operatorname{rank}\left(\mathcal{C}_{N}^{\circ}\right)=N^{2} . \operatorname{Let}\left(\boldsymbol{\epsilon}^{m}\right)_{m=1}^{K} \subset E_{\text {ad }}\) be a set of controls generated by Algorithm 4.1. Finally, let \(\widehat{\sigma}_{K}\) be the \(K\)-th (smallest) singular value of \(\widehat{W}_{\circ}\) defined in (4.6). Then there exists \(\delta=\delta\left(\widehat{\sigma}_{K}\right)>0\) such that if \(\boldsymbol{\alpha}_{\star} \in \mathbb{R}^{K}\) satisfies \(\left\|\boldsymbol{\alpha}_{\star}-\boldsymbol{\alpha}_{\circ}\right\|<\delta\), then \(G N\) method for the problem
\[
\begin{equation*}
\min _{\boldsymbol{\alpha} \in \mathbb{R}^{K}} \frac{1}{2} \sum_{m=1}^{K}\left\|C \boldsymbol{y}\left(A\left(\boldsymbol{\alpha}_{\star}\right), \boldsymbol{\epsilon}^{m} ; T\right)-C \boldsymbol{y}\left(A(\boldsymbol{\alpha}), \boldsymbol{\epsilon}^{m} ; T\right)\right\|_{2}^{2} \tag{5.5}
\end{equation*}
\]
initialized with \(\boldsymbol{\alpha}_{\circ}\), converges to \(\boldsymbol{\alpha}_{j}=\boldsymbol{\alpha}_{\star, j}, j=1, \ldots, K\).
Proof. Theorem 5.6 guarantees that \(\widehat{W}_{\circ}\) is PD and hence \(\widehat{\sigma}_{K}>0\). Thus, by Lemma 5.8 there exists \(\delta=\delta\left(\widehat{\sigma}_{K}\right)>0\) such that, for \(\boldsymbol{\alpha} \in \mathbb{R}^{K}\) with \(\left\|\boldsymbol{\alpha}-\boldsymbol{\alpha}_{\circ}\right\|_{2}<\delta\), the matrix \(\widehat{W}(\boldsymbol{\alpha})\) is also PD. Moreover, we know from section 3 that \(\widehat{W}\left(\boldsymbol{\alpha}_{c}\right)\) is the GN matrix for the iterate \(\boldsymbol{\alpha}_{c} \in \mathbb{R}^{K}\) of GN for (3.3). Analogously to the proof of Lemma 5.8, one can also show that the functions \(R_{m}(\boldsymbol{\alpha})\), defined in (3.4), are Lipschitz continuously differentiable in \(\boldsymbol{\alpha}\) for all \(m \in\{1, \ldots, K\}\). Hence, if \(\left\|\boldsymbol{\alpha}_{\star}-\boldsymbol{\alpha}_{\circ}\right\|<\delta\), then the result follows by Lemma 3.1.
5.3. Local uniqueness of solutions. Theorem 5.9 says that GN converges to \(\boldsymbol{\alpha}_{\star}\) if an appropriate initialization vector \(\boldsymbol{\alpha}_{\circ}\) is used. However, in the linear case corresponding to (5.1) we can specify the local properties of problem (3.3) around the solution \(\boldsymbol{\alpha}_{\star}\). To this end, we start by rewriting the cost function in a matrix form.

Lemma 5.10 (online identification problem in matrix form (linear systems)). Problem (3.3) is equivalent to
\[
\begin{equation*}
\min _{\boldsymbol{\alpha} \in \mathbb{R}^{K}} \frac{1}{2}\left\langle\boldsymbol{\alpha}_{\star}-\boldsymbol{\alpha}, \widetilde{W}\left(\boldsymbol{\alpha}_{\star}, \boldsymbol{\alpha}\right)\left(\boldsymbol{\alpha}_{\star}-\boldsymbol{\alpha}\right)\right\rangle \tag{5.6}
\end{equation*}
\]
where \(\widetilde{W}\left(\boldsymbol{\alpha}_{\star}, \boldsymbol{\alpha}\right) \in \mathbb{R}^{K \times K}\) is defined as \({ }^{2}\)
\[
\begin{equation*}
\widetilde{W}\left(\boldsymbol{\alpha}_{\star}, \boldsymbol{\alpha}\right):=\sum_{m=1}^{K} W\left(\boldsymbol{\alpha}_{\star}, \boldsymbol{\alpha}, \boldsymbol{\epsilon}^{m}\right) \tag{5.7}
\end{equation*}
\]
with \(W\left(\boldsymbol{\alpha}_{\star}, \boldsymbol{\alpha}, \boldsymbol{\epsilon}^{m}\right) \in \mathbb{R}^{K \times K}\) given by
\[
\begin{align*}
{\left[W\left(\boldsymbol{\alpha}_{\star}, \boldsymbol{\alpha}, \boldsymbol{\epsilon}^{m}\right)\right]_{i, j} } & :=\left\langle\boldsymbol{\gamma}_{i}\left(\boldsymbol{\alpha}_{\star}, \boldsymbol{\alpha}, \boldsymbol{\epsilon}^{m}\right), \boldsymbol{\gamma}_{j}\left(\boldsymbol{\alpha}_{\star}, \boldsymbol{\alpha}, \boldsymbol{\epsilon}^{m}\right)\right\rangle, \quad i, j \in\{1, \ldots, K\}  \tag{5.8}\\
\boldsymbol{\gamma}_{j}\left(\boldsymbol{\alpha}_{\star}, \boldsymbol{\alpha}, \boldsymbol{\epsilon}^{m}\right) & :=\int_{0}^{T} C e^{(T-s) A\left(\boldsymbol{\alpha}_{\star}\right)} A_{j} \boldsymbol{y}\left(A(\boldsymbol{\alpha}), \boldsymbol{\epsilon}^{m} ; s\right) d s, \quad j \in\{1, \ldots, K\} \tag{5.9}
\end{align*}
\]

Proof. Let \(J(\boldsymbol{\alpha}):=\frac{1}{2} \sum_{m=1}^{K}\left\|C \boldsymbol{y}\left(A_{\star}, \boldsymbol{\epsilon}^{m} ; T\right)-C \boldsymbol{y}\left(A(\boldsymbol{\alpha}), \boldsymbol{\epsilon}^{m} ; T\right)\right\|_{2}^{2}\). For \(t \in[0, T]\) and \(m \in\{1, \ldots, K\}\) define \(\Delta \boldsymbol{y}_{m}(t):=\boldsymbol{y}\left(A_{\star}, \boldsymbol{\epsilon}^{m} ; t\right)-\boldsymbol{y}\left(A(\boldsymbol{\alpha}), \boldsymbol{\epsilon}^{m} ; t\right)\). Then we have
\[
\begin{aligned}
\dot{\Delta} \boldsymbol{y}_{m}(t) & =A\left(\boldsymbol{\alpha}_{\star}\right) \boldsymbol{y}\left(A_{\star}, \boldsymbol{\epsilon}^{m} ; t\right)+B \boldsymbol{\epsilon}^{m}(t)-A(\boldsymbol{\alpha}) \boldsymbol{y}\left(A(\boldsymbol{\alpha}), \boldsymbol{\epsilon}^{m} ; t\right)-B \boldsymbol{\epsilon}^{m}(t) \\
& =A\left(\boldsymbol{\alpha}_{\star}\right) \Delta \boldsymbol{y}_{m}(t)+A\left(\boldsymbol{\alpha}_{\star}-\boldsymbol{\alpha}\right) \boldsymbol{y}\left(A(\boldsymbol{\alpha}), \boldsymbol{\epsilon}^{m} ; t\right),
\end{aligned}
\]
whose solution at time \(T\) is given by
\[
\Delta \boldsymbol{y}_{m}(T)=\int_{0}^{T} e^{(T-s) A\left(\boldsymbol{\alpha}_{\star}\right)}\left[A\left(\boldsymbol{\alpha}_{\star}-\boldsymbol{\alpha}\right) \boldsymbol{y}\left(A(\boldsymbol{\alpha}), \boldsymbol{\epsilon}^{m} ; s\right)\right] d s
\]

Thus, recalling \(A(\boldsymbol{\alpha})=\sum_{j=1}^{K} \boldsymbol{\alpha}_{j} A_{j}\), the function \(J(\boldsymbol{\alpha})\) can be written as
\[
\begin{aligned}
J(\boldsymbol{\alpha}) & =\frac{1}{2} \sum_{m=1}^{K}\left\|\int_{0}^{T} C e^{(T-s) A\left(\boldsymbol{\alpha}_{\star}\right)}\left(\sum_{j=1}^{K}\left(\boldsymbol{\alpha}_{\star, j}-\boldsymbol{\alpha}_{j}\right) A_{k}\right) \boldsymbol{y}\left(A(\boldsymbol{\alpha}), \boldsymbol{\epsilon}^{m} ; s\right) d s\right\|_{2}^{2} \\
& \stackrel{(5.9)}{=} \frac{1}{2} \sum_{m=1}^{K} \sum_{i=1}^{K} \sum_{j=1}^{K}\left(\boldsymbol{\alpha}_{\star, i}-\boldsymbol{\alpha}_{i}\right)\left(\boldsymbol{\alpha}_{\star, j}-\boldsymbol{\alpha}_{j}\right)\left\langle\boldsymbol{\gamma}_{i}\left(\boldsymbol{\alpha}_{\star}, \boldsymbol{\alpha}, \boldsymbol{\epsilon}^{m}\right), \boldsymbol{\gamma}_{j}\left(\boldsymbol{\alpha}_{\star}, \boldsymbol{\alpha}, \boldsymbol{\epsilon}^{m}\right)\right\rangle \\
& \stackrel{(5.8)}{=} \frac{1}{2}\left\langle\boldsymbol{\alpha}_{\star}-\boldsymbol{\alpha}, \sum_{m=1}^{K} W\left(\boldsymbol{\alpha}_{\star}, \boldsymbol{\alpha}, \boldsymbol{\epsilon}^{m}\right)\left(\boldsymbol{\alpha}_{\star}-\boldsymbol{\alpha}\right)\right\rangle=\frac{1}{2}\left\langle\boldsymbol{\alpha}_{\star}-\boldsymbol{\alpha}, \widetilde{W}\left(\boldsymbol{\alpha}_{\star}, \boldsymbol{\alpha}\right)\left(\boldsymbol{\alpha}_{\star}-\boldsymbol{\alpha}\right)\right\rangle .
\end{aligned}
\]

Now, the set of global solutions to problem (5.6) is given by \(\mathcal{S}_{\text {global }}:=\left\{\boldsymbol{\alpha} \in \mathbb{R}^{K}\right.\) : \(\left.\left(\boldsymbol{\alpha}_{\star}-\boldsymbol{\alpha}\right) \in \operatorname{ker} \widetilde{W}\left(\boldsymbol{\alpha}_{\star}, \boldsymbol{\alpha}\right)\right\}\). Since \(\widetilde{W}\left(\boldsymbol{\alpha}_{\star}, \boldsymbol{\alpha}\right)\) is symmetric PSD, (5.6) is locally uniquely solvable if and only if \(\widetilde{W}\left(\boldsymbol{\alpha}_{\star}, \boldsymbol{\alpha}\right)\) is PD for \(\boldsymbol{\alpha}\) close to \(\boldsymbol{\alpha}_{\star}\). Now, assume that the system

\footnotetext{
\({ }^{2}\) Notice that the notations (5.3) and (5.7) are related in the sense that \(\widetilde{W}(\boldsymbol{\alpha}, \boldsymbol{\alpha})=\widehat{W}(\boldsymbol{\alpha})\).
}
is fully observable and controllable, meaning that \(\mathcal{R}=N^{2}\). Theorem 5.9 guarantees that Algorithm 4.1 computes \(\left(\boldsymbol{\epsilon}_{m}\right)_{m=1}^{N^{2}}\) such that \(\widehat{W}\left(\boldsymbol{\alpha}_{\star}\right)=\widetilde{W}\left(\boldsymbol{\alpha}_{\star}, \boldsymbol{\alpha}_{\star}\right)\) is PD , if \(\boldsymbol{\alpha}_{\star}\) is close enough to the estimate \(\boldsymbol{\alpha}_{0}\). Similar to the proof of Lemma 5.8 , one can prove that \(\widetilde{W}\left(\boldsymbol{\alpha}_{\star}, \boldsymbol{\alpha}\right)\) is continuous in \(\boldsymbol{\alpha}\). Hence, we obtain that if the matrix \(\widetilde{W}\left(\boldsymbol{\alpha}_{\star}, \boldsymbol{\alpha}_{\star}\right)\) is PD , then the same is true for \(\widetilde{W}\left(\boldsymbol{\alpha}_{\star}, \boldsymbol{\alpha}\right)\), when \(\boldsymbol{\alpha}\) is close to \(\boldsymbol{\alpha}_{\star}\), which implies that (5.6) is locally uniquely solvable with \(\boldsymbol{\alpha}=\boldsymbol{\alpha}_{\star}\).
6. Bilinear reconstruction problem. In this section, we extend the results of section 5 to the case of skew-symmetric bilinear systems. We consider (3.1) with a right-hand side \(f(A, \boldsymbol{y}, \epsilon)=(A+\epsilon B) \boldsymbol{y}\), that is
\[
\begin{equation*}
\dot{\boldsymbol{y}}(t)=\left(A_{\star}+\epsilon(t) B\right) \boldsymbol{y}(t), t \in(0, T], \quad \boldsymbol{y}(0)=\boldsymbol{y}^{0} \tag{6.1}
\end{equation*}
\]
where \(B \in \mathfrak{s o}(N)\) is a given skew-symmetric matrix for \(N \in \mathbb{N}^{+}\), the initial state is \(\boldsymbol{y}^{0} \in \mathbb{R}^{N}\), and \(\epsilon \in E_{a d} \subset L^{2}(0, T ; \mathbb{R})\) denotes a control function belonging to \(E_{a d}\), a nonempty, closed, convex and bounded subset of \(L^{2}(0, T ; \mathbb{R})\) that contains \(\epsilon \equiv 0\) as an interior point. The matrix \(A_{\star} \in \mathfrak{s o}(N)\) is unknown and assumed to lie in the space spanned by a set of linearly independent matrices \(\mathcal{A}=\left\{A_{1}, \ldots, A_{K}\right\} \subset \mathbb{R}^{N \times N}, 1 \leq\) \(K \leq N^{2}\), and we write \(A_{\star}=\sum_{j=1}^{K} \boldsymbol{\alpha}_{\star, j} A_{j}=: A\left(\boldsymbol{\alpha}_{\star}\right)\). Notice that, since the matrices \(A_{\star}\) and \(B\) are skew-symmetric, system (6.1) is norm preserving, i.e. \(\|\boldsymbol{y}(t)\|_{2}=\left\|\boldsymbol{y}^{0}\right\|_{2}\) for all \(t \in[0, T] .{ }^{3}\)

To identify the true matrix \(A_{\star}\), one can consider a set of control functions \(\left(\epsilon^{m}\right)_{m=1}^{K} \subset E_{a d}\) and use it experimentally to obtain the data \(\left(\boldsymbol{\varphi}_{\text {data }}^{\star}\left(\epsilon^{m}\right)\right)_{m=1}^{K} \subset \mathbb{R}^{P}\), as defined in (3.2). The unknown vector \(\boldsymbol{\alpha}_{\star}\) is then obtained by solving the problem
\[
\begin{equation*}
\min _{\boldsymbol{\alpha} \in \mathbb{R}^{K}} \frac{1}{2} \sum_{m=1}^{K}\left\|\boldsymbol{\varphi}_{\text {data }}^{\star}\left(\epsilon^{m}\right)-C \boldsymbol{y}\left(A(\boldsymbol{\alpha}), \epsilon^{m} ; T\right)\right\|_{2}^{2} \tag{6.2}
\end{equation*}
\]

We assume to be provided with a known estimate \(\boldsymbol{\alpha}_{\circ}\) of \(\boldsymbol{\alpha}_{\star}\). For this estimate, we can derive the linearized state equation
\[
\left\{\begin{array}{l}
\dot{\delta \boldsymbol{y}_{\circ}}(t)=\left(A_{\circ}+\epsilon(t) B\right) \delta \boldsymbol{y}_{\circ}(t)+\sum_{j=1}^{K} \delta \boldsymbol{\alpha}_{j} A_{j} \boldsymbol{y}_{\circ}(t), \quad t \in(0, T], \quad \delta \boldsymbol{y}_{\circ}(0)=0,  \tag{6.3}\\
\dot{\boldsymbol{y}}_{\circ}(t)=\left(A_{\circ}+\epsilon(t) B\right) \boldsymbol{y}_{\circ}(t), \quad t \in(0, T], \quad \boldsymbol{y}_{\circ}(0)=\boldsymbol{y}^{0},
\end{array}\right.
\]
where \(A_{\circ}:=A\left(\boldsymbol{\alpha}_{\circ}\right)\). Denoting by \(\delta \boldsymbol{y}_{\circ}(A(\delta \boldsymbol{\alpha}), \epsilon ; t)\) the solution of (6.3) at time \(t \in\) \([0, T]\), the GN matrix \(\widehat{W}_{\circ}\) is defined as in (4.6), and LGR is detailed in Algorithm 4.1.

Let us recall the following definition and result from [10, Corollary 4.11].
Definition \& Lemma 6.1 (Controllability of skew-symmetric bilinear systems). Consider a system of the form
\[
\begin{equation*}
\dot{\boldsymbol{y}}(t)=\left(A_{\circ}+\epsilon(t) B\right) \boldsymbol{y}(t), \quad \boldsymbol{y}(0)=\boldsymbol{y}^{0}, \tag{6.4}
\end{equation*}
\]
where \(A_{0}, B \in \mathfrak{s o}(N)\). System (6.4) is said to be controllable if for any final state \(\boldsymbol{y}^{f}\) that lies on the sphere of radius \(\left\|\boldsymbol{y}^{0}\right\|_{2}\) there exists a control \(\epsilon(t)\) that transfers \(\boldsymbol{y}^{0}\) to \(\boldsymbol{y}^{f}\). Furthermore, if the Lie algebra \(L=\operatorname{Lie}\left\{A_{\circ}, B\right\} \subset \mathfrak{s o}(N)\), generated by the matrices \(A_{\circ}\) and \(\underset{\tilde{t}}{ }\), has dimension \(\frac{N(N-1)}{2}\), then there exists a constant \(\tilde{t} \geq 0\) such that for any \(T \geq \tilde{t}\) controllability of (6.4) holds.

\footnotetext{
\({ }^{3}\) To see this, we observe that \(\frac{1}{2} \frac{d}{d t}\|\boldsymbol{y}(t)\|_{2}^{2}=\langle\boldsymbol{y}(t), \dot{\boldsymbol{y}}(t)\rangle=\left\langle\boldsymbol{y}(t),\left(A_{\star}+\epsilon(t) B\right) \boldsymbol{y}(t)\right\rangle=0\).
}

As in section 5, we also need to make some assumptions on the observability of the linearized equation in (6.3). However, recalling the proof of Lemma 5.5, these assumptions are only required to prove the existence of a control function that guarantees a positive cost function value in the splitting step. If we assume this function to be constant, at least on a subinterval of \([0, T]\), then we get a system of the form
\[
\begin{equation*}
\dot{\delta \boldsymbol{y}_{\circ}}(t)=\left(A_{\circ}+c B\right) \delta \boldsymbol{y}_{\circ}(t)+A(\delta \boldsymbol{\alpha}) \boldsymbol{y}_{\circ}(t), \tag{6.5}
\end{equation*}
\]
for a scalar \(c \in \mathbb{R}\). In this case, system (6.5) is again a linear system, for which observability is defined in Definition 5.2. Hence, the observability matrix is \(\mathcal{O}_{N}\left(C, A_{\circ}+c B\right)\). Let us state our assumptions on controllability and observability of (6.4) and (6.5).

Assumption 6.2. Let the matrices \(A_{\circ}, B\) and \(C\) be such that the following conditions are satisfied.
1. The Lie algebra \(L=\operatorname{Lie}\left\{A_{\circ}, B\right\} \subset \mathfrak{s o}(N)\), generated by the matrices \(A_{\circ}\) and \(B\), has dimension \(\frac{N(N-1)}{2}\).
2. The final time \(T>0\) is sufficiently large, such that the controllability result from Lemma 6.1 holds.
3. There exists \(c \in \mathbb{R}\) such that system (6.5) is observable, i.e. the observability matrix \(\mathcal{O}_{N}\left(C, A_{\circ}+c B\right)\) has full rank.
In addition, let the set of admissible controls \(E_{a d} \subset L^{2}(0, T ; \mathbb{R})\) be chosen such that the controllability result from Lemma 6.1 holds, and such that \(\epsilon \equiv c\) is an interior point of \(E_{\text {ad }}\) for the constant \(c \in \mathbb{R}\) mentioned above.

Remark 6.3. The analysis presented in the following sections can be applied to the case where the matrix \(A=A_{\star}\) is assumed to be known and \(B=B(\boldsymbol{\alpha}):=\sum_{j=1}^{K} \boldsymbol{\alpha}_{j} B_{j}\) is unknown and to be identified. The main differences in the case of the identification of \(B\) is that the state equation is linearized around an initial guess \(B_{0}\), leading to
\[
\left\{\begin{array}{l}
\dot{\delta \boldsymbol{y}_{\circ}}(t)=\left(A+\epsilon(t) B_{\circ}\right) \delta \boldsymbol{y}_{\circ}(t)+\sum_{j=1}^{K} \delta \boldsymbol{\alpha}_{j} \epsilon(t) B_{j} \boldsymbol{y}_{\circ}(t), \quad t \in(0, T], \quad \delta \boldsymbol{y}_{\circ}(0)=0, \\
\dot{\boldsymbol{y}_{\circ}(t)=\left(A+\epsilon(t) B_{\circ}\right) \boldsymbol{y}_{\circ}(t), \quad t \in(0, T], \quad \boldsymbol{y}_{\circ}(0)=\boldsymbol{y}^{0} .}
\end{array}\right.
\]

Assumption 6.2 would be the same, only with \(A\) instead of \(A_{\circ}\) and \(B_{\circ}\) instead of \(B\). Notice that, in this case, we also cover Schrödinger-type systems of the form
\[
i \dot{\boldsymbol{\psi}}(t)=\left(H+\epsilon(t) \mu_{\star}\right) \boldsymbol{\psi}(t), t \in(0, T], \quad \boldsymbol{\psi}(0)=\boldsymbol{\psi}^{0}
\]
as considered in [30], for Hermitian matrices \(H, \mu_{\star} \in \mathbb{C}^{N \times N}\). This can be seen by writing \(\boldsymbol{\psi}=\boldsymbol{\psi}_{R}+i \boldsymbol{\psi}_{I}, \boldsymbol{\psi}^{0}=\boldsymbol{\psi}_{R}^{0}+i \boldsymbol{\psi}_{I}^{0}, H=H_{R}+i H_{I}\) and \(\mu_{\star}=\mu_{\star, R}+i \mu_{\star, I}\), to get
\[
\dot{\boldsymbol{y}}(t)=(\underbrace{\left[\begin{array}{cc}
H_{I} & H_{R}  \tag{6.6}\\
-H_{R} & H_{I}
\end{array}\right]}_{=: A}+\epsilon(t) \underbrace{\left[\begin{array}{cc}
\mu_{\star, I} & \mu_{\star, R} \\
-\mu_{\star, R} & \mu_{\star, I}
\end{array}\right]}_{:=B_{\star}}) \boldsymbol{y}(t)
\]
for \(\boldsymbol{y}(t):=\left[\begin{array}{ll}\psi_{R}(t) & \psi_{I}(t)\end{array}\right]^{\top}\) and skew-symmetric matrices \(A, B_{\star} \in \mathbb{R}^{N \times N}\) (compare also [10, Section 2.12.2]).
6.1. Analysis for skew-symmetric bilinear systems. We show in this section that Assumption 6.2 is a sufficient condition for the GN matrix \(\widehat{W}_{\circ}\), defined as in (4.6), to be PD if the controls generated by Algorithm 4.1 are used. The idea of the analysis is similar to the one considered in section 5, meaning that we first have to show the existence of a control that makes the cost function of (4.5) strictly positive.

Lemma 6.4 (GR initialization and splitting steps (bilinear systems)). Let the matrices \(A_{\circ}, B\) and \(C\) satisfy Assumption 6.2. Let \(\widetilde{A} \in \operatorname{span}(\mathcal{A})\) be an arbitrary matrix. If \(T>0\) is sufficiently large, then any solution \(\tilde{\epsilon}\) to the problem
\[
\begin{aligned}
\max _{\epsilon \in E_{a d}} \| & \left\|\delta \boldsymbol{y}_{\circ}(\widetilde{A}, \epsilon ; T)\right\|_{2}^{2}, \\
\text { s.t. } \quad \dot{\delta \boldsymbol{y}_{\circ}}(t) & =\left(A_{\circ}+\epsilon(t) B\right) \delta \boldsymbol{y}_{\circ}(t)+\widetilde{A} \boldsymbol{y}_{\circ}(t), \quad \delta \boldsymbol{y}_{\circ}(0)=0, \\
\dot{\boldsymbol{y}}_{\circ}(t) & =\left(A_{\circ}+\epsilon(t) B\right) \boldsymbol{y}_{\circ}(t), \quad \boldsymbol{y}_{\circ}(0)=\boldsymbol{y}^{0},
\end{aligned}
\]
\[
\text { satisfies }\left\|C \delta \boldsymbol{y}_{\circ}(\widetilde{A}, \widetilde{\epsilon} ; T)\right\|_{2}^{2}>0
\]

Proof. It is sufficient to show that there exists a control \(\widehat{\epsilon}_{c} \in E_{a d}\) such that \(C \delta \boldsymbol{y}_{\circ}\left(\widetilde{A}, \widehat{\epsilon}_{c} ; T\right) \neq 0\) for \(T\) sufficiently large. Let us define \(\widehat{\epsilon}_{c}\) as
\[
\widehat{\epsilon}_{c}(s):= \begin{cases}\widehat{\epsilon}(s), & \text { for } 0 \leq s \leq \widehat{t}, \\ c, & \text { for } \widehat{t}<s \leq T,\end{cases}
\]
where \(c \in \mathbb{R}, \widehat{\epsilon} \in E_{a d}, T>0\) and \(\widehat{t} \in(0, T)\) are to be chosen. Since \(\widetilde{A} \neq 0\), there exists \(\boldsymbol{v} \in \mathbb{R}^{N},\|\boldsymbol{v}\|_{2}=\left\|\boldsymbol{y}^{0}\right\|_{2}\) such that \(\widetilde{A} \boldsymbol{v} \neq 0\). By the first and second part of Assumption 6.2, we know that (6.4) is controllable on the sphere of radius \(\left\|\boldsymbol{y}^{0}\right\|_{2}\), meaning that there exist \(\widehat{t}>0\) and \(\widehat{\epsilon} \in E_{\text {ad }}\) such that \(\boldsymbol{y}_{\circ}(\widetilde{A}, \widehat{\epsilon} ; \widehat{t})=\boldsymbol{v}\). Defining \(A_{c}:=A_{\circ}+c B\), we notice that \(f_{\boldsymbol{v}}(t):=\widetilde{A} e^{t A_{c}} \boldsymbol{v}\) is analytic in \(t\), and since \(f_{\boldsymbol{v}}(0)=\widetilde{A} \boldsymbol{v} \neq 0\), it is not equal to zero everywhere and therefore has only isolated roots, see, e.g., [31, Theorem 10.18]. Recalling that exponential matrices are always invertible (see, e.g., [24, Theorem 2.6.38]), we obtain that there exists \(t_{1}>0\) such that \(e^{-t_{1}\left(A_{c}\right)} \widetilde{A} e^{\left(t_{1}-\overparen{t}\right) A_{c}} \boldsymbol{v} \neq 0\). By defining \(\boldsymbol{w}:=\delta \boldsymbol{y}_{0}(\widetilde{A}, \widehat{\epsilon} ; \widehat{t})\) and \(\boldsymbol{g}(t):=\int_{\widehat{t}}^{t} e^{-s\left(A_{c}\right)} \widetilde{A} e^{(s-\overparen{t}) A_{c}} \boldsymbol{v} d s+e^{-\overparen{t} A_{c}} \boldsymbol{w}\), we observe that \(\frac{d \boldsymbol{g}\left(t_{1}\right)}{d t}=e^{-t_{1}\left(A_{c}\right)} \widetilde{A} e^{\left(t_{1}-\tilde{t}\right) A_{c}} \boldsymbol{v} \neq 0\). Since \(\frac{d \boldsymbol{g}(t)}{d t}\) is analytic in \(t\), the same holds for \(\boldsymbol{g}(t),{ }^{4}\) and since \(\frac{d \boldsymbol{g}\left(t_{1}\right)}{d t} \neq 0\) we obtain that \(\boldsymbol{g}(t)\) has only isolated roots. Notice that
\[
e^{-t A_{c}} \delta \boldsymbol{y}\left(\widetilde{A}, \widehat{\epsilon}_{c} ; t\right)=e^{-t A_{c}} \int_{\hat{t}}^{t} e^{(t-s)\left(A_{c}\right)} \widetilde{A} e^{(s-\widehat{t}) A_{c}} \boldsymbol{v} d s+e^{(t-\widehat{t}) A_{c}} \boldsymbol{w}=\boldsymbol{g}(t),
\]
for \(t>\widehat{t}\). Thus, it remains to show that there exists \(T>\hat{t}\) such that \(C e^{T A_{c}} \boldsymbol{g}(T) \neq 0\). Assumption 6.2 guarantees that there exists \(c \in \mathbb{R}\) such that the observability matrix \(\mathcal{O}_{N}\left(C, A_{\circ}+c B\right)\) has full rank. Hence, for any \(\boldsymbol{u} \in \mathbb{R}^{N} \backslash\{0\}\) there exists a \(t_{\boldsymbol{u}}>\hat{t}\) such that \(C e^{t_{\boldsymbol{u}} A_{c}} \boldsymbol{u} \neq 0\). Since \(t \mapsto C e^{t A_{c}} \boldsymbol{u}\) is analytic in \(t, C e^{t_{\boldsymbol{u}} A_{c}} \boldsymbol{u} \neq 0\) implies that it has only isolated roots. Thus, for \(t>\widehat{t}, t \mapsto C e^{t A_{c}} \boldsymbol{g}(t)\) is the composition of two analytic functions which both have only isolated roots, and is therefore also analytic with isolated roots. Hence, there exists \(T>\widehat{t}\) such that \(C \delta \boldsymbol{y}\left(\widetilde{A}, \widehat{\epsilon}_{c} ; T\right)=C e^{T A_{c}} \boldsymbol{g}(T) \neq 0 . \square\)

Now, we can prove our main result, whose proof is the same as the one of Theorem 5.6, in which Lemma 6.4 has to be used instead of Lemma 5.5.

Theorem 6.5 (positive definiteness of the GN matrix \(\widehat{W}\) 。(bilinear systems)). Let \(\boldsymbol{\alpha}_{\circ} \in \mathbb{R}^{K}\) be such that the matrices \(A\left(\boldsymbol{\alpha}_{\circ}\right), B \in \mathfrak{s o}(N)\) and \(C \in \mathbb{R}^{P \times N}\) satisfy Assumption 6.2. For \(K \leq N^{2}\), let \(\mathcal{A}=\left\{A_{1}, \ldots, A_{K}\right\} \subset \mathfrak{s o}(N)\) be a set of linearly independent matrices such that \(A_{\star} \in \operatorname{span} \mathcal{A}\), and let \(\left\{\epsilon^{1}, \ldots, \epsilon^{K}\right\} \subset E_{\text {ad }}\) be controls generated by Algorithm 4.1. Then the GN matrix \(\widehat{W}_{0}\), defined in (4.6), is PD.

\footnotetext{
\({ }^{4}\) This follows directly from the fundamental theorem of calculus.
}
6.2. Positive definiteness of the GN matrix. As in section 5.2, we show that if the GN matrix in \(\boldsymbol{\alpha}_{\circ}\) is PD, then the same is true locally, for all iterates \(\boldsymbol{\alpha}_{c}\) of GN. We start by writing the matrix \(\widehat{W}(\boldsymbol{\alpha})\) as a function of \(\boldsymbol{\alpha}\) :
\[
\begin{equation*}
[\widehat{W}(\boldsymbol{\alpha})]_{i, j}:=\sum_{m=1}^{K}\left\langle C \delta \boldsymbol{y}\left(\boldsymbol{\alpha}, A_{i}, \epsilon^{m} ; T\right), C \delta \boldsymbol{y}\left(\boldsymbol{\alpha}, A_{j}, \epsilon^{m} ; T\right)\right\rangle, \quad i, j \in\{1, \ldots, K\} \tag{6.7}
\end{equation*}
\]
where \(\delta \boldsymbol{y}(\boldsymbol{\alpha}, \widehat{A}, \epsilon ; T)\) denotes the solution at time \(T\) of
\[
\left\{\begin{array}{l}
\dot{\delta} \boldsymbol{y}(t)=(A(\boldsymbol{\alpha})+\epsilon(t) B) \delta \boldsymbol{y}(t)+\widehat{A} \boldsymbol{y}(t), \quad \delta \boldsymbol{y}(0)=0  \tag{6.8}\\
\dot{\boldsymbol{y}}(t)=(A(\boldsymbol{\alpha})+\epsilon(t) B) \boldsymbol{y}(t), \quad \boldsymbol{y}(0)=\boldsymbol{y}^{0}
\end{array}\right.
\]

Now, we want to prove the same positive definiteness result of in Lemma 5.8.
Lemma 6.6 (positive definiteness of \(\widehat{W}_{\circ}\) (bilinear systems)). Let \(\widehat{W}_{\circ}\), defined in (4.6), be \(P D\) and denote by \(\sigma_{K}^{\circ}>0\) the smallest singular value of \(\widehat{W}_{\circ}\). Then, there exists \(\delta:=\delta\left(\sigma_{K}^{\circ}\right)>0\) such that for any \(\boldsymbol{\alpha} \in \mathbb{R}^{K}\) with \(\left\|\boldsymbol{\alpha}-\boldsymbol{\alpha}_{\circ}\right\|_{2}<\delta\), the matrix \(\widehat{W}(\boldsymbol{\alpha})\), defined as in (6.7), is also PD.

Proof. Recalling the proof of Lemma 5.8, it is sufficient to show that the solution \(\delta \boldsymbol{y}(\boldsymbol{\alpha}, \widehat{A}, \epsilon ; T)\) of (6.8) is continuous in \(\boldsymbol{\alpha}\). By [10, Proposition 3.26], \({ }^{5}\) we obtain continuity of the map \(\boldsymbol{\alpha} \mapsto \boldsymbol{y}(A(\boldsymbol{\alpha}), \epsilon ; T)\) and analogously the continuity of \(\boldsymbol{\alpha} \mapsto \delta \boldsymbol{y}(\boldsymbol{\alpha}, \widehat{A}, \epsilon ; T) . \square\) Using the result from Lemma 6.6, we can directly prove our main result.

THEOREM 6.7 (convergence of GN (bilinear systems)). Let \(\boldsymbol{\alpha}_{\circ} \in \mathbb{R}^{K}\) be such that the matrices \(A\left(\boldsymbol{\alpha}_{\circ}\right), B\) and \(C\) satisfy Assumption 6.2, and let \(\left(\epsilon^{m}\right)_{m=1}^{K} \subset E_{\text {ad }}\) be generated by Algorithm 4.1. Denote by \(\widehat{\sigma}_{K}\) the smallest singular value of \(\widehat{W}_{0}\), defined in (4.6). Then there exists \(\delta=\delta\left(\widehat{\sigma}_{K}\right)>0\) such that, if \(\boldsymbol{\alpha}_{\star} \in \mathbb{R}^{K}\) satisfies \(\left\|\boldsymbol{\alpha}_{\star}-\boldsymbol{\alpha}_{\circ}\right\| \leq \delta\), then \(G N\) for the solution (6.2), initialized with \(\boldsymbol{\alpha}_{\circ}\), converges to \(\boldsymbol{\alpha}_{\star}\).

Proof. Theorem 6.5 guarantees that \(\widehat{W}_{\circ}\) is PD, meaning that \(\widehat{\sigma}_{K}>0\). Analogously to the proof of Lemma 6.6, one can also show that the functions \(R_{m}(\boldsymbol{\alpha})\), defined in (3.4), are Lipschitz continuously differentiable in \(\boldsymbol{\alpha}\) for all \(m \in\{1, \ldots, K\}\). Thus, the result follows by Lemma 6.6.
6.3. Local uniqueness of solutions. Let us study the local properties of problem (6.2) around \(\boldsymbol{\alpha}_{\star}\). We use the same approach as in the linear case, and start by rewriting problem (6.2) in a matrix-vector form.

Lemma 6.8 (online identification problem in matrix form (bilinear systems)). Problem (3.3) is equivalent to
\[
\min _{\boldsymbol{\alpha} \in \mathbb{R}^{K}} \frac{1}{2}\left\langle\boldsymbol{\alpha}_{\star}-\boldsymbol{\alpha}, \widetilde{W}\left(\boldsymbol{\alpha}_{\star}, \boldsymbol{\alpha}\right)\left(\boldsymbol{\alpha}_{\star}-\boldsymbol{\alpha}\right)\right\rangle
\]
where \(\widetilde{W}\left(\boldsymbol{\alpha}_{\star}, \boldsymbol{\alpha}\right) \in \mathbb{R}^{K \times K}\) is defined as \(\widetilde{W}\left(\boldsymbol{\alpha}_{\star}, \boldsymbol{\alpha}\right)=\sum_{m=1}^{K} W\left(\boldsymbol{\alpha}_{\star}, \boldsymbol{\alpha}, \epsilon^{m}\right)\) with
\[
\left[W\left(\boldsymbol{\alpha}_{\star}, \boldsymbol{\alpha}, \epsilon^{m}\right)\right]_{i, j}:=\left\langle C \delta \boldsymbol{y}_{m}\left(\boldsymbol{\alpha}_{\star}, \boldsymbol{\alpha}, A_{j} ; T\right), C \delta \boldsymbol{y}_{m}\left(\boldsymbol{\alpha}_{\star}, \boldsymbol{\alpha}, A_{j} ; T\right)\right\rangle
\]
for \(i, j \in\{1, \ldots, K\}\) and where \(C \delta \boldsymbol{y}_{m}\left(\boldsymbol{\alpha}_{\star}, \boldsymbol{\alpha}, A ; T\right)\) is the solution at time \(T\) of
\[
\left\{\begin{array}{l}
\dot{\delta \boldsymbol{y}}(t)=\left(A\left(\boldsymbol{\alpha}_{\star}\right)+\epsilon^{m}(t) B\right) \delta \boldsymbol{y}(t)+A \boldsymbol{y}(t), \quad \delta \boldsymbol{y}(0)=0 \\
\dot{\boldsymbol{y}}(t)=\left(A(\boldsymbol{\alpha})+\epsilon^{m}(t) B\right) \boldsymbol{y}(t), \quad \boldsymbol{y}(0)=\boldsymbol{y}^{0}
\end{array}\right.
\]

\footnotetext{
\({ }^{5}\) This result is a special case of the implicit function theorem; see, e.g., [10, Theorem 3.4].
}
```

Algorithm 7.1 Nonlinear Greedy Reconstruction Algorithm
Require: A set of linearly independent operators $\mathcal{A}=\left\{A_{1}, \ldots, A_{K}\right\}$, an (initial) operator
$A\left(\boldsymbol{\alpha}_{\circ}\right) \in \operatorname{span} \mathcal{A}$ and a family of compact sets $\mathcal{K}_{j} \subset \mathbb{R}^{j}, j=1, \ldots, K-1$.
1: Compute the control $\epsilon^{1}$ by solving

$$
\begin{equation*}
\max _{\boldsymbol{\epsilon} \in E_{a d}}\left\|C \boldsymbol{y}\left(A\left(\boldsymbol{\alpha}_{\circ}\right), \boldsymbol{\epsilon} ; T\right)-C \boldsymbol{y}\left(A\left(\boldsymbol{\alpha}_{\circ}\right)+A_{1}, \boldsymbol{\epsilon} ; T\right)\right\|_{2}^{2} \tag{7.1}
\end{equation*}
$$

(I unified the notation here regarding the OGR Algorithm 7.2 and Assumption 7.6. Before, the $A_{1}$-state was split against the uncontrolled state)
for $k=1, \ldots, K-1$ do Fitting step: $A^{(k)}(\boldsymbol{\beta}):=\sum_{j=1}^{k} \boldsymbol{\beta}_{j} A_{j}$, find $\boldsymbol{\beta}=\left(\boldsymbol{\beta}_{j}^{k}\right)_{j=1, \ldots, k}$ that solves

$$
\begin{equation*}
\min _{\boldsymbol{\beta} \in \mathcal{K}_{k}} \sum_{m=1}^{k}\left\|C \boldsymbol{y}\left(A\left(\boldsymbol{\alpha}_{\circ}\right)+A^{(k)}(\boldsymbol{\beta}), \boldsymbol{\epsilon}^{m} ; T\right)-C \boldsymbol{y}\left(A\left(\boldsymbol{\alpha}_{\circ}\right)+A_{k+1}, \boldsymbol{\epsilon}^{m} ; T\right)\right\|_{2}^{2} . \tag{7.2}
\end{equation*}
$$

4: $\quad$ Splitting step: Find $\boldsymbol{\epsilon}^{k+1}$ that solves

$$
\begin{equation*}
\max _{\boldsymbol{\epsilon} \in E_{a d}}\left\|C \boldsymbol{y}\left(A\left(\boldsymbol{\alpha}_{\circ}\right)+A^{(k)}\left(\boldsymbol{\beta}^{k}\right), \boldsymbol{\epsilon} ; T\right)-C \boldsymbol{y}\left(A\left(\boldsymbol{\alpha}_{\circ}\right)+A_{k+1}, \boldsymbol{\epsilon} ; T\right)\right\|_{2}^{2} . \tag{7.3}
\end{equation*}
$$

end for

```

The proof of Lemma 6.8 is analogous to the one of Lemma 5.10 (for details see the supplementary material [12]). Notice that the notations in (6.7) and Lemma 6.8 are related in the sense that \(\widehat{W}(\boldsymbol{\alpha})=\widetilde{W}(\boldsymbol{\alpha}, \boldsymbol{\alpha})\). Now, proceeding as in Section 5.3 and defining the set of all global solutions \(\mathcal{S}_{\text {global }}:=\left\{\boldsymbol{\alpha} \in \mathbb{R}^{K}:\left(\boldsymbol{\alpha}_{\star}-\boldsymbol{\alpha}\right) \in \operatorname{ker} \widetilde{W}\left(\boldsymbol{\alpha}_{\star}, \boldsymbol{\alpha}\right)\right\}\), we obtain the same local uniqueness of the solution \(\boldsymbol{\alpha}_{\star}\) to (6.2), meaning that if \(\widehat{W}\left(\boldsymbol{\alpha}_{\star}\right)=\widetilde{W}\left(\boldsymbol{\alpha}_{\star}, \boldsymbol{\alpha}_{\star}\right)\) is PD, the same holds for \(\widetilde{W}\left(\boldsymbol{\alpha}_{\star}, \boldsymbol{\alpha}\right)\) when \(\boldsymbol{\alpha}\) is close to \(\boldsymbol{\alpha}_{\star}\).
7. Towards general nonlinear GR algorithms. The LGR algorithm introduced in the previous sections only considers the linearized system. Thus it does not have access to the full (nonlinear) dynamics and can only capture the local characteristics of the considered system. Moreover, as we will show in section 8 , the standard GR algorithm can outperform LGR when \(\boldsymbol{\alpha}_{\circ}\) is far from the solution. However, the analysis of LGR allows us to better understand the local behavior of GR and prove that locally it is capable to construct control functions that guarantee convergence of GN. This analysis is carried out in section 7.1. This is the first analysis of GR algorithms for nonlinear problems. While section 7.1 focuses on GR, we also briefly discuss its optimized version called optimized GR (OGR), introduced in [11], and propose a slight improvement of the original version.
7.1. A local analysis for nonlinear GR algorithms. This section is concerned with general nonlinear systems of the form \(\dot{\boldsymbol{y}}(t)=f\left(A\left(\boldsymbol{\alpha}^{0}\right)+A\left(\delta \alpha_{\star}\right), \boldsymbol{y}(t), \boldsymbol{\epsilon}(t)\right)\) with the goal of reconstructing \(A\left(\delta \alpha_{\star}\right)=A_{\star}-A\left(\boldsymbol{\alpha}^{0}\right)\). Here, the shift of \(A_{\star}\) is considered to perform a local analysis near \(A\left(\boldsymbol{\alpha}^{0}\right)\). The goal is to prove convergence of GN for the controls generated by the GR Algorithm 7.1 using a local analogy to Algorithm 4.1. Notice that there are a few differences between Algorithms 7.1 and 4.1. To derive a local analogy between them, all operators from the set \(\mathcal{A}\) are shifted by \(A\left(\boldsymbol{\alpha}_{\circ}\right)\). Additionally, the fitting step problem (7.2) only minimizes over a compact set \(\mathcal{K}_{k} \subset \mathbb{R}^{k}\). However, this is not restrictive since the set \(\mathcal{K}_{k}\) can be chosen arbitrarily
large. Finally, the initialization problem (7.1) is different from the initialization (4.3). This is due to results obtained in [11] which suggest that one should not simply maximize the state corresponding to the first element \(A_{1}\) in the set, but rather maximize the difference to the state that is observed when no elements from \(\mathcal{A}\) are considered.

We recall that, in order to obtain our main results for Algorithm 4.1, it is sufficient to prove two points. First, that the fitting step identifies the kernel of the submatrix \(\left[\widehat{W}_{\circ}^{(k)}\right]_{[1: k+1,1: k+1]}\). Second, that for the initialization and each splitting step there exists at least one control for which the corresponding cost function is strictly positive (making the submatrix \(\left[\widehat{W}_{\circ}^{(k+1)}\right]_{[1: k+1,1: k+1]} \mathrm{PD}\) ).

To prove the fitting step result, we need some continuity properties of the argmin operator. For this purpose, we introduce the following definition of hemi-continuous set-valued correspondences (see, e.g., [8, Chapter VI,§1]).

Definition 7.1 (hemi-continuity). Let \(X \subset \mathbb{R}\) be an open interval. A set-valued correspondence \(c: X \rightrightarrows \mathbb{R}^{k}\) is called upper hemi-continuous (u.h.c.) if for each \(x_{0} \in X\) and each open set \(G \subset \mathbb{R}^{k}\) with \(c\left(x_{0}\right) \subset G\) there exists a neighborhood \(U\left(x_{0}\right)\) such that \(x \in U\left(x_{0}\right) \Rightarrow c(x) \subset G\), and called lower hemi-continuous (l.h.c.) if for each \(x_{0} \in X\) and each open set \(G \subset \mathbb{R}^{k}\) meeting \(c\left(x_{0}\right)\) there exists a neighborhood \(U\left(x_{0}\right)\) such that \(x \in U\left(x_{0}\right) \Rightarrow c(x) \cap G \neq \emptyset\). Furthermore, \(c: X \rightrightarrows \mathbb{R}^{k}\) is called hemi-continuous if it is u.h.c. and l.h.c.

Using Definition 7.1, we can recall the Berge maximum theorem [2, Theorem 17.31].
Lemma 7.2 (Berge maximum theorem). Let \(X \subset \mathbb{R}\) be an open interval. Let \(J: \mathbb{R}^{k} \times X \rightarrow \mathbb{R}\) be a continuous function and \(\phi: X \rightrightarrows \mathbb{R}^{k}\) be a hemi-continuous, set-valued correspondence such that \(\phi(x)\) is nonempty and compact for any \(x \in X\). Then the correspondence \(c: X \rightrightarrows \mathbb{R}^{k}\) defined by \(c(x):=\arg \min J(z ; x)\) is u.h.c. \(z \in \phi(x)\)
We will also need the following technical lemma.
LEmmA 7.3 (limit of set-valued correspondance). Let \(X \subset \mathbb{R}\) be an open interval with \(0 \in X\), and \(c: X \rightrightarrows \mathbb{R}^{k}\) be a u.h.c. correspondence. If \(c(0)=\{0\}\), then \(\lim _{k \rightarrow \infty} c\left(x_{k}\right)=\{0\}\) for any sequence \(\left\{x_{k}\right\}_{k=1}^{\infty}\) such that \(\lim _{k \rightarrow \infty} x_{k}=0\).

Proof. Consider an arbitrary sequence \(\left\{x_{k}\right\}_{k=1}^{\infty}\) with \(\lim _{k \rightarrow \infty} x_{k}=0\), and let \(c(0)=\{0\}\). It is sufficient to show that for any \(\epsilon>0\) there exists \(n_{\epsilon} \in \mathbb{N}\) such that for all \(k \geq n_{\epsilon}\) we have \(c\left(x_{k}\right) \subset \mathcal{B}_{\epsilon}^{k}(0)\). Let \(\epsilon>0\) and define \(G_{\epsilon}:=\mathcal{B}_{\epsilon}^{k}(0)\). Since \(c(0)=\{0\}\) and \(c\) is u.h.c., there exists a neighborhood \(U_{\epsilon}(0) \subset \mathbb{R}\) such that \(c(x) \subset G_{\epsilon}\) for any \(x \in U_{\epsilon}(0)\). Since \(U_{\epsilon}(0)\) is an open neighborhood of 0 , there exists \(\xi_{\epsilon}>0\) such that \(\left(-\xi_{\epsilon}, \xi_{\epsilon}\right) \subset U_{\epsilon}(0)\). Since \(\lim _{k \rightarrow \infty} x_{k}=0\), there exists \(n_{\epsilon}\) such that for all \(k \geq n_{\epsilon}\) we have \(x_{k} \in\left(-\xi_{\epsilon}, \xi_{\epsilon}\right)\) and hence \(c\left(x_{k}\right) \subset \mathcal{B}_{\epsilon}^{k}(0)\).
To use Lemmas 7.2 and 7.3, we make the following assumptions.
Assumption 7.4. Let \(k \in\{1, \ldots, K-1\}\) and define,
\[
J_{k}\left(\boldsymbol{\beta} ; A_{k+1}\right):=\sum_{m=1}^{k}\left\|C \boldsymbol{y}\left(A\left(\boldsymbol{\alpha}_{\circ}\right)+A^{(k)}(\boldsymbol{\beta}), \boldsymbol{\epsilon}^{m} ; T\right)-C \boldsymbol{y}\left(A\left(\boldsymbol{\alpha}_{\circ}\right)+A_{k+1}, \boldsymbol{\epsilon}^{m} ; T\right)\right\|_{2}^{2}
\]
- If \(\left\|A_{k+1}\right\|\) is small enough, then there exists a \(\beta^{k}=\beta^{k}\left(A_{k+1}\right)\) that solves (7.2) with \(J_{k}\left(\boldsymbol{\beta}^{k} ; A_{k+1}\right)=0\).
- There exists \(\nu>0\) such that \(\mathcal{B}_{\nu}^{k}(0) \subset \mathcal{K}_{k}\) and \(\arg \min _{\boldsymbol{\beta} \in \overline{\mathcal{B}_{\nu}^{k}(0)}} J_{k}(\boldsymbol{\beta} ; 0)=\{0\}\).

The first point in Assumption 7.4 guarantees that locally near \(A\left(\boldsymbol{\alpha}_{\circ}\right)\), for \(\left\|A_{k+1}\right\|\) small enough, one can solve (7.2) making the cost function zero, meaning that one
can find a linear combination of the first \(k\) elements for which the final state cannot be distinguished from the \(k+1\)-th element by any of the \(k\) computed controls. On the other hand, if the minimum function value is strictly positive, then there already exists a control in the set \(\left(\epsilon_{m}\right)_{m=1}^{k}\) that discriminates (splits) these two states.

The second point in Assumption 7.4 ensures that \(\{0\}=\arg \min _{\boldsymbol{\beta} \in \overline{\mathcal{B}_{\nu}^{k}(0)}} J_{k}(\boldsymbol{\beta}, 0)\). If this was not true, it would mean that, for any radius \(\nu>0\), the ball \(\mathcal{B}_{\nu}^{k}(0)\) would contain infinitely many \(\beta \in \mathbb{R}^{k} \backslash\{0\}\) satisfying \(J_{k}(\boldsymbol{\beta}, 0)=0\). Hence, for an infinite number of linear combinations in the set \(\left\{A_{1}, \ldots, A_{k}\right\}\), the corresponding states could not be distinguished by any of the previously selected controls. However, this implies that at least one of the previous splitting steps was not successful, which contradicts what we assume to reach iteration \(k\).

Now, we can show that the local nonlinear fitting step problem (7.2) is able to identify the kernel of the submatrix \(\left[\widehat{W}_{\circ}^{(k)}\right]_{[1: k+1,1: k+1]}\), if it exists.

Theorem 7.5 (nonlinear GR fitting step problems). Let \(k \in\{1, \ldots, K\}\) and let \(\beta^{k}\) be a solution to (7.2). If \(\left\|A_{k+1}\right\|\) is sufficiently small and Assumption 7.4 holds, then \(\boldsymbol{\beta}^{k}\) also solves (4.4) with
\[
\sum_{m=1}^{k}\left\|C \delta \boldsymbol{y}_{\circ}\left(A^{(k)}\left(\boldsymbol{\beta}^{k}\right), \boldsymbol{\epsilon}^{m} ; T\right)-C \delta \boldsymbol{y}_{\circ}\left(A_{k+1}, \boldsymbol{\epsilon}^{m} ; T\right)\right\|_{2}^{2}=0
\]

Proof. Define \(\widehat{J}_{k}\left(\boldsymbol{\beta}, \delta_{k}\right):=J_{k}\left(\boldsymbol{\beta}, \delta_{k} A_{k+1}\right)\) for \(\delta_{k}>0\). The first point of Assumption 7.4 implies that there exists a \(\widehat{\delta}_{k}>0\) such that for all \(\left|\delta_{k}\right|<\widehat{\delta}_{k}\) we have \(\widehat{J}_{k}\left(\boldsymbol{\beta}, \delta_{k}\right)=0\). Thus, Lemma 7.2 guarantees that the correspondence \(c_{k}:\left(-\widehat{\delta}_{k}, \widehat{\delta}_{k}\right) \rightrightarrows\) \(\mathbb{R}^{k}, c_{k}\left(\delta_{k}\right)=\arg \min _{\boldsymbol{\beta} \in \mathcal{K}_{k}} \widehat{J}_{k}\left(\boldsymbol{\beta} ; \delta_{k}\right)\) is u.h.c. \({ }^{6}\)

According to the second point of Assumption 7.4, \(c_{k}(0)=0\) is an isolated solution of (7.2). Hence, the upper hemi-continuity of \(c_{k}\) guarantees that for \(\delta_{k} \rightarrow 0\) we have \(\beta^{k} \rightarrow 0\) for any corresponding solution \(\beta^{k}=\beta^{k}\left(\delta_{k}\right)\) of (7.2).

Now, let \(m \in\{1, \ldots, k\}\). If \(\widehat{J}_{k}\left(\boldsymbol{\beta}^{k} ; \delta_{k}\right)=0\), then
\[
\begin{equation*}
C \boldsymbol{y}\left(A\left(\boldsymbol{\alpha}_{\circ}\right)+A^{(k)}\left(\boldsymbol{\beta}^{k}\right), \boldsymbol{\epsilon}^{m} ; T\right)-C \boldsymbol{y}\left(A\left(\boldsymbol{\alpha}_{\circ}\right)+\delta_{k} A_{k+1}, \boldsymbol{\epsilon}^{m} ; T\right)=0 . \tag{7.4}
\end{equation*}
\]

We define \(g(\boldsymbol{\alpha}):=C \boldsymbol{y}\left(A(\boldsymbol{\alpha}), \boldsymbol{\epsilon}^{m} ; T\right)\). Since \(f(A, \boldsymbol{y}, \boldsymbol{\epsilon})\) in (3.1) is assumed to be differentiable with respect to \(A\) and \(\boldsymbol{y}\), we obtain that the map \(A \mapsto \boldsymbol{y}(A, \boldsymbol{\epsilon} ; T)\) is differentiable with respect to \(A\) by the implicit function theorem (see, e.g., [14, Theorem 17.13-1]). Hence, \(C \boldsymbol{y}(A(\boldsymbol{\alpha}), \boldsymbol{\epsilon} ; T)\) is also differentiable with respect to \(\boldsymbol{\alpha}\). By Taylor's theorem, we get \(g\left(\boldsymbol{\alpha}_{\circ}+\boldsymbol{v}\right)=g\left(\boldsymbol{\alpha}_{\circ}\right)+g^{\prime}\left(\boldsymbol{\alpha}_{\circ}\right)(\boldsymbol{v})+O\left(\|\boldsymbol{v}\|_{2}^{2}\right)\) for \(\boldsymbol{v} \in \mathbb{R}^{k}\). Defining \(\widehat{\boldsymbol{\beta}^{k}}\) and \(\widehat{\boldsymbol{\delta}}_{k}\) as \(\widehat{\boldsymbol{\beta}^{k}}:=\left[\boldsymbol{\beta}^{k}, 0, \cdots, 0\right]^{\top} \in \mathbb{R}^{k}\) and \(\widehat{\boldsymbol{\delta}}_{k}:=\left[0, \cdots, 0, \delta_{k}\right]^{\top} \in \mathbb{R}^{k}\), we can rewrite (7.4) as
\(0=g\left(\boldsymbol{\alpha}_{\circ}+\widehat{\boldsymbol{\beta}^{k}}\right)-g\left(\boldsymbol{\alpha}_{\circ}+\widehat{\boldsymbol{\delta}}_{k+1}\right)=g^{\prime}\left(\boldsymbol{\alpha}_{\circ}\right)\left(\widehat{\boldsymbol{\beta}^{k}}\right)-g^{\prime}\left(\boldsymbol{\alpha}_{\circ}\right)\left(\widehat{\boldsymbol{\delta}}_{k+1}\right)+O\left(\left\|\widehat{\boldsymbol{\beta}^{k}}\right\|_{2}^{2}\right)+O\left(\left|\delta_{k}\right|^{2}\right)\).
Since \(g^{\prime}\left(\boldsymbol{\alpha}_{\circ}\right)\left(\widehat{\boldsymbol{\beta}^{k}}\right)=C \delta \boldsymbol{y}_{\circ}\left(A^{(k)}\left(\boldsymbol{\beta}^{k}\right), \boldsymbol{\epsilon}^{m} ; T\right)\) and \(g^{\prime}\left(\boldsymbol{\alpha}_{\circ}\right)\left(\widehat{\boldsymbol{\delta}}_{k+1}\right)=C \delta \boldsymbol{y}_{\circ}\left(\delta_{k} A_{k+1}, \boldsymbol{\epsilon}^{m} ; T\right)\), we obtain
\[
\begin{equation*}
0=C \delta \boldsymbol{y}_{\circ}\left(A^{(k)}\left(\boldsymbol{\beta}^{k}\right), \boldsymbol{\epsilon}^{m} ; T\right)-C \delta \boldsymbol{y}_{\circ}\left(\delta \alpha_{k} A_{k+1}, \boldsymbol{\epsilon}^{m} ; T\right)+O\left(\left\|\widehat{\boldsymbol{\beta}^{k}}\right\|_{2}^{2}\right)+O\left(\left|\delta_{k}\right|^{2}\right) . \tag{7.5}
\end{equation*}
\]

Since \(\boldsymbol{\beta}^{k}=\boldsymbol{\beta}^{k}\left(\delta_{k}\right) \rightarrow 0\) for \(\delta_{k} \rightarrow 0\), we know that all four terms vanish for \(\delta_{k} \rightarrow 0\). However, \(O\left(\left|\delta_{k}\right|^{2}\right)\) converges faster than \(C \delta \boldsymbol{y}_{\circ}\left(\delta_{k} A_{k+1}, \boldsymbol{\epsilon}^{m} ; T\right)\) and \(O\left(\left\|\widehat{\boldsymbol{\beta}^{k}}\right\|_{2}^{2}\right)\) faster

\footnotetext{
\({ }^{6}\) Note that, in this setting, the correspondence \(\phi:\left(-\widehat{\delta}_{k}, \widehat{\delta}_{k}\right) \rightrightarrows \mathbb{R}^{k}\) mentioned in Lemma 7.2 is defined as \(\phi(x)=\mathcal{K}_{k}\) for any \(x \in\left(-\widehat{\delta}_{k}, \widehat{\delta}_{k}\right)\) with \(\mathcal{K}_{k}\) compact, and is therefore hemi-continuous.
}
than \(C \delta \boldsymbol{y}_{\circ}\left(A^{(k)}\left(\boldsymbol{\beta}^{k}\right), \boldsymbol{\epsilon}^{m} ; T\right)\). Hence, (7.5) can only be true for \(\delta_{k} \rightarrow 0\) if \(C \delta \boldsymbol{y}_{\circ}\left(A^{(k)}\left(\boldsymbol{\beta}^{k}\right), \boldsymbol{\epsilon}^{m} ; T\right)-C \delta \boldsymbol{y}_{\circ}\left(\delta_{k} A_{k+1}, \boldsymbol{\epsilon}^{m} ; T\right)=0\) for \(\delta_{k}\) small enough, which is equivalent to \(C \delta \boldsymbol{y}_{\circ}\left(A^{(k)}\left(\boldsymbol{\beta}^{k}\right), \boldsymbol{\epsilon}^{m} ; T\right)-C \delta \boldsymbol{y}_{\circ}\left(A_{k+1}, \boldsymbol{\epsilon}^{m} ; T\right)=0\) for \(\left\|A_{k+1}\right\|\) sufficiently small.■

Regarding the initialization and splitting step result, we make now the assumption that there always exists a control that makes the corresponding cost function value strictly positive, and discuss specific cases where this assumption holds.

ASSUMPTION 7.6. Let \(k \in\{1, \ldots, K-1\}\) and \(\beta^{k} \in \mathbb{R}^{k}\) be the solution of (7.2). Then there exists a solution \(\epsilon^{k+1} \in E_{a d}\) to (7.3) that simultaneously satisfies
\[
\begin{equation*}
\left\|C \boldsymbol{y}\left(A\left(\boldsymbol{\alpha}_{\circ}\right)+A^{(k)}\left(\boldsymbol{\beta}^{k}\right), \boldsymbol{\epsilon}^{k+1} ; T\right)-C \boldsymbol{y}\left(A\left(\boldsymbol{\alpha}_{\circ}\right)+A_{k+1}, \boldsymbol{\epsilon}^{k+1} ; T\right)\right\|_{2}^{2}>0 \tag{7.6}
\end{equation*}
\]
and
\[
\begin{equation*}
\left\|C \delta \boldsymbol{y}_{\circ}\left(A^{(k)}\left(\beta^{k}\right), \boldsymbol{\epsilon}^{k+1} ; T\right)-C \delta \boldsymbol{y}_{\circ}\left(A_{k+1}, \boldsymbol{\epsilon}^{k+1} ; T\right)\right\|_{2}^{2}>0 \tag{7.7}
\end{equation*}
\]

Let (7.6)-(7.7) also hold for a solution \(\boldsymbol{\epsilon}^{1} \in E_{\text {ad }}\) to (7.1) with \(k=0\) and \(\boldsymbol{\beta}^{0}=0\).
In Theorem 7.10, we will investigate Assumption 7.6 for the two settings considered in sections 5 and 6 . Now, we state the following theorem, relating the two Algorithms 4.1 and 7.1.

Theorem 7.7. Consider the general setting of system (3.1) with a set of linearly independent matrices \(\left\{A_{1}, \ldots, A_{K}\right\}\) such that \(\left\|A_{k}\right\|\) be sufficiently small for all \(k \in\) \(\{1, \ldots, K\}\). Let \(\left(\epsilon^{m}\right)_{m=1}^{K} \subset E_{a d}\) be generated by Algorithm 7.1 such that Assumption 7.4 holds for all \(k \in\{1, \ldots, K-1\}\) and \(\epsilon^{m}\) satisfies Assumption 7.6 for all \(m \in\) \(\{1, \ldots, K\}\). Then the GN matrix \(\widehat{W}_{\circ}\), defined in (4.6), is PD.
The proof of Theorem 7.7 is exactly the one of Theorem 5.6.
It remains to show that Assumption 7.6 holds in the settings considered in sections 5 and 6. First, we require the following results (see, e.g., [35, p. 1079]).

Lemma 7.8 (on analytic functions in Banach spaces). Let \(X, Y\) denote real \(B a\) nach spaces and \(\mathcal{B}_{r}(x) \subset X\) the open ball with center \(x \in X\) and radius \(r>0\). For an open set \(D \subset X\), let the functions \(f, g: D \rightarrow Y\) be analytic. If there exist \(x_{f}, x_{g} \in D\) such that \(f\left(x_{f}\right) \neq 0\) and \(g\left(x_{g}\right) \neq 0\), then for any \(x \in D\) and any \(r>0\) there exists a \(\widetilde{x} \in \mathcal{B}_{r}(x) \subset D\) such that \(f(\widetilde{x}) \neq 0\) and \(g(\widetilde{x}) \neq 0\).
We also require the following result about the analycity of control-to-state maps, which follows directly from the implicit function theorem (see, e.g., [35, p. 1081]).

Lemma 7.9 (analycity of control-to-state maps). Consider system (3.1) and define the map \(c: U \times Y \rightarrow Z\) as \(c(\boldsymbol{\epsilon}, \boldsymbol{y}):=\left[\dot{\boldsymbol{y}}-f(A, \boldsymbol{y}, \boldsymbol{\epsilon}), \boldsymbol{y}(0)-\boldsymbol{y}^{0}\right]\), where \(U\) is the Hilbert space of control functions, \(Y\) is the (Banach) space where solutions to (3.1) lie and \(Z\) is a Banach space. If \(c\) is analytic in \(\boldsymbol{\epsilon}\) and \(\boldsymbol{y}\), (3.1) has a unique solution \(\boldsymbol{y}=\boldsymbol{y}(\boldsymbol{\epsilon}) \in Y\) such that \(c(\boldsymbol{y}(\boldsymbol{\epsilon}), \boldsymbol{\epsilon})=0\) for each \(\boldsymbol{\epsilon} \in E_{a d} \subset U\) and the linearized state equation \(\dot{\delta \boldsymbol{y}}=\delta_{\boldsymbol{y}} f(A, \boldsymbol{y}(\boldsymbol{\epsilon}), \boldsymbol{\epsilon})(\delta \boldsymbol{y})-\varphi\) with \(\delta \boldsymbol{y}(0)=\varphi^{0}\) is uniquely solvable for any \(\left[\varphi, \varphi^{0}\right] \in Z\), then the control-to-state map \(L: E_{a d} \rightarrow Y, \boldsymbol{\epsilon} \mapsto \boldsymbol{y}(\boldsymbol{\epsilon})\) is analytic. If the solution space \(Y\) is such that the evaluation map \(S_{T}: Y \rightarrow \mathbb{R}^{N}, \boldsymbol{y} \mapsto \boldsymbol{y}(T)\) is linear and continuous, then also the map \(S: E_{a d} \rightarrow \mathbb{R}^{N}, \boldsymbol{\epsilon} \mapsto(\boldsymbol{y}(\boldsymbol{\epsilon}))(T)\) is analytic.

Proof. First, we prove that the control-to-state map \(L: E_{a d} \rightarrow Y, \boldsymbol{\epsilon} \mapsto \boldsymbol{y}(\boldsymbol{\epsilon})\) is analytic. This follows directly from the implicit function theorem [35, p. 1081] if we can show that the map \(D_{\boldsymbol{y}} c(\boldsymbol{\epsilon}, \boldsymbol{y})\) is an isomorphism of \(Y\) on \(Z\) for any pair \((\widetilde{\boldsymbol{\epsilon}}, \widetilde{\boldsymbol{y}}) \subset U \times\) \(Y\) such that \(\widetilde{\boldsymbol{y}}\) is the unique solution to (3.1) for \(\widetilde{\boldsymbol{\epsilon}}\), i.e. \(c(\widetilde{\boldsymbol{\epsilon}}, \widetilde{\boldsymbol{y}})=0\). Since the equation
for the derivative \(D_{\boldsymbol{y}} c(\widetilde{\boldsymbol{\epsilon}}, \widetilde{\boldsymbol{y}})(\delta \boldsymbol{y})=\varphi\), which is equivalent to \(\dot{\delta} \boldsymbol{y}=\delta_{\boldsymbol{y}} f(A, \widetilde{\boldsymbol{y}}, \widetilde{\boldsymbol{\epsilon}})(\delta \boldsymbol{y})-\varphi\) with \(\delta \boldsymbol{y}(0)=\varphi^{0}\), admits a unique solution \(\delta \boldsymbol{y} \in Y\) for any \(\left[\varphi, \varphi^{0}\right] \in Z, D_{\boldsymbol{y}} c(\widetilde{\boldsymbol{\epsilon}}, \widetilde{\boldsymbol{y}})\) is bijective and therefore an isomorphism of \(Y\) on \(Z\).

It remains to show that also the map \(S: E_{a d} \rightarrow \mathbb{R}^{N}, \boldsymbol{\epsilon} \mapsto(\boldsymbol{y}(\boldsymbol{\epsilon}))(T)\) is analytic. Consider an arbitrary \(\epsilon_{0} \in E_{a d}\). Since the control-to-state map \(L\) is analytic, there exist (by definition, see, e.g., [35, p. 1078]) \(\ell\)-linear, symmetric and continuous maps \(a_{\ell}:\left(E_{a d}\right)^{\ell} \rightarrow \mathbb{R}^{N},\left(\boldsymbol{\epsilon}_{1}, \ldots, \boldsymbol{\epsilon}_{\ell}\right) \mapsto a_{\ell}\left(\boldsymbol{\epsilon}_{1}, \ldots, \boldsymbol{\epsilon}_{\ell}\right)\) such that \(\boldsymbol{y}(\boldsymbol{\epsilon})=\sum_{\ell=0}^{\infty} a_{\ell}\left(\boldsymbol{\epsilon}-\boldsymbol{\epsilon}_{0}\right)^{\ell}\). Now, define the maps \(b_{\ell}:\left(E_{a d}\right)^{\ell} \rightarrow \mathbb{R}^{N}\) as \(b_{\ell}(\boldsymbol{\epsilon})^{\ell}:=\left(a_{\ell}(\boldsymbol{\epsilon})^{\ell}\right)(T)\), meaning that \(\sum_{\ell=0}^{\infty} b_{\ell}\left(\boldsymbol{\epsilon}-\boldsymbol{\epsilon}_{0}\right)^{\ell}=(\boldsymbol{y}(\boldsymbol{\epsilon}))(T)\). Since the evaluation map \(S_{T}: Y \rightarrow \mathbb{R}^{N}, \boldsymbol{y} \mapsto \boldsymbol{y}(T)\) is linear and continuous, the maps \(b_{\ell}\) are \(\ell\)-linear, symmetric and continuous. Thus, the \(\operatorname{map} S: E_{a d} \rightarrow \mathbb{R}^{N}, \boldsymbol{\epsilon} \mapsto(\boldsymbol{y}(\boldsymbol{\epsilon}))(T)=\sum_{\ell=0}^{\infty} b_{\ell}\left(\boldsymbol{\epsilon}-\boldsymbol{\epsilon}_{0}\right)^{\ell}\) is analytic by definition.

In our case, we consider \(U=L^{2}\left(0, T ; \mathbb{R}^{M}\right)\) in the linear and \(U=L^{2}(0, T ; \mathbb{R})\) in the bilinear setting, \(Y=H^{1}\left(0, T ; \mathbb{R}^{N}\right)\) and \(Z=L^{2}\left(0, T ; \mathbb{R}^{N}\right) \times \mathbb{R}^{N}\). Then, the assumptions in Lemma 7.9 on the ODE system and its linearization are satisfied for (5.1) and (5.2) in the linear setting, and for (6.1) and (6.3) in the bilinear setting. \({ }^{7}\) Notice that all solutions lie in \(H^{1}\left(0, T ; \mathbb{R}^{N}\right) \Subset C\left(0, T ; \mathbb{R}^{N}\right)\) (see, e.g., [14]), which implies that the evolution map \(S_{T}: H^{1}\left(0, T ; \mathbb{R}^{N}\right) \rightarrow \mathbb{R}^{N}, \boldsymbol{y} \mapsto \boldsymbol{y}(T)\) is also linear and continuous.

Now, we can prove our main result.
THEOREM 7.10. Consider the linear setting (5.1) or the bilinear setting (6.1). For brevity, we assume that the systems are sufficiently observable and controllable, i.e. fully observable and controllable in the linear case, and satisfying Assumption 6.2 in the bilinear case. If \(\left\|A_{k+1}\right\|\) is sufficiently small, then there exists a control \(\boldsymbol{\epsilon} \in E_{\text {ad }}\) which satisfies (7.6)-(7.7) in Assumption 7.6.

Proof. For brevity, we denote \(A_{\boldsymbol{\beta}}:=A\left(\boldsymbol{\alpha}_{\circ}\right)+A^{(k)}\left(\boldsymbol{\beta}^{k}\right), A_{+}:=A\left(\boldsymbol{\alpha}_{\circ}\right)+A_{k+1}\), \(\boldsymbol{y}_{\boldsymbol{\beta}}(\boldsymbol{\epsilon} ; t):=\boldsymbol{y}\left(A_{\boldsymbol{\beta}}, \boldsymbol{\epsilon} ; t\right)\) and \(\boldsymbol{y}_{+}(\boldsymbol{\epsilon} ; t):=\boldsymbol{y}\left(A_{+}, \boldsymbol{\epsilon} ; t\right)\).

We start with the linear setting (5.1) from section 5 . First, we derive observability and controllability properties for the systems \(\left(A_{+}, B, C\right)\) and \(\left(A_{\boldsymbol{\beta}}, B, C\right)\). Denote by \(\sigma_{k}>0\) the smallest singular value of \(\mathcal{O}_{N}\left(C, A\left(\boldsymbol{\alpha}_{\circ}\right)\right)\). Let \(k \in\{1, \ldots, K\}\) and \(\boldsymbol{\beta}^{k} \in \mathbb{R}^{k}\) be the solution of (7.2) for \(\left\|A_{k+1}\right\|>0\) sufficiently small such that \(\| \mathcal{O}_{N}\left(C, A\left(\boldsymbol{\alpha}_{\circ}\right)\right)-\) \(\mathcal{O}_{N}\left(C, A_{+}\right) \|_{2}<\sigma_{k}\). From the proof of Theorem 7.5, we obtain that also \(\boldsymbol{\beta}^{k}\) can be assumed to be sufficiently small such that \(\left\|\mathcal{O}_{N}\left(C, A\left(\boldsymbol{\alpha}_{\circ}\right)\right)-\mathcal{O}_{N}\left(C, A_{\boldsymbol{\beta}}\right)\right\|_{2}<\sigma_{k}\). Now, Lemma 5.7 guarantees that \(\operatorname{rank}\left(\mathcal{O}_{N}\left(C, A_{+}\right)\right)=\operatorname{rank}\left(\mathcal{O}_{N}\left(C, A_{\boldsymbol{\beta}}\right)\right)=N\). Using the same argument for the rank of the controllability matrices, we obtain that the systems \(\left(A_{+}, B, C\right)\) and \(\left(A_{\boldsymbol{\beta}}, B, C\right)\) are fully observable and controllable.

Next, we consider the state of the difference \(\boldsymbol{z}(t)=\boldsymbol{y}\left(A_{+}, \boldsymbol{\epsilon} ; t\right)-\boldsymbol{y}\left(A_{\boldsymbol{\beta}}, \boldsymbol{\epsilon} ; t\right)\) with \(\dot{\boldsymbol{z}}=A_{+} \boldsymbol{z}+\left(A_{+}-A_{\boldsymbol{\beta}}\right) \boldsymbol{y}\left(A_{\boldsymbol{\beta}}, \boldsymbol{\epsilon} ; t\right)\). Since \(A_{+} \neq A_{\boldsymbol{\beta}}\), there exists \(\boldsymbol{v} \in \mathbb{R}^{N}\) such that \(\left(A_{+}-A_{\boldsymbol{\beta}}\right) \boldsymbol{v} \neq 0\). Recalling that \(\left(A_{\boldsymbol{\beta}}, B\right)\) is controllable, we can find \(\boldsymbol{\epsilon}_{t_{1}}\) for any \(t_{1} \in(0, T]\) such that \(\boldsymbol{y}_{\boldsymbol{\beta}}\left(\boldsymbol{\epsilon}_{t_{1}} ;\right)=\boldsymbol{v}\) and therefore \(\left(A_{+}-A_{\boldsymbol{\beta}}\right) \boldsymbol{y}_{\boldsymbol{\beta}}\left(\boldsymbol{\epsilon}_{t_{1}} ; t_{1}\right) \neq 0\). We define
\[
\widetilde{\boldsymbol{\epsilon}}(s):= \begin{cases}\boldsymbol{\epsilon}_{t_{1}}(s), & \text { for } 0 \leq s<t_{1} \\ \boldsymbol{c}, & \text { for } t_{1} \leq s \leq T\end{cases}
\]

\footnotetext{
\({ }^{7}\) Existence and uniqueness of all solutions \(\boldsymbol{y}, \delta \boldsymbol{y}\) follow by Carathéodory's existence theorem (see, e.g., [32, Theorem 54] and related propositions). For \(\boldsymbol{\epsilon} \in L^{2}\left(0, T ; \mathbb{R}^{M}\right)\) in the linear and \(\epsilon \in L^{2}(0, T ; \mathbb{R})\) in the bilinear setting, we obtain \(\dot{\boldsymbol{y}}, \dot{\delta \boldsymbol{y}} \in L^{2}\left(0, T ; \mathbb{R}^{N}\right)\) and thus \(\boldsymbol{y}, \delta \boldsymbol{y} \in H^{1}\left(0, T ; \mathbb{R}^{N}\right)\).
}
where \(\boldsymbol{c} \in \mathbb{R}^{N}\) is to be chosen later. For \(t>t_{1}\), we have
\[
\begin{equation*}
\boldsymbol{z}(t)=e^{\left(t-t_{1}\right) A_{+}} \boldsymbol{z}\left(t_{1}\right)+\int_{t_{1}}^{t} e^{(t-s) A_{+}}\left(A_{+}-A_{\boldsymbol{\beta}}\right) \boldsymbol{y}_{\boldsymbol{\beta}}(\tilde{\boldsymbol{\epsilon}} ; s) d s \tag{7.8}
\end{equation*}
\]

Multiplying (7.8) with \(e^{-\left(t-t_{1}\right) A_{+}}\)from the left, we get
\[
\widetilde{\boldsymbol{z}}(t):=e^{-\left(t-t_{1}\right) A_{+}} \boldsymbol{z}(t)=\boldsymbol{z}\left(t_{1}\right)+\int_{t_{1}}^{t} e^{\left(t_{1}-s\right) A_{+}}\left(A_{+}-A_{\boldsymbol{\beta}}\right) \boldsymbol{y}_{\boldsymbol{\beta}}(\widetilde{\boldsymbol{\epsilon}} ; s) d s
\]

Notice that for \(s>t_{1}\), the terms \(e^{\left(t_{1}-s\right) A_{+}}\)and \(\boldsymbol{y}_{\boldsymbol{\beta}}(\widetilde{\boldsymbol{\epsilon}} ; s)=e^{\left(s-t_{1}\right) A_{\boldsymbol{\beta}}} \boldsymbol{v}+\int_{0}^{s} e^{(s-\tau) A_{\boldsymbol{\beta}}} B \boldsymbol{c} d s\) are continuous in \(s\). Since exponential matrices are invertible (see, e.g., [24, pag. 369, 5.6.P43]) and \(\boldsymbol{z}\left(t_{1}\right)\) is independent of \(t\), there exists a \(t>t_{1}\) such that \(\boldsymbol{z}\left(t_{1}\right)+\) \(\int_{t_{1}}^{t} e^{\left(t_{1}-s\right) A_{+}}\left(A_{+}-A_{\boldsymbol{\beta}}\right) \boldsymbol{y}_{\boldsymbol{\beta}}(\widetilde{\boldsymbol{\epsilon}} ; s) d s \neq 0\) and thus \(\widetilde{\boldsymbol{z}}(t) \neq 0\). Using (7.8), we obtain
\[
\begin{equation*}
C \boldsymbol{z}(t)=C e^{\left(t-t_{1}\right) A_{+}} \widetilde{\boldsymbol{z}}(t)=\sum_{j=0}^{\infty} \frac{\left(t-t_{1}\right)^{j}}{j!} C A_{+}^{j} \widetilde{\boldsymbol{z}}(t) \tag{7.9}
\end{equation*}
\]

Now, the observability of \(\left(A_{+}, C\right)\) guarantees the existence of some \(i \in\{0, \ldots, N-1\}\) such that \(C A_{+}^{i} \widetilde{\boldsymbol{z}}(t) \neq 0\). We have \(\frac{\left(t-t_{1}\right)^{i}}{i!}>0\) for \(t>t_{1}\) and all terms of the sum in (7.9) converge to zero at different rates for different \(j\). Hence, there exists \(t>t_{1}\) such that \(C \boldsymbol{z}(t) \neq 0\). Since \(t_{1} \in(0, T]\) was chosen arbitrarily, we obtain \(C \boldsymbol{z}(T) \neq 0\) and thus \(C \boldsymbol{y}_{\boldsymbol{\beta}}(\widetilde{\boldsymbol{\epsilon}} ; T)-C \boldsymbol{y}_{+}(\widetilde{\boldsymbol{\epsilon}} ; T) \neq 0\).

Regarding the linearized system (5.2), we have already shown in Lemma 5.5 that there exists an \(\boldsymbol{\epsilon} \in E_{a d}\) such that \(C \delta \boldsymbol{y}_{\circ}\left(A^{(k)}\left(\boldsymbol{\beta}^{k}\right), \boldsymbol{\epsilon} ; T\right)-C \delta \boldsymbol{y}_{\circ}\left(A_{k+1}, \boldsymbol{\epsilon} ; T\right) \neq 0\).

Finally, the maps \(S, S_{\delta}: L^{2}\left(0, T ; \mathbb{R}^{M}\right) \rightarrow \mathbb{R}^{N}, S(\boldsymbol{\epsilon}):=C \boldsymbol{y}_{\boldsymbol{\beta}}(\boldsymbol{\epsilon} ; T)-C \boldsymbol{y}_{+}(\boldsymbol{\epsilon} ; T)\), \(S_{\delta}(\boldsymbol{\epsilon}):=C \delta \boldsymbol{y}_{\circ}\left(A^{(k)}\left(\boldsymbol{\beta}^{k}\right), \boldsymbol{\epsilon} ; T\right)-C \delta \boldsymbol{y}_{\circ}\left(A_{k+1}, \boldsymbol{\epsilon} ; T\right)\) are analytic by Lemma 7.9. Using Lemma 7.8, we obtain the existence of an \(\boldsymbol{\epsilon} \in E_{\text {ad }}\) such that \(C \boldsymbol{y}\left(A_{\boldsymbol{\beta}}, \boldsymbol{\epsilon} ; T\right)\) \(C \boldsymbol{y}\left(A_{+}, \boldsymbol{\epsilon} ; T\right) \neq 0\) and \(C \delta \boldsymbol{y}_{\circ}\left(A^{(k)}\left(\boldsymbol{\beta}^{k}\right), \boldsymbol{\epsilon} ; T\right)-C \delta \boldsymbol{y}_{\circ}\left(A_{k+1}, \boldsymbol{\epsilon} ; T\right) \neq 0\).

The proof for the bilinear setting (6.1) from Section 6 is analogous to the one above. For a detailed proof, we refer to the supplementary material [12].

Remark 7.11. Notice that we did not prove exactly Assumption 7.6 in Theorem 7.10, but only the existence of a general control \(\boldsymbol{\epsilon} \in E_{a d}\) that satisfies (7.6)-(7.7). However, this implies that any solution \(\boldsymbol{\epsilon}^{k+1}\) to (7.3) always satisfies (7.6). Additionally, we recall from the proof of Theorem 7.10 that the maps \(S, S_{\delta}: L^{2}\left(0, T ; \mathbb{R}^{M}\right) \rightarrow \mathbb{R}^{N}\), defined by \(S(\boldsymbol{\epsilon}):=\boldsymbol{y}(A, \boldsymbol{\epsilon} ; T), S_{\delta}(\boldsymbol{\epsilon}):=\delta \boldsymbol{y}_{\circ}(A, \boldsymbol{\epsilon} ; T)\) are analytic and not the zero functional. Thus, we obtain by Lemma 7.8 that any neighborhood of \(\boldsymbol{\epsilon}^{k+1}\) contains infinitely many \(\boldsymbol{\epsilon}\) that do satisfy (7.7). This implies that it is rather unlucky to choose an \(\epsilon^{k+1}\) that does not satisfy (7.7). On the other hand, one can also add inequality (7.7) as a constraint to (7.3) to ensure that both inequalities are met by \(\boldsymbol{\epsilon}^{k+1}\).

As a consequence of Theorems 7.7, 7.10 and Remark 7.11, the controls generated by Algorithm 7.1 for the linear (5.1) and bilinear (6.1) setting make the GN matrix \(\widehat{W}_{\circ}\), defined in (4.6), PD under certain assumptions. Thus, the results from Sections 5.2 and 6.2 imply that GN for the reconstruction problems (5.5) and (6.2), initialized with \(\boldsymbol{\alpha}_{\circ}\), converges to \(\boldsymbol{\alpha}_{\star}\).
7.2. Optimized GR Algorithm. The analysis discussed in the previous sections are based on certain hypotheses of observability and controllability of the dynamical system. However, as shown already in [11] and also discussed in the supplementary
material [12], if these hypotheses are not satisfied, the choice of the elements in the set \(\mathcal{A}\) becomes very relevant and can strongly affect the online reconstruction process. For this reason, a modified GR algorithm called Optimized GR (OGR) has been introduced in [11] to identify important basis elements by solving in each iteration the fitting and splitting step problems (in parallel) for all remaining basis elements, and not just the next one. This also allows us to initialize the algorithm with a number of elements \(\left(A_{j}\right)_{j=1}^{K}\) with \(K>N^{2}\). Even though some of the matrices \(A_{j}\) will inevitably be linearly dependent if \(K>N^{2}\), the OGR algorithm manipulates them to construct a new subset of linearly independent ones. In the spirit of the previous analysis, we add a new feature to the original OGR algorithm. At iteration \(k\), after all fitting step problems have been solved, we check whether there exists \(\ell \in\{k+1, \ldots, K\}\) for which the optimal cost function value is different from zero (i.e. larger than a tolerance \(\mathrm{tol}_{2}\) ) If this is the case, then there exists a control \(\boldsymbol{\epsilon}^{m}, m \in\{1, \ldots, k\}\), that already satisfies \(\left\|C \boldsymbol{y}\left(A^{(k)}\left(\boldsymbol{\beta}^{\ell}\right), \boldsymbol{\epsilon}^{m} ; T\right)-C \boldsymbol{y}\left(A_{\ell}, \boldsymbol{\epsilon}^{m} ; T\right)\right\|_{2}^{2}>\) tol \(_{2}\) for at least one index \(\ell_{k+1} \in\{k+1, \ldots, K\}\) (see Step 8 in Algorithm 7.2). Hence, we can add the basis element \(A_{\ell_{k+1}}\) to the already selected ones without computing a new control. This new improvement can also be motivated with the matrix formulation we used for our analysis. If \(\operatorname{rank}\left(\widehat{W}_{\circ}^{(k)}\right)=r>k\), one can appropriately permute rows and columns of \(\widehat{W}_{\circ}^{(k)}\) such that \(\left[\widehat{W}_{\circ}^{(k)}\right]_{[1: r, 1: r]}\) has rank \(r\) and is thus PD.

The rank of \(\widehat{W}_{\circ}^{(k)}=\sum_{m=1}^{k} W_{\circ}\left(\epsilon^{m}\right)\) is bounded by \(k P\), where \(P\) is the number of rows of the observer matrix \(C\). This can be seen by writing \(W_{\circ}\left(\epsilon^{m}\right)\), as defined in (4.6), as \(W_{\circ}\left(\epsilon^{m}\right)=\delta Y_{\circ}^{\top} C^{\top} C \delta Y_{\circ}\), where \(\delta Y_{\circ}:=\left[\delta \boldsymbol{y}_{\circ}\left(A_{1}, \boldsymbol{\epsilon}^{m} ; T\right), \cdots, \delta \boldsymbol{y}_{\circ}\left(A_{K}, \boldsymbol{\epsilon}^{m} ; T\right)\right]\). Hence, \(\operatorname{rank}\left(W_{\circ}\left(\epsilon^{m}\right)\right) \leq \operatorname{rank}(C) \leq P\), and therefore \(\operatorname{rank}\left(\widehat{W}_{\circ}^{(k)}\right) \leq k P\).

The full OGR algorithm is stated in Algorithm 7.2, where the new feature that we described correspond to the steps 7-8. Algorithm 7.2 can be formulated for the linearized setting considered the previous sections by simply replacing the state \(\boldsymbol{y}\) with its linearization \(\boldsymbol{y}_{\circ}\). We call OLGR the OGR algorithm for the linearized system.
8. Numerical experiments. In this section, efficiency and robustness of the GR and OGR algorithms are studied by direct numerical experiments. In particular, first we consider the reconstruction of a drift matrix in Section 8.1. Second, we focus on the reconstruction of a bilinear dipole momentum operator as Section 8.2. All optimization problems inside of the GR algorithms are solved by a BFGS descentdirection method, while the online identification problem is solved by GN.
8.1. Reconstruction of drift matrices. We consider system (5.1) with (full rank) randomly generated matrices \(A_{\star}, B, C \in \mathbb{R}^{3 \times 3}\). The final time is \(T=1\) and the initial value is \(\boldsymbol{y}^{0}=[0,0,0]^{\top}\). First, we study the algorithms for system (5.2). This is obtained by linearizing (5.1) around two different \(A_{\circ}\), which are randomly chosen approximations to \(A_{\star}\), one with \(1 \%\) and the other with \(10 \%\) relative error, meaning that, e.g., \(\frac{\left\|A_{\star}-A_{\circ}\right\|_{F}}{\left\|A_{\star}\right\|_{F}}=0.01\) for the one with \(1 \%\) error, where \(\|\cdot\|_{F}\) is the Frobenius norm. The LGR Algorithm 4.1 is run for two different choices for the basis \(\mathcal{A}\) : the canonical basis of \(\mathbb{R}^{3 \times 3}\) and a basis consisting of 9 randomly generated (linearly independent) \(3 \times 3\) matrices. LGR is also compared with the OLGR Algorithm 7.2, which is run with a set of 18 matrices, namely, the 9 canonical basis elements and the 9 random matrices. The controls generated by the respective algorithms are then used to reconstruct the matrix \(A_{\star}\) by solving the online least-squares problem (3.3) with GN. To test the robustness of the control functions, we consider a nine-dimensional sphere centered in the global minimum \(A_{\star}\) and with given relative radius \(r\), and repeat the
```

Algorithm 7.2 Optimized Greedy Reconstruction (OGR) Algorithm
Require: A set of $K$ matrices $\mathcal{A}=\left\{A_{1}, \ldots, A_{K}\right\}$ and two tolerances tol ${ }_{1}>0$ and $\operatorname{tol}_{2}>0$.
Set $\boldsymbol{\epsilon}^{0}=0$ and compute $\boldsymbol{\epsilon}^{1}$ and the index $\ell_{1}$ by solving the initialization problem
$\max _{\ell \in\{1, \ldots, K\}} \max _{\epsilon \in E_{a d}}\left\|C \boldsymbol{y}(0, \boldsymbol{\epsilon} ; T)-C \boldsymbol{y}\left(A_{\ell}, \boldsymbol{\epsilon} ; T\right)\right\|_{2}^{2}$.
Swap $A_{1}$ and $A_{\ell_{1}}$ in $\mathcal{A}$, and set $k=1$ and $A^{(0)}\left(\boldsymbol{\beta}^{\ell_{1}}\right)=0$.
while $k \leq K-1$ and $\left\|C \boldsymbol{y}\left(A^{(k-1)}\left(\boldsymbol{\beta}^{\ell_{k}}\right), \boldsymbol{\epsilon}^{k} ; T\right)-C \boldsymbol{y}\left(A_{k}, \boldsymbol{\epsilon}^{k} ; T\right)\right\|_{2}^{2}>\operatorname{tol}_{1}$ do
for $\ell=k+1, \ldots, K$ do
Orthogonalize all basis elements $\left(A_{k+1}, \ldots, A_{K}\right)$ with respect to $\left(A_{1}, \ldots, A_{k}\right)$, re-
move any that are linearly dependent and update $K$ accordingly.
Fitting step: Find $\left(\boldsymbol{\beta}_{j}^{\ell}\right)_{j=1, \ldots, k}$ that solve the problem

$$
\min _{\boldsymbol{\beta} \in \mathbb{R}^{k}} \sum_{m=1}^{k}\left\|C \boldsymbol{y}\left(A^{(k)}(\boldsymbol{\beta}), \boldsymbol{\epsilon}^{m} ; T\right)-C \boldsymbol{y}\left(A_{\ell}, \boldsymbol{\epsilon}^{m} ; T\right)\right\|_{2}^{2},
$$

$$
\text { and set } f_{\ell}=\sum_{m=1}^{k}\left\|C \boldsymbol{y}\left(A^{(k)}\left(\boldsymbol{\beta}^{\ell}\right), \boldsymbol{\epsilon}^{m} ; T\right)-C \boldsymbol{y}\left(A_{\ell}, \boldsymbol{\epsilon}^{m} ; T\right)\right\|_{2}^{2}
$$

        end for
        if \(\max _{\ell=k+1, \ldots, K} f_{\ell}>\operatorname{tol}_{2}\) then
            Set \(\ell_{k+1}=\arg \max _{\ell=k+1, \ldots, K} f_{\ell}\).
        else
            Extended splitting step: Find \(\epsilon^{k+1}\) and \(\ell_{k+1}\) that solve the problem
    $$
\max _{\ell \in\{k+1, \ldots, K\}} \max _{\boldsymbol{\epsilon} \in E_{a d}}\left\|C \boldsymbol{y}\left(A^{(k)}\left(\boldsymbol{\beta}^{\ell}\right), \boldsymbol{\epsilon} ; T\right)-C \boldsymbol{y}\left(A_{\ell}, \boldsymbol{\epsilon} ; T\right)\right\|_{2}^{2} .
$$

        end if
        Swap \(A_{k+1}\) and \(A_{\ell_{k+1}}\) in \(\mathcal{A}\), and set \(k=k+1\).
    end while
    ```
minimization for 1000 initialization vectors randomly chosen on this sphere. We then count the percentage of times that GN converges to the global solution \(A_{\star}=A\left(\boldsymbol{\alpha}_{\star}\right)\) up to a tolerance of \(T o l=0.005\) (half of the smallest considered radius), meaning that \(\frac{\left\|A_{\star}-A\left(\boldsymbol{\alpha}_{\text {comp }}\right)\right\|_{F}}{\left\|A_{\star}\right\|_{F}} \leq\) Tol, where \(\boldsymbol{\alpha}_{\text {comp }}\) denotes the solution computed by GN. Repeating this experiment for different radii of the sphere, we obtain the results reported in the two panels on the left in Figure 8.1. All control sets make GN capable of reliably reconstructing the global minimum \(A_{\star}\) up to a relative radius \(r=2\), which corresponds to a relative error of \(200 \%\). This demonstrates that the choice of the basis is not crucial for fully observable and controllable systems. However, OLGR is able to reduce the number of controls down to 3 and still outperforms any set of 9 controls generated by LGR, while staying reliable up to a relative error of \(250 \%\). Thus, OLGR is able to compute better basis, thereby optimizing the performance, and to omit unnecessary controls.

Next, we repeat the same experiments for the GR Algorithm 7.1. However, we replace the case for the approximation \(A_{\circ}\) with a relative error of \(1 \%\) by \(A_{\circ}=0\). This effectively removes the shift and makes the algorithm independent of the choice of \(A_{\circ}\), which is the version of the algorithm that was also considered in [11,30] We obtain the results shown in the two panels on the right in Figure 8.1. The performance of


Fig. 8.1: Percentage of runs that converged (up to a tolerance) to the global minimum \(A_{\star}\) starting from randomly chosen vectors on a nine-dimensional sphere with radius \(r\), for controls generated by LGR and OLGR for \(1 \%\) (top left) and \(10 \%\) (bottom left) relative error between \(A_{\star}\) and \(A_{\circ}\), and GR and OGR in the version of Algorithm 7.1 (bottom right) and without the shift by \(A_{\circ}\) (top right).
the control sets is similar to the ones for the linearized system, with an increase in performance for the GR algorithm with the canonical basis, without the shift by \(A_{\circ}\), and a decrease in performance for the GR algorithm with the random basis and an \(A_{\circ}\) that has a \(10 \%\) relative error with respect to \(A_{\star}\). As in the linearized setting, OGR is able to reduce the number of controls down to 3 and still outperforms any set of 9 controls generated by LGR.
8.2. Bilinear reconstruction problem. Similar to [30] and [11], we consider a Schrödinger-type equation, written as a real system as in (6.6). We also use similar matrices \(H\) and \(\mu^{\star}\) as in [11], namely
\(H=H_{R}=\left[\begin{array}{ccc}4 & 0 & 0 \\ 0 & 8 & 0 \\ 0 & 0 & 16\end{array}\right], \mu^{\star}=\left[\begin{array}{ccc}-0.3243 & -3.4790+0.7359 i & -0.5338+1.9254 i \\ -3.4790-0.7359 i & -3.8342 & -1.1697+2.0256 i \\ -0.5338-1.9254 i & -1.1697-2.0256 i & 1.0551\end{array}\right]\).
The final time is \(T=10 \pi\) and the initial state is \(\boldsymbol{\psi}_{0}=[1,0,0]^{\top}\). The observer matrix is \(C=\left[\boldsymbol{\psi}_{1}, i \boldsymbol{\psi}_{1}\right]\), which means that the final state is measured against the fixed state \(\boldsymbol{\psi}_{1}=\frac{1}{\sqrt{3}}[1,1,1]^{\top}\). Again, we consider two bases, each consisting of 9 elements: the canonical and a random one for the space of Hermitian matrices in \(\mathbb{C}^{3 \times 3}\). We then perform the same experiments as in Section 8.1. The results are reported in Figure 8.2. We observe that the radii, up to which the control sets make GN capable of reliably reconstructing the global minimum, are much smaller than for the linear setting in Section 8.1. When the initial relative error between \(\mu_{\circ}=\mu\left(\boldsymbol{\alpha}_{\circ}\right)\) and \(\mu_{\star}=\mu\left(\boldsymbol{\alpha}_{\star}\right)\) is very small \((1 \%)\) then LGR and OLGR have the most stable performance regarding the choice of the basis, making GN capable of reliably reconstructing the global minimum \(\mu_{\star}\) up to a relative error of \(4-5 \%\). However, when the initial relative error is larger ( \(10 \%\) ) then only the LGR algorithm for the random basis can keep its performance, while even OLGR fails at errors of over \(1 \%\). The results for OGR, on the other hand, show the best performance, with and without a shift by \(\mu_{\circ}\). The controls generated by the GR algorithms can not match OGR or LGR and OLGR for small initial errors, but are still more stable with respect to larger initial errors.


Fig. 8.2: Percentage of runs that converged (up to a tolerance) to the global minimum \(\mu_{\star}\) starting from randomly chosen vectors on a nine-dimensional sphere with radius \(r\), for controls generated by LGR and OLGR for \(1 \%\) (top left) and \(10 \%\) (bottom left) relative error between \(\mu_{\star}\) and \(\mu_{\circ}\), and GR and OGR in the version of Algorithm 7.1 (bottom right) and without the shift by \(\mu_{\circ}\) (top right).
9. Conclusion. In this paper, we developed and analyzed greedy reconstruction algorithms based on the strategy presented in [30]. In particular, we tackled the case of nonlinear problems consisting in the reconstruction of drift operators in linear and bilinear dynamical systems. In these cases, we proved that the controls obtained with the greedy algorithm on the corresponding linearized systems lead to the local convergence of the classical Gauss-Newton method applied to the online nonlinear identification problem. These results were extended to the controls obtained on the fully nonlinear system (without linearization) where a local convergence result was also obtained.
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