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Abstract

We consider the numerical solution of second order Partial Di�erential
Equations (PDEs) on lower dimensional manifolds, speci�cally on surfaces
in three dimensional spaces. For the spatial approximation, we consider
Isogeometric Analysis which facilitates the encapsulation of the exact
geometrical description of the manifold in the analysis when this is repre-
sented by B{splines or NURBS. Our analysis addresses linear, nonlinear,
time dependent, and eigenvalues problems involving the Laplace{Beltrami
operator on surfaces. Moreover, we propose a priori error estimates
under h{re�nement in the general case of second order PDEs on the
lower dimensional manifolds. We highlight the accuracy and e�ciency of
Isogeometric Analysis with respect to the exactness of the geometrical
representations of the surfaces.
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1 Introduction

In several instances, Partial Di�erential Equations (PDEs) are set up on on lower dimensional
manifolds with respect to the hosting physical space, namely on surfaces in three dimensions or
curves in two or three{dimensions ([1]). Applications include problems in Fluid Dynamics, Biology,
Electromagnetism, and image processing as reported for example in [8, 32, 23,43, 45]. In addition,
PDEs on lower dimensional manifolds could be obtained as reduced mathematical formulations of
PDEs de�ned in thin geometries, e.g. for plates and shells structures [50].

The numerical approximation of these PDEs generally requires the generation of an approxi-
mated geometry compatible with the analysis, as it is the case for the Finite Element method (see
e.g. [15, 33, 42]). In particular, the approximation of the curvature of surfaces may signi�cantly
a�ect the total error associated to the numerical approximation. Typic ally, schemes based on the
Finite Element method have been used for the approximation of PDEson surfaces with partic-
ular emphasis in controlling and limiting the propagation of the errors associated to the discrete
geometrical representation. With this aim, surface Finite Element methods [22, 24] and geomet-
rically consistent Finite Element mesh adaptations [9, 38] have been considered. As alternatives,
approaches based on the implicit or immersed surfaces have been proposed, namely based on level
set formulations [5, 23] or di�use interfaces strategies [43]. Still, for abroad range of geometries
(surfaces) of practical interest, the above mentioned approaches are not error free in the geometrical
representation.

As alternative to these approaches, in this paper we propose numerical approximation of PDEs
on lower dimensional manifolds by means of Isogeometric Analysis. Our approach is motivated by
the fact that a broad range of geometries of practical interest are exactly represented by B{splines
or NURBS ([40]).

Isogeometric Analysis is an approximation method for PDEs based on the isoparametric concept
for which the same basis functions used for the geometrical representation are then also used for
the numerical approximations of the PDEs [18, 34]. Typically, B{splines or NURBS geometrical
representations are considered for Isogeometric Analysis, even if, more recently, T{splines ([47])
have been successfully utilized. Since NURBS are the golden standard in Computer Aided Design
(CAD) technology, the use of Isogeometric Analysis facilitates the encapsulation of the exact geo-
metrical representation in the analysis and simpli�es the establishment of direct communications
between design and numerical approximation of the PDEs. Moreover, NURBS{based Isogeometric
Analysis possesses several advantages besides the geometrical considerations, especially in terms
of smoothness of the basis functions and accuracy properties [2, 4, 28]. Nowadays, Isogeometric
Analysis have been successfully used in a broad range of applications incomputational mechanics
and optimization, see e.g. [3, 18, 20, 31, 37]. In particular, Isogeometric Analysishave been con-
sidered for solving shell problems, as e.g. in [6], and, more recently, Isogeometric Analysis in the
framework of the Boundary Element method ([52]) has been used to take advantage of the exact
geometrical representation of surfaces [46].

In this work we provide for the �rst time a general formulation of the nu merical approximation
of second order PDEs de�ned on lower dimensional manifolds describedby NURBS, speci�cally
surfaces, by means of Isogeometric Analysis. We discuss the representation of the manifolds in a
general framework by means of geometrical mappings from the parameter space to the physical
domain; consequently, in view of the use of Isogeometric Analysis based onthe Galerkin method
([42]), we recast the weak forms of the problems and the spatial di�erential operators in the param-
eter space. We provide a priori error estimates underh{re�nement for the numerical approximation
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Isogeometric Analysis of PDEs on surfaces 3

by means of Isogeometric Analysis, thus extending the results of [2] and[4] to the case of the second
order PDEs on lower dimensional manifolds; with this aim, an interpolation error estimate for the
NURBS space on the manifold is proposed. We show the accuracy and e�ciencyof the method
by solving several PDEs endowed with the Laplace{Beltrami spatial operator on surfaces. In par-
ticular, as few remarkable instances, we address the numerical solution of the Laplace{Beltrami
problem, the eigenvalue problem, a time dependent linear advection{di�usion equation, and the
Cahn{Allen phase transition equation ([11, 29]). For both the Laplace{Beltrami and the eigen-
value problems we compare the convergence rates of the errors obtained bymeans of Isogeometric
Analysis with those expected from the a priori error estimates and we highlight the advantages of
exactly representing the geometries at the coarsest level of discretization.

This work is organized as follows. In Sec. 2 we discuss the representation of lower dimensional
manifolds by NURBS and the role of the parametrization in the de�nition of geometrical map-
pings. In Sec. 3 we consider the PDEs on the manifolds for problems involving the second order
Laplace{Beltrami spatial operator. In Sec. 4 we discuss the numerical approximation schemes,
speci�cally Isogeometric Analysis for the spatial approximation; for the time dependent problems,
the generalized{� method ([14]) is considered and a SUPG stabilization scheme ([10]) is presented
because of its suitability to treat advection dominated problems. In Sec. 5 we provide the inter-
polation error and a priori error estimates for h{re�ned NURBS \meshes". In Sec. 6 we report
and discuss the numerical results for PDEs on surfaces. Final considerations are reported in the
Conclusions.

2 Manifolds represented by NURBS

In this section we introduce in an abstract setting lower dimensional manifolds in the physical space,
e.g. curves and surfaces, represented by suitable geometrical mappings. We recall the de�nition
of generic functions and their derivatives on the manifold and we express them in terms of the
parametric coordinates upon which the geometrical mapping is built. Finally, we speci�cally select
manifolds de�ned by B{splines and NURBS and we brie
y recall the basics of these geometrical
representations.

2.1 Manifolds and geometrical mapping

Let us consider a generic (Riemannian) manifold, say 
 � Rd with d � 1, de�ned in the physical
spaceRd [1]. Let us assume that the manifold is obtained by means of a geometrical mapping from
a parameter space, sayR� , into the physical spaceRd, with d � � � 1. If d > � the manifold is
lower dimensional with respect to the physical space. More precisely, given a parameter domain,
say b
 � R� , and a vector{valued independent variable� = ( � 1; : : : ; � � ) 2 R� , the manifold 
 � Rd

is de�ned by means of the geometrical mapping:

x : b
 ! Rd; � ! x(� ): (2.1)

For example, if d = 3 and � = 1, the manifold 
 represents a curve in R3, while if � = 2, 
 is a
surface inR3. Speci�cally, we consider compact, connected, and oriented manifolds 
 de�ned from
parameter domainsb
 of �nite, positive measure with respect to the topology of R� (0 < j b
 j < + 1 ).

For the mapping (2.1), we de�ne its Jacobian:

bF : b
 ! Rd� � ; � ! bF(� ); bFi;� (� ) :=
@xi

@��
(� ) i = 1 ; : : : ; d; � = 1 ; : : : ; �: (2.2)
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We also introduce the �rst fundamental form of the mapping:

bG : b
 ! R� � � ; � ! bG(� ); bG(� ) :=
�

bF(� )
� T

bF(� ) (2.3)

and �nally its determinant:

bg : b
 ! R; � ! bg(� ); bg(� ) :=

r

det
�

bG(� )
�

: (2.4)

We observe that in the case for which� = d, then bF(� ) 2 Rd� d and bg(� ) � det
�

bF(� )
�

(when

positive). We assume that the geometrical mapping (2.1) is \su�ciently " smooth, e.g. C1( b
), and
invertible a:e: in b
. Notice that we allow the mapping to be locally not invertible in sub domains
Q of 
 with zero measure in the topology of R� ; speci�cally, we require that bg(� ) > 0 a:e: in b


with bg(� ) = 0 for � 2 bQ � b
 only if meas
�

bQ
�

� 0, where bQ is the subdomain of b
 mapping the
subdomain Q of 
.

Finally, in view of the derivation of the a priori error estimate in Sec. 5, we introduce, following
Eqs. (2.2), (2.3), and (2.4), the Jacobian, the �rst fundamental form of the mapping, and its
determinant in the manifold 
 as, respectively:

F : 
 ! Rd� � ; x ! F(x); F(x) := bF(� ) � x � 1(� ); (2.5)

G : 
 ! R� � � ; x ! G(x); G(x) := bG(� ) � x � 1(� ); (2.6)

g : 
 ! R; x ! g(x); g(x) := bg(� ) � x � 1(� ): (2.7)

where we used the geometrical mapping (2.1).

2.2 Functions and di�erential operators on manifolds

Let assume that a \su�ciently" regular function is de�ned on the manifol d 
, e.g. � 2 C0(
) for
all x 2 
; then, since we consider invertible geometrical mappings, we can write:

� (x) = b� (� ) � x � 1(� ); (2.8)

where b� (� ) := � (x(� )). Moreover, we de�ne the gradient on the manifold 
 of the function
� 2 C1(
), say r 
 � 2 Rd, as the projection of the gradient operator associated to the physical
space onto the manifold. With this aim, we introduce the smooth prolongation of the function
� (x) from b
 into a tubular region in Rd containing b
 [9, 21], say e� (x), and the projector tensor
P(x) 2 Rd� d:

P(x) := I � n 
 (x) 
 n 
 (x) for x 2 
 ; (2.9)

with the unit vector n 
 (x) normal to the manifold 
 in Rd and I the identity tensor in Rd� d; in
this manner, we have:

r 
 � (x) :=
h
P(x) r e� (x)

i
for x 2 
 : (2.10)

For example, for a curve in Rd we have r 
 � (x) =
�

r e� (x) � t 
 (x)
�

t 
 (x), where t 
 (x) is the

unit tangent vector to the curve, while for a surface in Rd, we obtain that r 
 � (x) = r e� (x) ��
r e� (x) � n 
 (x)

�
n 
 (x)1. Finally, we introduce the Laplace{Beltrami operator associated to the

1Notice that for a surface in R3 the unit normal vector n 
 (x ) is obtained by mapping bn 
 (� ) :=
bt 
 ;1(� ) � bt 
 ;2(� )

kbt 
 ;1(� ) � bt 
 ;2(� )k

with bt 
 ;� (� ) :=
@x
@��

(� ) for � = 1 ; 2.
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manifold 
 for a function � 2 C2(
) as:

� 
 � (x) := r 
 � (r 
 � (x)) ; (2.11)

where the divergence operatorr 
 � is de�ned as r 
 � v (x) = trace [ r 
 v(x)] for all v 2
�
C1(
)

� d
.

By using the notation of Eq. (2.10), we obtain for the Laplace{Beltrami operator:

� 
 � (x) = trace
h
P(x) r 2 e� (x) P(x)

i
for x 2 
 ; (2.12)

where r 2� indicates the Hessian operator such that
�

r 2 e� (x)
�

i;j
:=

@2 e�
@xi @xj

(x) for i; j = 1 ; : : : ; d.

By using the geometrical mapping (2.1), the gradient on the manifold (2.10) can be rewritten
as:

r 
 � (x) =
h
bF(� ) bG� 1(� ) br b� (� )

i
� x � 1(� ); (2.13)

where br b� : b
 ! R� is the gradient operator in the parameter space. Similarly, for the Laplace{
Beltrami operator of Eq. (2.11), we have ([1]):

� 
 � (x) =
�

1
bg(� )

br �
�

bg(� ) bG� 1(� ) br b� (� )
� �

� x � 1(� ): (2.14)

Finally, in view of the de�nitions of integrals in the weak form of the PD Es, the di�erential dx (or
d
) can be written as dx = bg(� ) d� (or d
 = bg(� ) db
).

2.3 Geometrical mapping by NURBS

We assume that the geometrical mapping introduced in Eq. (2.1) de�nesa manifold 
 represented
by either B{splines or NURBS; for a detailed description we refer thereader to [40]. We observe
that in the framework of Isogeometric Analysis, the choice of T{splines [47]represents a valid
alternative and generalization.

The geometrical mapping (2.1) represented in terms of NURBS reads:

x(� ) =
nbfX

i =1

bRi (� ) P i ; (2.15)

where bRi (� ) are the NURBS basis functions de�ned in the parameter domainb
 and P i 2 Rd are
the control points in the physical space fori = 1 ; : : : ; nbf . The NURBS basis functions bRi (� ) are
de�ned from B{splines basis functions bN i (� ) and weights wi 2 R as:

bRi (� ) :=
wi

nbfX

i 0=1

wi 0 bN i 0(� )

bN i (� ) for i = 1 ; : : : ; nbf ; (2.16)

we observe that B{splines geometries inRd can be seen as a particular case of NURBS with
weights equal to the unity2. The (multivariate) B{splines basis functions bN i (� ) are obtained by
tensor product rule of univariate B{splines basis functions, say bN �;i (� � ) for i = 1 ; : : : ; nbf;� , where

2NURBS are obtained by projective transformations of B{splines de� ned in the physical spaceRd+1 .
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Figure 1: Univariate, globally Cp� 1{continuous, B{splines basis functions
n

bN i (� )
on

i =1
of order

p = 1 ; 2, and 3 obtained by the knot vectors � =
�

f 0gp+1 ;
1
5

;
2
5

;
3
5

;
4
5

; f 1gp+1
�

, respectively;

b
 = (0 ; 1).

� = 1 ; : : : ; � indicates the parametric direction � � in R� with � = ( � 1; : : : ; � � ) and nbf = � �
� =1 nbf;� .

The univariate B{splines basis functions bN �;i (� � ) are recursively built by using the Cox{de Boor
recursion formula starting from a knot vector � � := f � �;j g

nbf;� + p� +1
j =1 with � �;j 2 R which, together

with the polynomial order p� , completely characterizes the properties of the basis functions. We
indicate the minimum polynomial order of the basis functions asp := min

� =1 ;:::;�
p� ; in several instances,

p� = p for all � = 1 ; : : : ; � .
For example, in Fig. 1 we report open{knot, univariate B{splines basis functions of order p =

1; 2; 3 obtained by the knot vectors � =
�

f 0gp+1 ;
1
5

;
2
5

;
3
5

;
4
5

; f 1gp+1
�

, respectively; we remark that

the basis functions are globallyCp� 1{continuous in b
 = (0 ; 1) for this speci�c choice of the knot
vector.

We observe that the parameter domainb
 is obtained by the knot vectors � � for � = 1 ; : : : ; � as
b
 = ( � 1;1; � nbf; 1+ p1+1 ) � � � � � (� �; 1; � nbf;� + p� +1 ), which de�nes a NURBS patch; by convention, we

consider the case for whichb
 = (0 ; 1)� , i.e. � �; 1 = 0 and � nbf;� + p� +1 = 1 for all � = 1 ; : : : ; � . The

tensor product of the knots also de�nes a partition of the parameter domain b
 into subdomains b
 e,
for e = 1 ; : : : ; nel, which we regard as \mesh" elements in the parameter domain,nel being their
number; the set of these elements, i.e. the \mesh" of the parameterdomain, is denoted asbTh . The
geometrical mapping (2.15) of the elementsb
 e into the physical space de�nes the elements 
e for
e = 1 ; : : : ; nel and, similarly, the corresponding \mesh" in the physical domain Th . In addition, we

introduce the notation eb
 e to denote the support extension ofb
 e, i.e. the union of the supports of
the basis functions bRi (� ) for i = 1 ; : : : ; nbf whose supports possesses an intersection withb
 e of non
zero measure in the topology ofR� ([2]); the mapping of the support extension in the parameter

domain eb
 e into the physical space is denoted bye
 e. We schematically depict these concepts in
Fig. 2. Finally, we indicate with bhe the characteristic size (diameter) of the elementb
 e and with
bh the global \mesh" size bh := max

n
bhe : b
 e 2 bTh

o
; correspondingly, we de�ne the characteristic

size (diameter) of the element 
e in the physical domain from Sec. 2.2 as:

he := k bF kL 1 ( b
 e)
bhe 8e = 1 ; : : : ; nel (2.17)
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Figure 2: Illustration of a geometrical mapping x(� ) from the parameter domain b
 into the manifold


 (physical domain), a \mesh" element b
 e and its support extension eb
 e in the parameter domain,
and the corresponding \mesh" element 
e and support extension e
 e into the physical space; the
example refers to a B-splines or NURBS surface obtained with a basis of order p = 2 without
internally repeated knots yielding nel = 49 \mesh" elements.

Figure 3: NURBS surfaces 
 in R3: cylindrical shell of radius 1 and height 4 (left) and spherical
shell of radius 1 (right). The \mesh" elements are highlighted in black, the control net and control
points f P i g

nbf
i =1 , in red.

and the global \mesh" sizeh := max f he : 
 e 2 Thg. We observe that the de�nition of he coincides
with the one given in [2] for � = d.

In Fig. 3 we report two examples of surfaces inR3 obtained by NURBS, a cylindrical and a
spherical shell (we refer the reader to e.g. [18] and [40] for the construction of these geometries).
We observe that both the geometries are exactly represented by NURBS at the coarsest level of
discretization (nel = 4 and 8 \mesh" elements and nbf = 18 and 45 basis functions for the cylinder
and the sphere, respectively).

7



8 L. Ded�e, A. Quarteroni

In several circumstances, more complicated geometries can be generated by combining multiple
NURBS patches.

3 PDEs on the manifold

With the aim of generality, we introduce a nonlinear parabolic PDE with second order spatial
derivatives corresponding to the Laplace{Beltrami operator. Then, as particular cases of such
general PDE, we present the equations we will address in this work, namely: an elliptic PDE, an
eigenvalue problem, a time dependent advection{di�usion equation andthe Cahn{Allen equation
de�ned on the manifold. Then, in view of the numerical approximation, we rewrite the weak form
of the equations in the parametric space by means of the geometrical mapping introduced in Sec. 2.

3.1 A nonlinear parabolic PDE with Laplace{Beltrami operator

Let us denote with � = @
 the boundary of the manifold 
. We say that 
 possesses a boundary
if meas (�) 6= 0 in the topology of R� � 1; for example, by referring to Fig. 3 (left), the cylindrical
shell has a boundary � =

�
x = (x ; y; z) 2 R3 : x2 + y 2 = 1 and z = f 0; 4g

	
, while the sphere does

not posses a boundary (meas (�) = 0). If meas (�) 6= 0, then we can partition it into two non

overlapping subdomains, say �D and � N , such that � D [ � N � � and
�
� D \

�
� N = ; .

For the sake of simplicity and unless when necessary for clarity, we will omit from here on the
explicit dependence of the functions de�ned in the physical space Rd on the spatial variable x and,
similarly, for the functions in the parameter spaceR� , the explicit dependence on the independent
variable � .

By recalling the de�nition of the Laplace{Beltrami operator (2.11), we assume the following
expression for the time dependent nonlinear parabolic PDE, whereu(t) represents its solution:

�
@u
@t

(t) � � � 
 u(t) + V � r 
 u(t) + � (u(t)) = f in 
 � (0; T);

u(t) = 
 on � D � (0; T);

� r 
 u(t) � n � = 0 on � N � (0; T);

u(0) = uin in 
 � f 0g;

(3.1)

where T > 0 is the �nal time and n � is the unit vector normal to the boundary � (note that
n � � n 
 = 0 for all x 2 �). For simplicity, the coe�cients � � 0 and � > 0 are assumed as constants
in R, the advection �eld V 2 [L 1 (
)] d is such that V � n 
 = 0, r 
 � V 2 L 2(
) and r 
 � V = 0 a.e.
for x 2 
, and the source term f 2 L 2 (
); the reaction term � is assumed \su�ciently" regular,
i.e. as� 2 L 1 (
 � (0; T)). Moreover, 
 2 H 1=2(� D ), and the initial condition uin 2 L 2(
); for the
sake of simplicity, we assumed an homogeneous Neumann condition on �N . We observe that, if the
manifold 
 does not possesses a boundary (meas (�) = 0), the boundary conditions in Eq. (3.1)
become meaningless and they should be replaced by other conditions on the solution u(t) depending
on the choice of the data (see Sec. 3.2).

In view of the weak form of the problem (3.1), we introduce the a�ne manif old V
 and the
function spaceV as:

V
 :=
�

v 2 H 1(
) : vj � D = 

	

; V :=
�

v 2 H 1(
) : vj � D = 0
	

: (3.2)

8
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Moreover, we introduce the following forms and functionals:

a(v; w) :=
Z



� r 
 v � r 
 w d
 ; b(v; w) :=

Z



v V � r 
 w d
 ;

c(w)(v) :=
Z



v � (w) d
 ; m(v; w) :=

Z



v w d
 ;

q(v) :=
Z



v f d 
 ;

(3.3)

and the weak residual:

Res(w(t)) ( v) := q(v) � a(v(t); w(t)) � b(v; w(t))

� c(w(t))( v) � � m
�

v;
@w
@t

(t)
�

;
(3.4)

for any v 2 V , w(t) 2 V 
 , for all t 2 (0; T). Then, the weak form of problem (3.1) reads, for all
t 2 (0; T):

�nd u(t) 2 V 
 : Res(u(t)) ( v) = 0 8v 2 V ;

with u(0) = uin :
(3.5)

We shall assume that the above problem is well{posed; for example, we observe that for � = 1,
V = 0, and � (u(t)) = � 0 u(t) for some � 0 > 0, under the regularity hypothesis on the other data,
we have a unique solutionu 2 L 2 ((0; T); V
 ) \ C0 �

(0; T); L 2(
)
�

by using similar arguments of
[42]. For further details see e.g. [17, 25, 26, 27].

With the aim of writing problem (3.5) in the parameter space, we recall the mapping of the
data based on Eqs. (2.1) and (2.8). In particular, we have: bV (� ) := V (x(� )), bf (� ) := f (x(� )),
b
 (� ) := 
 (x(� )), and buin (� ) := uin (x(� )); we notice that b� (�) � � (�). Moreover, we introduce the
a�ne manifold bV
 and the function spacebV as:

bV
 :=
n

bv 2 H 1( b
) : bvjb� D
= b


o
; bV :=

n
bv 2 H 1( b
) : bvjb� D

= 0
o

; (3.6)

where, if meas (�) 6= 0, b� D :=
n

� 2 @b
 : x(� ) 2 � D

o
and b� N = @b
 nb� D . Also, we introduce the

following forms and functionals from Eqs. (2.8), (2.13) and (3.3):

ba(bv; bw) :=
Z

b

� br bv �

�
bG� 1 br bw

�
bg db
 ; bb(bv; bw) :=

Z

b

bv bV �

�
bF bG� 1 br w

�
bg db
 ;

bc( bw)(bv) :=
Z

b

bv b� ( bw) bg db
 ; bm(bv; bw) :=

Z

b

bv bw bg db
 ;

bq(bv) :=
Z

b

bv bf bg db
 ;

(3.7)

and the weak residual:

dRes( bw(t)) ( bv) := bq(bv) � ba(bv; bw(t)) � bb(bv; bw(t)) � bc( bw(t))( bv) � � bm
�

bv;
@bw
@t

(t)
�

; (3.8)

for any bv 2 bV, bw(t) 2 bV
 , and for all t 2 (0; T). Finally, the weak form of the problem (3.5) in the
parameter space reads, for allt 2 (0; T):

�nd bu(t) 2 bV
 : dRes(bu(t)) ( bv) = 0 8bv 2 bV;

with bu(0) = buin ;
(3.9)

9



10 L. Ded�e, A. Quarteroni

we observe that, from Eq. (2.8), we haveu(x; t) = bu(� ; t) � x � 1(� ) and bu(� ; t) = u(x(� ); t) for all
t 2 (0; T).

3.2 The Laplace{Beltrami equation

By referring to Eq. (3.1) and assuming the data and solutionu as time independent,� = 0, V = 0,
and � = 0, we obtain the Laplace{Beltrami problem:

�nd u 2 V 
 : a(v; u) = q(v) 8v 2 V ; (3.10)

for some � > 0. We observe that, if the manifold 
 is not endowed with a boundary, the n the
Laplace{Beltrami problem (3.10) is ill{posed. For this reason, if meas (�) = 0, t he solution space

V
 is replaced e.g. by the spaceV0 :=
�

v 2 H 1(
) :
Z



v d
 = 0

�
(see e.g. [39]).

By recasting problem (3.10) in the parameter space, we obtain:

�nd bu 2 bV
 : ba(bv; bu) = bq(bv) 8bv 2 bV; (3.11)

where we have used the notation introduced in Sec. 3.1.

3.3 The Laplace{Beltrami eigenvalue problem

From Eq. (3.1), by assuming that the data and solution u are time independent, and setting� = 0,
V = 0, and � (u) = � � u , assuming the parameter� as unknown, we obtain the Laplace{Beltrami
eigenvalue problem3:

�nd u 2 V and � 2 R : a(v; u) = � m (v; u) 8v 2 V ; (3.12)

speci�cally, we set � = 1. We observe that, since the problem is symmetric, the eigenvalues are
real valued, i.e. � 2 R, with � � 0.

In the parameter space, Eq. (3.12) reads:

�nd bu 2 bV and � 2 R : ba(bv; bu) = � bm(bv; bu) 8bv 2 bV: (3.13)

3.4 A time dependent linear advection{di�usion equation

By using the notation of Sec. 3.1, we introduce the parabolic linear advection{di�usion equation in
the following weak form, for all t 2 (0; T):

�nd u(t) 2 V 
 : m
�

v;
@u
@t

(t)
�

+ a(v; u(t)) + b(v; u(t)) = q(v) 8v 2 V ;

with u(0) = uin ;
(3.14)

where we set� (u(t)) = 0 and � = 1. In view of the numerical approximation, we introduce the
following operators, sayL (�) and L adv(�), as:

L (w(t)) :=
@w
@t

(t) � � � 
 w(t) + V � r 
 w(t); (3.15)

3For � (u) = � � u , the form c(�)( �) in Eq. (3.3) reads c(w)(v) = � � m (v; u) for any v(x ), w(t) 2 V .

10



Isogeometric Analysis of PDEs on surfaces 11

L adv(w(t)) := V � r 
 w(t); (3.16)

and the strong residualR(�) in 
 as:

R (w(t)) := f � L (w(t)) ; (3.17)

for all w(t) 2 H 2(
) for any t 2 (0; T).
In the parameter space, Eq. (3.14) reads, for allt 2 (0; T):

�nd bu(t) 2 bV
 : bm
�

bv;
@bu
@t

(t)
�

+ ba(bv; bu(t)) + bb(bv; bu(t)) = bq(bv) 8bv 2 bV;

with bu(0) = buin ;
(3.18)

while the operators and the residual in Eqs. (3.15), (3.16), and (3.17) are:

bL ( bw(t)) :=
@bw
@t

(t) � �
1
bg

br �
�

bg bG� 1 br bw(t)
�

+ bV �
�

bF bG� 1 br bw(t)
�

; (3.19)

bL adv( bw(t)) := bV �
�

bF bG� 1 br bw(t)
�

; (3.20)

bR ( bw(t)) := bf � bL ( bw(t)) ; (3.21)

for all bw(t) 2 H 2( b
) for any t 2 (0; T).

3.5 The Cahn{Allen equation

By denoting with u(t) the concentration of a component of a binary isothermal mixture, we describe
its evolution in time by means of the Cahn{Allen equation, a nonlinear, time dependent PDE. For
further details on the topic we refer the reader e.g. to [11, 12, 13, 29]. The Cahn{Allen equation
in weak form reads, for all t 2 (0; T):

�nd u(t) 2 V : m
�

v;
@u
@t

(t)
�

+ a(v; u(t)) + c(u(t))( v) = 0 8v 2 V ;

with u(0) = uin ;
(3.22)

where, with reference to Eq. (3.1), we choose� (u(t)) = 	 c;u(u(t)) = 2 u(t) (u(t) � 1) (2u(t) � 1)

(for which we have that c(u(t))( v) =
Z



v 	 c;u(u(t)) d
), V = 0, � = 1, and f = 0. Moreover, if

meas (�) 6= 0, we set � N � � with � D = ; . The Cahn{Allen equation (3.22) represents the gradient

ow in the L 2(
) norm of the following energy functional (total free energy) for isoth ermal binary
mixtures on surfaces:

e	( t) = 	( u(t)) :=
Z




�
	 c(u(t)) +

1
2

� jr 
 u(t)j2
�

d
 ; (3.23)

where 	 c(�) is the chemical energy, which, in this speci�c case, we have choosen as 	c(u(t)) =
(u(t))2 (u(t) � 1)2; the functional 	 c;u(�) = � (�) represents the chemical potential and is obtained
as the Frech�et derivative of 	 c(�) with respect to the variable u(t). The free energye	( t) represents

a Liapunov functional since
de	
dt

(t) � 0 for all t 2 (0; T], being r 
 u(t) � bn � = 0 on �.

11



12 L. Ded�e, A. Quarteroni

In the parameter space, the Cahn{Allen equation reads, for allt 2 (0; T):

�nd bu(t) 2 bV : em
�

bv;
@bu
@t

(t)
�

+ ba(bv; bu(t)) + bc(bu(t))( bv) = 0 8bv 2 bV;

with bu(0) = buin ;
(3.24)

with the free energy:

e	( t) = b	( u(t)) :=
Z

b


�
	 c(bu(t)) +

1
2

� br bu(t) �
�

bG� 1 br bu(t)
� �

bg db
 ; (3.25)

being b	 c(�) � 	 c(�).

4 Numerical approximation

In this section we describe the numerical approximation of the PDEsintroduced in Sec. 3.1 and
represented in compact form in Eq. (3.5). We discuss the approximation in a general setting, �rstly
for the spatial approximation by means of Isogeometric Analysis and then, fortime discretization,
the generalized{� method.

4.1 The spatial approximation: Isogeometric Analysis

For the spatial approximation of the general problem (3.5) we consider Isogeometric Analysis. In
this section we brie
y recall the basic notions of the approximation in the framework of the Galerkin
method. For further details we refer the reader to [18, 34].

Isogeometric Analysis is a method for the spatial approximation of PDEs, based on the isopara-
metric concept for which the same basis used to represent the known geometry are then used to
approximate the unknown solution of the PDEs. NURBS or B{splines geometries (computational
domains) are represented by geometrical mappings in the form (2.15) from a parameter space to
the physical space. By using the isogeometric paradigm, we can de�ne functions in the parameter
space in the form:

buh(� ; t) :=
nbfX

i =1

bRi (� ) Ui (t); (4.1)

where bRi (� ) are the NURBS (or B{splines) basis functions (see Eq. (2.16)) andUi (t) 2 R are
the control variables (in fact, the problem unknowns) for i = 1 ; : : : ; nbf , with nbf the number
of basis functions; for time dependent problems, the control variables Ui (t) are time dependent.
Since the geometrical mapping (2.15) is invertible (as discussed in Secs. 2.1 and 2.3)), we can
indi�erently refer to functions in the parameter space or in the physical one; from Eq. (2.8) we
haveuh(x ; t) = buh(� ; t)� x � 1(� ). For this reason, unless than necessary for clarity, we will henceforth
consider formulations in the parameter space.

From Eq. (4.1) we de�ne the NURBS space on the parameter domainb
 (a single patch):

bNh := span
n

bRi (� )
onbf

i =1
(4.2)

and, in virtue of the geometrical mapping (2.15), the corresponding NURBS space on the physical
domain (the manifold) 
:

Nh := span
n

bRi (� ) � x � 1(� )
onbf

i =1
: (4.3)

12



Isogeometric Analysis of PDEs on surfaces 13

Then, we introduce the �nite dimensional function spacesbV
;h := bV
 \ bNh and bVh := bV \ bNh from
Eqs. (3.6) and (4.1); for simplicity, we assume that the datab
 belongs to the NURBS spacebNh .
Similarly, by referring to the physical domain 
, we introduce th e function spacesV
;h := V
 \ N h

and Vh := V \ N h .
The weak form of problem (3.9) approximated by Isogeometric Analysis reads,for all t 2 (0; T):

�nd buh(t) 2 bV
;h : dRes(buh(t)) ( bvh) = 0 8bvh 2 bVh ;

with buh(0) = buin;h ;
(4.4)

where buin;h is the L 2(
) projection of buin onto bVh . The spatial approximation of the problems
described in Secs. 3.2, 3.4, and 3.5 �t the general formulation of Eq. (4.4), while the eigenvalue
problem (3.13) reads:

�nd buh 2 bVh and � h 2 R : ba(bvh ; buh) = � h bm(bvh ; buh) 8bvh 2 bVh : (4.5)

We remark that the function spaces bV
;h and bVh can be \enriched" by means of h{ or p{
re�nement of the geometric representation while identically preserving the geometrical mapping4.
The re�nements allow the improvement of the accuracy of the approximate solution, while still rep-
resenting exactly the NURBS geometries de�ning the computational domain. A type of re�nement
called k{re�nement and speci�c for NURBS basis functions can be eventually used to e�ciently
improve the accuracy by increasing the orderp of the basis functions and their global continuity,
say k, across the elementsb
 e in b
 while containing the number of basis functions nbf . For further
details we refer the reader to [2, 4, 18, 19, 34]. Speci�cally, in Sec. 5 we provide a priori error
estimates for PDEs on manifolds forh{re�ned \meshes".

We remark that numerical integration is performed by means of a quadrature formula with
(p + 1) � quadrature points in each element; a direct method ([41]) is considered for the solution of
the linear system associated to Eq. (4.4).

4.2 The time discretization scheme

For the approximation of time dependent problems, we consider the generalized{� method, a
predictor{multicorrector numerical scheme, which we brie
y recall in this section; for further details
see also e.g. [14, 36].

Let start by introducing a partition of the time interval (0 ; T) into time steps f tngn ts
n=0 , where

t0 = 0 and tn ts = T, with time steps � tn := tn+1 � tn for n = 0 ; : : : ; tn ts � 1. Also, we de�ne U (t) :=

f Ui (t)g
nbf
i =1 , _U (t) :=

n
_Ui (t)

onbf

i =1
, dRes

�
_U (t); U (t)

�
:=

n
dRes(buh(t))

�
bRi

�o nbf

i =1
from Eq. (3.8), U n :=

U (tn ), and _U n := _U (tn ). By introducing the parameters � m , � f , and � 2 R, the generalized{�
method consists in solving the following problem at the time steptn+1 given _U n and U n :

�nd _U n+1 ; U n+1 ; _U n+ � m ; U n+ � f : dRes
�

_U n+ � m ; U n+ � f

�
= 0;

with: U n+1 = U n + � tn

�
(1 � � ) _U n + � _U n+1

�
;

_U n+ � m = (1 � � m ) _U n + � m _U n+1 ; U n+ � f = (1 � � f ) U n + � f U n+1 :

(4.6)

4The h{ or p{re�nements correspond to the mesh re�nement and order elevation procedures of the Finite Element
or Spectral methods.
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14 L. Ded�e, A. Quarteroni

The previous problem is solved iteratively with U n+1 obtained asU n+1 ;(j ) for somej = 0 ; : : : ; j max

(with j max > 1). In particular, at the predictor stage ( j = 0), we set:

_U n+1 ;(0) =
� � 1

�
_U n ; U n+1 ;(0) = U n : (4.7)

At the multicorrector stage, we repeat for j = 1 ; : : : ; j max the following steps:

1. evaluate the variables:

_U n+ � m ;( j ) = (1 � � m ) _U n + � m _U n+1 ;(j � 1) ; U n+ � f ;( j ) = (1 � � f ) U n + � f U n+1 ;(j � 1) ; (4.8)

2. assemble the residual vector and tangent matrix:

dResn+1 ;(j ) := dRes
�

_U n+ � m ;( j ) ; U n+ � f ;( j )

�
;

bK n+1 ;(j ) := � m

@dR es
�

_U n+ � m ;( j ) ; U n+ � f ;( j )

�

@_U n+ � m

+ � f � � tn

@dR es
�

_U n+ � m ;( j ) ; U n+ � f ;( j )

�

@U n+ � f

;

(4.9)

3. if, for a prescribed tolerancetolR > 0, the criterion
k dResn+1 ;(j )k

k dResn+1 ;(0) k
� tolR is ful�lled, set

_U n+1 = _U n+1 ;(j � 1) and U n+1 = U n+1 ;(j � 1) and terminate the procedure, otherwise continue;

4. solve the linear system:
bK n+1 ;(j ) � _U n+1 ;(j ) = � dResn+1 ;(j ) ; (4.10)

5. update the variables:

_U n+1 ;(j ) = _U n+1 ;(j � 1) + � _U n+1 ;(j ) ; U n+1 ;(j ) = U n+1 ;(j � 1) + � � tn � _U n+1 ;(j ) ; (4.11)

and return to step 1.

A family of second{order time accurate and unconditionally stable generalized{� methods for linear

problems is obtained by choosing� m =
1
2

�
3 � � 1

1 + � 1

�
, � f = � =

1
1 + � 1

, where � 1 2 [0; 1] governs

high frequencies dissipation [33]5; a typical choice is � 1 = 0 :5, see e.g. [20, 31, 37].
The time step � tn can be either �xed (� tn = � t0) or determined by an adaptive algorithm. In

the latter case, we select an adaptive scheme based on the number of iterations of the multicorrector
stage of the generalized{� method (see e.g. [31, 51]); in particular, based on numerical experience,

we set � tn = � tn� 1 �

s
j

j ref + j 0
for n = 1 ; : : : ; tn ts � 1 and an initial time step � t0, where � = 1 :2,

j ref = 2, and j 0 = 0 :8. As tolerance for the stopping criterion of the multicorrector stage we select
tolR = 10 � 4.

5The parameter � 1 represents the spectral radius of the ampli�cation matrix of the s ystem for � tn ! 1 .
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Isogeometric Analysis of PDEs on surfaces 15

4.3 SUPG stabilization for the advection{di�usion PDEs

Since we are interested in solving time dependent advection{di�usion equations in the transport
dominated regime, we consider the numerical stabilization of the PDEsin lower dimensional mani-
folds. In particular, we consider a SUPG stabilization technique similar to the one proposed in [39]
for PDEs on surfaces approximated by means of the Finite Element method.

The time dependent linear advection{di�usion problem (3.18) with SUPG stabilization ([10])
reads, for all t 2 (0; T):

�nd buh(t) 2 bV
;h : bm
�

bvh ;
@buh

@t
(t)

�
+ ba(bvh ; buh(t)) + bb(bvh ; buh(t))

+ bdh(bvh ; buh(t)) � bq(bvh) = 0 8bvh 2 bVh ;

with buh(0) = buin;h ;

(4.12)

where the form bdh(�; �) represents the SUPG stabilization term. By recalling the de�nit ions (3.20)
and (3.21), we de�ne:

bdh(bvh ; bwh(t)) :=
nelX

e=1

Z

b
 e

� e bL adv (bvh) bR( bwh(t)) bg db
 ; (4.13)

for all bvh and bwh(t) 2 H 2( b
 e), with e = 1 ; : : : ; nel, and t 2 (0; T); the stabilization parameter � e

is assumed as piecewise constant over the elementsb
 e
6. We introduce the characteristic velocity

Ve := k bV kL 1 ( b
 e) , the constant cp depending on the orderp of the polynomial approximation7, and

the local P�eclet number Pee :=
Ve he

2�
. Following [30, 35, 48], we choose:

� e :=
1
2

"
1

� t2 +
�

Ve

he

� 2
 

1 +
�

cp

Pee

� 2
!# � 1=2

; (4.14)

where he is the characteristic size (diameter) of the element 
e (2.17) and � t is the time step
for the time approximation; we will assume cp = p2. This choice of � e is obtained by locally
approximating the operator bL � 1(�), by assuming the use of second order time schemes (as the
generalized{� method), and by considering geometrical mappings of the elements 
e from parents
domains (� 1; 1)� ; the parameter � e assumes the same form in the parameter and physical spaces.

5 A priori error estimation on lower dimensional manifolds

We provide the a priori error estimates underh{re�nement for the Laplace{Beltrami equation (3.10)
and the Laplace{Beltrami eigenvalue problem (3.12) thus extending the results of [2] (and [4]) to
the case of second order PDEs de�ned on lower dimensional manifolds. With this aim, we propose

6We notice that in the physical space we have, from Eqs. (3.16) and (3.17), dh (vh ; wh (t)) :=
n elX

e=1

Z


 e

� e L adv (vh ) R (wh (t)) d
 for all vh and wh (t) 2 H 2(
 e), with e = 1 ; : : : ; nel , and t 2 (0; T ).

7The constant cp stems from an inverse inequality of the type k� 
 vh kL 2 (
 e ) �
cp

he
kr 
 vh kL 2 (
 e ) for all vh 2 Vh

and e = 1 ; : : : ; nel .
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16 L. Ded�e, A. Quarteroni

some preliminary estimates for the change of variables between the parameter and the physical
domains and the interpolation error estimate for the NURBS space on the physical domain (the
lower dimensional manifold); for simplicity, we limit to consider estimates up to the H 1 norm. We
remark that, for the derivation of the error estimate, we follow the procedure and recall the results
presented in [2].

5.1 The interpolation error estimate

Let us recall the notation of Secs. 2.1 and 2.3 regarding the geometrical mapping by NURBS and
of Sec. 4.1 for the NURBS spaces. Moreover, we recall the de�nition of theH 1 semi{norm on the

manifold j� jH 1 (
) :=
� Z



jr 
 � j2 d


� 1=2

from Eq. (2.10); the de�nition of high order semi{norms

follows consequently. Similarly, theL 2 norm on the manifold reads: k� kL 2 (
) :=
� Z



j� j2 d


� 1=2

.

In analogy with [2] for the case� = d, we provide the following preliminary results for functions
de�ned on manifolds represented by NURBS.

Proposition 5.1. Let us consider an integerm = 0 ; 1, the general \mesh" element in the parameter
domain b
 e 2 bTh and its corresponding \mesh" element on the manifold
 e 2 Th . We obtain for
� 2 H m (
 e) and b� 2 H m ( b
 e):

j b� jH m ( b
 e) �










1
g










1=2

L 1 (
 e)

mX

j =0

� 




 bF








j

L 1 ( b
 e)
j� jH j (
 e)

�
; (5.1)

j� jH m (
 e) � Cshape kbgk1=2
L 1 ( b
 e)






 bF








� m

L 1 ( b
 e)

mX

j =0

�
�
� b�

�
�
�
H j ( b
 e)

; (5.2)

where Cshape is a positive and dimensionless constant depending on the shape ofthe manifold 
 ,
but not its size [2].

Proof. We start by proving the result (5.1) for m = 1, the case m = 0 following similarly. From

Eq. (2.13) and by observing that br b� (� ) =
�

bF (� )
� T

r 
 � (x(� )), we obtain (in analogy with [16]):

�
�
� br b� (� )

�
�
� �

�
�
� bF (� )

�
�
� jr 
 � (x)j ; (5.3)

for all � 2 b
 e with x = x(� ) 2 
 e (in Euclidean norm). By elevating the terms of the inequality to
the square, integrating over the \mesh" element b
 e, and recalling the de�nition of H 1 semi{norm,
we obtain: �

�
� b�

�
�
�
2

H 1 ( b
 e)
�






 bF








2

L 1 ( b
 e)

Z

b
 e

jr 
 � j2 db
 e: (5.4)

Since
Z

b
 e

jr 
 � j2 db
 e =
Z


 e

jr 
 � j2
1
g

d
 e from Eq. (2.7), we obtain:

�
�
� b�

�
�
�
2

H 1 ( b
 e)
�










1
g










L 1 (
 e)






 bF








2

L 1 ( b
 e)

Z


 e

jr 
 � j2 d
 e; (5.5)

from which the result (5.1) follows.
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We proceed in a similar manner for the result (5.2). From Eqs. (2.5), (2.6), and (2.13) we have:

jr 
 � (x)j �
�
�F (x) G� 1(x)

�
�

�
�
� br b� (� )

�
�
� ; (5.6)

for all x 2 
 e with � = x � 1(� ) 2 b
 e (in Euclidean norm). We obtain that:

j� j2H 1 (
 e) �



 F G� 1




 2

L 1 (
 e)

Z


 e

�
�
� br b�

�
�
�
2

d
 e: (5.7)

and, since
Z


 e

�
�
� br b�

�
�
�
2

d
 e =
Z

b
 e

�
�
� br b�

�
�
�
2

bg db
 e, we have:

j� j2H 1 (
 e) � k bgkL 1 ( b
 e)




 F G� 1




 2

L 1 (
 e)

Z

b
 e

�
�
� br b�

�
�
�
2

db
 e; (5.8)

from which we deduce that:

j� jH 1 (
 e) � k bgk1=2
L 1 ( b
 e)




 F G� 1






L 1 (
 e) j� jH j ( b
 e) : (5.9)

In analogy with [2] we introduce from Eqs. (2.1) and (2.2) the locally rescaled geometrical mapping:

�x : b
 e ! �
 e; � ! �x(� ); �x(� ) = x(� )





 bF








� 1

L 1 ( b
 e)
; (5.10)

for all b
 e 2 bTh , where �
 e belongs to the physical space; correspondingly, we de�ne its Jacobian:

b�F : b
 e ! Rd� � ; � ! b�F (� ); b�F i;� (� ) :=
@�x i

@��
(� ) i = 1 ; : : : ; d; � = 1 ; : : : ; �; (5.11)

for all b
 e 2 bTh . It follows from Eqs. (2.2) and (2.3) that bF = b�F





 bF








L 1 ( b
 e)
, bG = b�G






 bF








2

L 1 ( b
 e)
,

where b�G :=
�

b�F
� T b�F , from which we deduce that:

bF bG� 1 = b�F b�G
� 1 





 bF








� 1

L 1 ( b
 e)
: (5.12)

In analogy with Eqs. (2.5) and (2.6), we de�ne �F : �
 e ! Rd� � with �F (x) := b�F (� ) � x � 1(� ) and
�G : �
 e ! R� � � with �G(x) := b�G(� ) � x � 1(� ), for all x 2 �
 e; we obtain:




 F G� 1






L 1 (
 e) �





 �F �G� 1








L 1 ( �
 e)






 bF








� 1

L 1 ( b
 e)
: (5.13)

By setting Cshape :=





 �F �G� 1








L 1 ( �
 e)
and using the bound (5.13) in Eq. (5.9), we obtain the re-

sult (5.2).
The choice of the constantCshape is justi�ed similarly to [2] by observing that bF is 0{homogeneous

with respect to �F and that from Eq. (5.12) we have the following bound:

Cshape �



 F G� 1






L 1 (
 e)






 bF








L 1 ( b
 e)
; (5.14)

hence, the constantCshape only depends on the shape of the manifold and is uniformly bounded with
respect to the \mesh" sizehe, since the NURBS mapping (2.1) is preserved underh{re�nement.
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We recall from [2] the interpolation error estimate for the NURBS space on the parametric
domain, which is obtained by using the concept of bent Sobolev space and combining the Eqs. (42)
and (65) reported in [2]. With this aim, we introduce from Eq. (4.2) the projection operator
� bN h

: L 2( b
) ! bNh onto the NURBS space in the parameter domain (see Eq. (41) in [2]).

Proposition 5.2. Given the indexesk and l such that 0 � k � l � p + 1 and k � 1, the \mesh"

element b
 e 2 bTh , its support extension eb
 e, and the function b� 2 H l ( eb
 e), we have:

�
�
� b� � � bN h

b�
�
�
�
H k ( b
 e)

� Cshape
bhl � k

e

lX

i =0

X

b
 0
e2 bTh

b
 0
e \ eb
 e6= ;

�
�
� b�

�
�
�
H i ( b
 0

e)
; (5.15)

where bhe is the characteristic size of the \mesh" elementb
 e in the parameter domain andCshape

is a positive and dimensionless constant depending on the NURBS parametrization but not on the
size of b
 e.

Finally, we provide the interpolation error estimate for lower dimensional manifolds 
 de�ned
by NURBS by introducing from Eq. (4.3) the projection operator � N h : L 2(
) ! bNh onto the
NURBS space in the physical domain, i.e. the \push{forward" of the NURBS projection operator,
for which � N h � (x) =

�
� bN h

b� (� )
�

� x � 1(� ) for all � 2 L 2(
) ([2]).

Theorem 5.1. Given the indexesk and l such that 0 � k � l � p + 1 and k � 1, the \mesh"
element 
 e 2 Th , its support extension e
 e, and the function � 2 L 2(
) \ H l ( e
 e), the interpolation
error estimate for the NURBS space (4.3) on the lower dimensionalmanifold reads:

j� � � N h � jH k (
 e) � Cshape hl � k
e

lX

i =0

� 




 bF








i � l

L 1 ( eb
 e)
j� jH i ( e
 e)

�
; (5.16)

where he is the characteristic size of the \mesh" element
 e (2.17), eb
 e is the support extension of
the \mesh" element in the parameter domain, andCshape is a positive and dimensionless constant
depending on the shape of the manifold
 but not its size.

Proof. We start by observing that from the de�nition of the NURBS projector � N h and Eq. (5.2),
we have:

j� � � N h � jH k (
 e) � Cshape kbgk1=2
L 1 ( b
 e)






 bF








� k

L 1 ( b
 e)

kX

i =0

�
�
� b� � � bN h

b�
�
�
�
H i ( b
 e)

: (5.17)

By using the result (5.15) of Proposition 5.2 for the term
�
�
� b� � � bN h

b�
�
�
�
H i ( b
 e)

, we obtain:

j� � � N h � jH k (
 e) � Cshape
bhl � k

e kbgk1=2
L 1 ( b
 e)






 bF








� k

L 1 ( b
 e)

lX

i =0

X

b
 0
e2 bTh

b
 0
e \ eb
 e6= ;

�
�
� b�

�
�
�
H i ( b
 0

e)
: (5.18)

We apply the result (5.1) of Proposition 5.2 to each of the terms
�
�
� b�

�
�
�
H i ( b
 0

e)
which yields:

�
�
� b�

�
�
�
H i ( b
 0

e)
� Cshape










1
g










1=2

L 1 (
 0
e)

iX

j =0

� 




 bF








j

L 1 ( b
 0
e)

j� jH j (
 0
e)

�
; (5.19)
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for all b
 0
e 2 bTh , where 
 0

e is obtained from the geometrical mapping of b
 0
e. Then, by inserting

Eq. (5.19) into Eq. (5.18), and merging the double summation over the indexes i and j , for which
0 � j � i and 0 � i � l , we obtain:

j� � � N h � jH k (
 e) � Cshape
bhl � k

e






 bF








� k

L 1 ( b
 e)

lX

i =0

� 




 bF








i

L 1 ( eb
 e)
j� jH i ( e
 e)

�
; (5.20)

where we used the bound:

X

b
 0
e2 bTh

b
 0
e \ eb
 e6= ;

" 








1
g










1=2

L 1 (
 0
e)






 bF








i

L 1 ( b
 0
e)

j� jH i (
 0
e)

#

�










1
g










1=2

L 1 ( e
 e)






 bF








i

L 1 ( eb
 e)
j� jH i ( e
 e) ; (5.21)

for all i = 0 ; : : : ; l , and the product kbgk1=2
L 1 ( b
 e)










1
g










1=2

L 1 ( e
 e)
has been embedded in the constant

Cshape, similarly to the proof of Proposition 5.1 and Theorem 3:1 in [2]. We recall the de�nition of
characteristic \mesh" size he of the element 
 e on the manifold given in Eq. (2.17) to obtain from
Eq. (5.20):

j� � � N h � jH k (
 e) � Cshape hl � k
e






 bF








� l

L 1 ( b
 e)

lX

i =0

� 




 bF








i

L 1 ( eb
 e)
j� jH i ( e
 e)

�
: (5.22)

Finally, by multiplying and dividing the right hand side of Eq. (5.22) by





 bF








l

L 1 ( eb
 e)
and embedding

the term





 bF








l

L 1 ( eb
 e)






 bF








� l

L 1 ( b
 e)
into the constant Cshape we obtain the result (5.16).

In analogy with [2], a similar interpolation error estimation of Theorem 5.1 can be obtained
for NURBS spaces with boundary conditions. Moreover, we remark that the interpolation error
estimate (5.16) for lower dimensional manifolds assumes the same form of the result (61) of [2] in
the case� = d (Theorem 3:1), where the di�erences between the two estimates have been embedded
in the constant Cshape. When � = d, the interpolation error estimate (5.16) fully coincides with
the estimate of Theorem 3:1 in [2].

5.2 The Laplace{Beltrami equation

By using the result of Theorem 5.1, we provide the a priori error estimates in L 2 and H 1 norms
for the Laplace{Beltrami problem of Sec. 3.2 de�ned on a general lower dimensional manifold 
.

Following e.g. [15, 44], by recalling the notation for the NURBS spaces introduced in Sec. 4.1
and assuming the Laplace{Beltrami problem (3.10) to be well{posed, we have:

ju � uh jH 1 (
) � C inf
vh 2V 
;h

ju � vh jH 1 (
) ; (5.23)

where the positive constant C depends on the data of the problem, speci�cally the coe�cient �
(C = C(� )). From the result (5.16) of Theorem 5.1, by assuming quasi uniformh{re�nement, the
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\mesh" elements of sizehe ' h for all e = 1 ; : : : ; nel, and the polynomial orders of the NURBS
basis min

� =1 ;:::;�
p� = p, we obtain the error estimate in semi{norm H 1 for the caseu 2 H p+1 (
):

ju � uh jH 1 (
) � C hp; (5.24)

where the positive constantC depends on� , u, and the constant Cshape. Further, if we assume that
homogeneous Dirichlet boundary conditions (
 = 0) and u 2 H p+1 (
) \ H 2(
) for all the data, we
obtain from standard Aubin{Niestche arguments the error estimate in norm L 2 (see e.g. [49]):

err L 2 := ku � uhkL 2 (
) � C hp+1 ; (5.25)

from which we deduce the error estimate in normH 1:

err H 1 := ku � uhkH 1 (
) =
�

err 2
L 2 + ju � uh j2H 1 (
)

� 1=2
� C hp: (5.26)

Similar considerations follow in the case for which the Laplace{Beltramiproblem (3.10) is de�ned on
lower dimensional manifolds 
 not endowed with boundary; in this case, the analysis is performed
by considering the function spaceV0 in place of V
 according to Sec. 3.2, which yields a similar
result.

5.3 The Laplace{Beltrami eigenvalue problem

We provide the a priori error estimate for the numerical approximation of the Laplace{Beltrami
eigenvalue problem of Sec. 3.3 on the lower dimensional manifold 
. We consider the error on
the eigenvalues of the problem, sayj� n � � n;h j, where n indicates the n{the eigenvalue and � n;h

corresponds to its numerical approximation for n = 0 ; 1; : : : (see e.g. Eq. (4.5)); speci�cally, we
consider the ordering� 0 � � 1 � : : : � � n � : : : by recalling that the eigenvalues of the Laplace{
Beltrami eigenvalue problem (3.12) are real and non negative.

From [49] we have that, for the Laplace{Beltrami eigenvalue problem under consideration:

� n;h �
� n

1 � %n;h
8n � 0; (5.27)

where from Eq. (3.3):

%n;h := max
v2V n

kvkL 2 (
) =1

�
�2m

�
v � � E

Vh
v; v

�
� m

�
v � � E

Vh
v; v � � E

Vh
v
� �
� 8n � 0; (5.28)

with Vn � V the n{dimensional subspace spanned by the eigenfunctionsu1; : : : ; un and being
� E

Vh
: V ! V h the Rayleigh{Ritz projector into the NURBS space on the physical domain

(manifold) which yields, for some � 2 V , a(vh ; � � � E
Vh

� ) = 0 for all vh 2 Vh . Since the NURBS
spaceNh is conforming with the function spaceV, by using the standard arguments presented in
[49] (or [7]) and the interpolation error estimate (5.16) of Theorem 5.1, we obtain:

� n � � n;h � � n + C (� n )p+1 h2p 8n � 0; (5.29)

provided that the \mesh" size h is su�ciently small (with he ' h for all the elements 
 e 2 Th)
and the polynomial orders of the NURBS basis such that min

� =1 ;:::;�
p� = p; the positive constant C
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uh , nel = 2(1 � 3) uh , nel = 4(1 � 3) uh , nel = 8(1 � 3) u

Figure 4: Laplace{Beltrami problem on a cylindrical shell. h{re�ned \meshes" (top), corresponding
numerical solutions uh (bottom), and exact solution u (bottom{right).

depends on the data of the Laplace{Beltrami operator and the constantCshape. It follows that the
error associated to then{th eigenvalue, say err n , can be estimated as:

err n := � n;h � � n � C (� n )p+1 h2p 8n � 0; (5.30)

which highlights the convergence rate 2p for h{re�ned mesh in agreement with the error estimates
for the Finite Element method in the case � = d; see e.g. [44, 49]. We remark that, when
� n is \large" the error err n could be signi�cantly \large" also for �ne \meshes" being the error
proportional to ( � n )p+1 .

6 Numerical results: PDEs on surfaces

We consider the numerical solution of the problems de�ned in Sec. 3 for the speci�c cases of surfaces
as lower dimensional manifolds.

6.1 The Laplace{Beltrami equation

We numerically solve the Laplace{Beltrami equation (3.10) on two surfaces,we evaluate the errors
between the numerical and exact solutions and we estimate the convergence orders of such errors
for the polynomial orders p = 2 and 3 of the NURBS basis.

Firstly, we consider as computational domain 
 a quarter of the cylinder represented in Fig. 3 (left)
(corresponding to the quadrant with x � 0 and y � 0) with unitary radius and height L . We

choose� = 1 and f (�; z ) = �
�

� 2� 2

L 2 g�; 1(� ) � g�; 2(� )
�

gz(z), where � := atan
�

x
y

�
, g�; 1(� ) :=

21
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Figure 5: Laplace{Beltrami problem on a cylindrical shell. Convergence ofthe errors err H 1 (| � )
and err L 2 (| � ) and reference convergences ratesp (- -) and p + 1 (. -) vs. the \mesh" size h for
p = 2 (left) and p = 3 (right).

(1 � cos(� )) (1 � sin(� )), g�; 2(� ) := (cos( � ) + sin( � ) � 4 sin(� ) cos(� )), and gz(z) := sin
�

� �
z
L

�

for � 2 N0 and � > 0; then, we setu(x) = 
 (x) = 0 on �. The exact solution of the problem reads

u(�; z) = � g �; 1(� ) gz(z) in cylindrical coordinates. Speci�cally, we select� = 3, � = 1=
�

3=2 �
p

2
�

,
and L = 4. We solve the problem by meas of Isogeometric Analysis with NURBS basis functions
of order p = 2 and p = 3 for di�erent \mesh" sizes starting from a mesh with 2 elements in the cir-
cumferential direction. The exact and numerical solution and corresponding \meshes" are reported
in Fig. 4; we highlight the smoothness of the approximated solutions in circumferential direction
even for a small number of \mesh" elements. The convergence rates of the errors are reported in
Fig. 5 for the polynomial orders p = 2 and 3; in particular, we obtain the convergence ratesp + 1
and p for the norms L 2 and H 1, respectively. The convergence rates are in agreement with the
expected theoretical ones reported in Sec. 5.2 since the exact solution is \su�ciently" regular, i.e.
u 2 C1 (
) \ H p+1 (
).

Then, we consider a Laplace{Beltrami problem with exact solution on the sphere of uni-
tary radius reported in Fig. 3 (right); since the surface is closed (� � ; ), we impose the con-

straint
Z



u d
 = 0. We set f (�; � ) = sin( �� ) sin(�� )

�
� 2

sin2(� )
+ � 2 � �

cos(� ) cos(�� )
sin(� ) sin(�� )

�
with

� := atan2
�

x
y

�
, � := acos

� z
r

�
, � > 0, � > 0, and � = 1. The exact solution in spherical

coordinates readsu(�; � ) = sin( �� ) sin(�� ). In particular, we choose � = 3 and � = 4. We report
in Fig. 6 the exact and numerical solutions corresponding to \meshes" progressivelyh{re�ned; we
remark the smoothness of the numerical solution along both the parametric directions even for
the coarsest \meshes". In Fig. 7 we highlight the convergence rates of theerrors err L 2 and err H 1

which are in agreement with the theoretical ones, being the exact solution u 2 C1 (
) \ H p+1 (
)
as highlighted in Sec. 5.2.
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uh , nel = 2(4 � 2) uh , nel = 4(4 � 2) uh , nel = 8(4 � 2) u(x)

Figure 6: Laplace{Beltrami problem on a sphere.h{re�ned \meshes" (top), corresponding numer-
ical solutions uh (bottom), and exact solution u (bottom{right).
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Figure 7: Laplace{Beltrami problem on a sphere. Convergence of the errorserr H 1 (| � ) and err L 2

(| � ) and reference convergences ratesp (- -) and p + 1 (. -) vs. the \mesh" size h for p = 2 (left)
and p = 3 (right).

6.2 The Laplace{Beltrami eigenvalue problem

We consider the numerical approximation of the eigenvalue problem (3.12)associated to the
Laplace{Beltrami operator on the sphere of unitary radius of Fig. 3 (right). T he exact values
of the eigenvalues are� n = n(n + 1), each with multiplicity 2 n + 1, for n = 0 ; 1; : : : ; 1 (see e.g.
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u4;1;h u4;2;h u5;1;h u6;1;h

Figure 8: Eigenvalue problem on a sphere. Eigenfunctionsu4;1;h , u4;2;h , u5;1;h , and u6;1;h (from left
to right).
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Figure 9: Eigenvalue problem on a sphere. Convergence of the errorserr n on the eigenvalues� n

vs. the \mesh" size h for n = 4 (| � ), n = 5 (| � ), and n = 6 (| � ) and reference convergences
rate 2p (- -) for p = 2 (left) and p = 3 (right).

[45]), to which correspond the eigenfunctionsun;l n , with ln = 1 ; : : : ; 2n +1. We numerically approx-
imate the problem by means of Isogeometric Analysis on a \mesh" withnel = 131; 072 elements
and basis functions of orderp = 2; in Fig. 8 we report for example the computed eigenfunctions
u4;1;h , u4;2;h , u5;1;h , and u6;1;h corresponding to the eigenvalues� 4 = 20, � 5 = 30, and � 6 = 42,
respectively. In Fig. 9 we report the errors on the eigenvalues� 4, � 5, and � 6 (err n = j� n � � n;h j),
vs. the \mesh" size h when considering basis functions of orderp = 2 and p = 3. As expected
by the theoretical result (5.30) of Sec. 5.3, the convergence rate obtainedfor the numerical results
correspond to 2p.

6.3 The time dependent linear advection{di�usion equation

We consider the time dependent linear advection{di�usion equation onthe cylindrical shell reported
in Fig. 3 (left). By using the notation of Sec. 3.4 and using cylindrical coordinates, we setV (�; z) =

V0p
1 + a2

( b� + abz), and f (�; z) = e� b((� � � 0 )2+( z� z0 )2) , where � := atan2
�

x
y

�
, V0, a, � 0, and z0 2 R;
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t = 0 :75 t = 2 :25 t = 6 :75

t = 7 :50 t = 9 :00 t = 10:50

Figure 10: Time dependent advection{di�usion problem on a cylindrical shell. Evolution of the
solution in time.

we set homogeneous Neumann conditions on the boundary � = �N and uin (x) = 0. In particular,

we set � = 5 :0 � 10� 4, V0 = 1, a = 0 :2, b = 100, � 0 =
�
4

, and z0 = 0 :5. We numerically solve

the problem by means of Isogeometric Analysis with the SUPG stabilizationtechnique discussed
in Sec. 4.3. A NURBS representation with basis of orderp = 2 and comprised of nel = 12; 288
\mesh" elements is considered. For the time discretization, the generalized{� method of Sec. 4.2 is
used with the �xed time step � t0 = 1 :5� 10� 2. In Fig. 10 we report the evolution of the solution in
time; we highlight its helical distribution along the surface of the cylindrical shell induced by the
advective �eld.

6.4 The Cahn{Allen problem

We solve the Cahn{Allen problem de�ned in Sec. 3.5 on the sphere of unitary radius of Fig. 3 (right).
By using the notation of Sec. 3.5, we select� = 5 :0 � 10� 4 and uin = u0 + ", where u0 = 0 :5 and
" is a random distribution such that j" j � 0:1. We numerically solve the problem by means of
Isogeometric Analysis with NURBS basis functions of orderp = 2 and a \mesh" comprised of
nel = 32; 768 elements; the time approximation is based on the generalized{� method with the
adaptive time stepping scheme initialized with the time step � t0 = 5 :0 � 10� 1. In Fig. 11 we
report the evolution of the concentration u(x; t) in time. The phase transition evolves towards the
steady state to a con�guration with the phases fully separated with a minimum perimeter interface.
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t = 3 :651 t = 6 :592 t = 13:28 t = 29:99

t = 74:08 t = 137:7 t = 265:1 t = 606:8

t = 1 ; 421 t = 6 ; 314 t = 8 ; 298 steady

Figure 11: Cahn{Allen equation on a sphere. Evolution of the solution in time.

However, due to the fact that the Cahn{Allen equation does not represent a mass conservative
system, the solution evolves to a pure phase at the steady state, which corresponds tou = 0 in

the case under consideration, since
Z



uin d
 < u 0 = 0 :5. In Fig. 12 we report the evolution of the

(Liapunov) free energy functional e	( t) for which we observe that
de	
dt

(t) � 0.

7 Conclusions

In this work we showed the e�cacy of Isogeometric Analysis for the numerical approximation
of PDEs de�ned on lower dimensional manifolds, speci�cally on surfaces. We considered di�erent
linear and nonlinear, elliptic and parabolic PDEs with second order spatial operators of the Laplace{
Beltrami type; examples include the eigenvalue problem, the timedependent advection{di�usion
equation, and the Cahn{Allen equation. We highlighted the capability of Isogeometric Analysis of
facilitating the encapsulation of the exact surface representations in the analysis at their coarsest
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Figure 12: Cahn{Allen equation on a sphere. Evolution of the free energye	( t) in time.

level of discretization, especially for geometries as cylindrical andspherical shells represented by
NURBS. Moreover, we provided a priori error estimates underh{re�nement for the numerical
approximation of second order PDEs on general lower dimensional manifoldsin the case of linear
and eigenvalues problems associated to the Laplace{Beltrami operator. Speci�cally, the convergence
rates of the errors are numerically con�rmed for benchmark tests caseswhich highlight the e�ect
of the accurate geometrical description on the computation of the numerical solutions.
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