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Abstract

Accurate and efficient simulation of multiphase flow in heterogeneous porous
media motivates the development of space-time multiscale strategies for the
coupled nonlinear flow (pressure) and saturation transport equations. The
flow equation entails heterogeneous high-resolution (fine-scale) coefficients
and is global (elliptic or parabolic). The time-dependent saturation pro-
file, on the other hand, may exhibit sharp local gradients or discontinuities
(fronts) where the solution accuracy is highly sensitive to the time-step size.
Therefore, accurate flow solvers need to address the multiscale spatial scales,
while advanced transport solvers need to also tackle multiple time scales.
This paper presents the first multirate multiscale method for space-time
conservative multiscale simulation of sequentially coupled flow and trans-
port equations. The method computes the pressure equation at the coarse
spatial scale with a multiscale finite volume technique, while the transport
equation is solved by taking variable time-step sizes at different locations
of the domain. At each coarse time step, the developed local time-stepping
technique employs an adaptive recursive time step refinement to capture the
fronts accurately. The applicability (accuracy and efficiency) of the method
is investigated for a wide range of two-phase flow simulations in heteroge-
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neous porous media. For the studied cases, the proposed method is found
to provide 3 to 4 times faster simulations. Therefore, it provides a promis-
ing strategy to minimize the tradeoff between accuracy and efficiency for
field-scale applications.

Keywords: Conservative multirate methods, Iterative multiscale methods,
Multiscale finite-volume method, Multiphase flow, Porous media

1. Introduction

Efficient and accurate simulation of multiphase flow in natural heteroge-
neous porous media is challenging. Parameter heterogeneity strongly affects
the flow field, which needs to be adequately resolved by the grid. In addi-
tion, the presence of dissimilar and nonlinear phase velocities can restrict
the time step size to achieve accurate transport solutions. This leads to
computationally inefficient simulations, specially for field-scale applications.

Multiscale finite element [1, 2, 3] and finite-volume [4, 5] methods have
been developed to reduce computational costs by solving coarser-resolution
spatial systems. The coarse-scale system entries are obtained by introducing
locally-computed basis functions. As such, they have been developed con-
veniently for elliptic [6, 7, 8, 9] and parabolic [10, 11] flow equations within
sequential [12, 13, 14, 15, 16] and fully implicit [17, 18] multiphase simulation
frameworks. Recent advances include extensions to geothermal flows [19, 20]
and fractured heterogeneous media [21, 22, 23, 24, 25, 26]. Note that the
difference between the multiscale finite volume and finite element methods
is in the coarse scale system solution strategies. In particular, they both use
the same basis functions to map the fine and coarse scale solutions. As such,
the development of either of them leads to advancement of the alternative
method too. An essential feature of this class of multiscale simulation is
that it can be formulated algebraically for two-level [27, 28, 29] and dynamic
multilevel [30] simulations, in which the difference between the finite-element
and finite-volume approaches is only in the choice of the restriction operator.

In sequential simulation of multiphase flow, once the pressure solution is
obtained, a hyperbolic saturation equation needs to be solved. Due to the
sharp saturation fronts, small time steps are often required to achieve the de-
sired accuracy. Any local time-step size restrictions results in global restric-
tion of the time-step size. As such, accurate solutions can only be achieved if
small time step sizes are taken everywhere in the domain. This imposes a sig-
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nificant challenge in real-field applications, in which simulation efficiency is a
crucial objective for timely decisions [31, 32]. This challenge can be solved by
multirate techniques [33]. Multirate methods achieve the required accuracy
with employing the refined time step only locally. More precisely, they allow
for a flexible selection of time-step size within the domain based on the flow
characteristics. They are different, yet complementary, to Adaptive Implicit
(AIM) [34, 35, 36, 37, 38, 39] and potential ordering [40] methods, which
enhance the simulation stability by combining explicit-implicit integration
strategies. In multirate methods, instead, the system is subdivided into two
subsystems: one containing the active (fast) components that need small
time steps, and the other formed by the latent (slow) components, where
larger time steps can be used.

In the early developments of the multirate methods, the subsystems were
characterized and partitioned based on the most-updated available solution
[41]. Later extensions include a self-adjusting strategy to select the fast com-
ponents automatically [42]. Note that most of the developments within the
multirate literature address only hyperbolic wave equations [43, 44]. Further-
more, they mainly implement non-conservative procedures, which can lead
to stability issues when applied to coupled flow-transport systems. Recently,
conservative multirate methods have been introduced for hyperbolic trans-
port (wave) equations [45, 46]. Of particular interest is the development of a
conservative multirate method for transport in heterogeneous porous media
integrated within the nonlinear multiphase flow simulation.

In this paper, we present a novel conservative multirate multiscale method
for multiphase flow simulation in heterogeneous porous media. The pressure-
saturation coupling is treated via the sequential implicit formulation [47].
Pressure is computed with the iterative multiscale finite volume method [29]
until the desired accuracy is reached. Then, locally conservative velocity is
obtained by solving pressure equations on multiscale coarse elements, subject
to Neumann flux conditions. This multiscale velocity field is used to solve
the saturation equation with a multirate method up to a given accuracy. The
multirate method employs, initially, a coarse-scale time step everywhere in
the domain to estimate an updated saturation field. Then, the high sensitive
(fast dynamics) zones are detected using an error estimate. Only for these
zones the saturation will be recomputed with a smaller time step sizes. The
integration of fast and slow zones is carried out using a flux-constrained
formulation, in order to guarantee local mass conservation. This combination
of space-time multiscale strategies for flow and transport aims at minimizing
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the tradeoff between accuracy and efficiency by adapting both space and time
computational grids.

The local-global concept of multiscale methods for pressure equation
makes them amenable for parallel processing. Development of a parallel
multirate method for transport equation, however, requires an efficient load
balancing strategy when only on a small sub-domain is solved with refined
time steps. The focus of this work, however, is on serial simulation strategy.
Development of an efficient parallel multirate simulation strategy is out of
the scope of this paper.

The accuracy and efficiency of the proposed method are investigated for
several test cases. In particular, the computational complexity reduction is
estimated based on the size of the refined time-step zones as well as the count
of the nonlinear iteration loops. These are relevant performance indicators
for the developed research code, which is based on a high-level programming
language.

The paper is organized as follows. The governing equations for multiphase
flow in porous media at continuum (Darcy’s) scale are presented in Section 2.
In Section 3, space and time discretization schemes adopted for both flow and
transport equations are presented, and the multiscale multirate method for
sequential implicit multiphase flow is described. Section 4 contains several
numerical tests that demonstrate the effectiveness of the approach, followed
by a concluding section.

2. Governing equations

Let Np be the number of phases present in the porous medium. Given a
d-dimensional domain Ω ⊂ Rd, mass balance for an incompressible phase α
reads

∂

∂t
(φSα) +∇ · uα = qα, α ∈ {1, ...,Np}, (1)

where φ is the porosity, Sα the saturation, uα the phase Darcy velocity and
qα the source term. Neglecting gravitational and capillary effects, the Darcy
phase velocity is given by

uα = −λαK · ∇p in Ω, (2)

where p is the pressure and λα = krα/µα is the phase mobility, i.e., the ratio
of the relative permeability krα (a function of the phase saturations) and the
phase viscosity µα [48]. The permeability K is a heterogeneous symmetric
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positive definite tensor. In the numerical experiments of this paper, it is
considered to be isotropic, i.e. K = KI, with I the identity tensor. Note
that the constraint

∑Np
i=1 Si = 1 holds, i.e. the pore space is completely filled

with fluid phases.
For the considered incompressible system, the pressure equation reads

−∇ · (λtK · ∇p) = qt in Ω, (3)

which is obtained by summing all the phase balance equations [49]. Here,

λt =
∑Np

i=1 λi is the total mobility and qt =
∑Np

i=1 qi the total source term.
Total velocity is obtained as ut = −λtK · ∇p and, consequently, the phase
velocities are computed by uα = fαut. The fractional flow function is found
by fα = λα/λt. Following this terminology, one can re-write the (Np − 1)
saturation equations (1) as

φ
∂Sα
∂t

+∇ · (fαut) = fαqt, α ∈ {1, ..., Np−1}, (4)

where, for simplicity, porosity is considered constant. The Np-th saturation

is computed via SNp = 1−∑Np−1
i=1 Si. Equations (3) and (4) are coupled, due

to the dependency of the phase mobilities to the saturations and the velocity
to the pressure.

The boundary ∂Ω of the domain Ω is split into non-overlapping Dirichlet
ΓD and Neumann ΓN parts, where the measure of ΓD is non-zero. The
boundary conditions for the pressure equations thus read

p = pD on ΓD

(λtK · ∇p) · n = ut · n = b on ΓN ,

where n is the outwardly oriented unitary vector normal to ∂Ω, while pD and
b are given data. Boundary conditions for the transport equations should be
defined only at the inflow (upwind) boundary Γ− = {x ∈ ∂Ω : ut · n < 0},
i.e.,

Sα = S̄α on Γ− α ∈ {1, ..., Np−1}, (5)

and S̄α is the known Dirichlet value. In addition, S0
α is a given initial solution

at the initial time t = 0, i.e.,

Sα = S0
α in Ω α ∈ {1, ..., Np−1}. (6)

With the stated boundary and initial conditions, equations (3) and (4)
form a well-posed coupled system for Np unknowns.
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3. Multirate multiscale approach

Following the sequential simulation strategy [50], the solution at the cur-
rent time step tn is used to find the solution at tn+1 by first solving the
pressure equation, i.e.,

−∇ ·
(
λt(S

n
α) K · ∇pn+1

)
= qt in Ω. (7)

Then, the total velocity is computed as

ut
n+1 = −λtK · ∇pn+1. (8)

Finally, the saturation values are found by solving

φ
Sn+1
α − Snα

∆t
+∇ ·

(
fn+1
α ut

n+1
)
− fn+1

α qt = 0 in Ω, (9)

where ∆t is the time step size, and the superscript n and n + 1 indicate
quantities at the current and next time steps, respectively.

The fine-scale (in space) discrete system for the pressure is obtained using
a finite-volume-based two-point-flux-approximation scheme. Let Th be a fine-
scale mesh formed by rectangular (or hexahedral in 3D) control volumes
K ∈ Th . The set of faces e of a generic element K is denoted by EK . The
flow equation is then discretized as

−
∑

eKL∈EK

FeKL = |K|qtK ∀K ∈ Th, (10)

where |K| is the measure (volume for three-dimensional elements, area in two-
dimensional elements) of K, eKL the face shared with the adjacent element
L, and the numerical flux FeKL is

FeKL = τK|L(pL − pK) ∀eKL ∈ EK . (11)

Here, pK and pL are the constant pressure approximation in cell K and its
neighboring cell, respectively. The interface transmissibility τK|L is taken as
the harmonic average of the permeability of the two neighboring cells, i.e.

τK|L = |eKL|
(
dKeKL
λtK

K−1K +
dLeKL
λtL

K−1L

)−1
(12)
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Figure 1: Example of a control volume K and the neighboring cell L.

where |eKL| is the measure of face eKL, while dKeKL and dLeKL are the distance
between the face eKL and the center of cells K and L, respectively, as shown
in Figure 1.

The discrete saturation equation for phase α reads

φ
Sn+1
αK
− SnαK

∆t
|K|+

∑
eKL∈EK

F̃ n+1
eKL,α

utKL − F̃ n+1
K,α qtK = 0 ∀K ∈ Th. (13)

The discrete flux F̃ n+1
eKL,α

is computed based on a first-order upwind method,
as follows. Let Sn+1

αU
and Sn+1

αD
be the upstream and downstream saturation

values at eKL with respect to the total velocity. The discrete flux reads

F̃ n+1
eKL,α

=

{
fα(Sn+1

αU
) if uTKL > 0,

fα(Sn+1
αD

) otherwise,
(14)

where uTKL is the velocity at face eKL. The source term flux, F̃ n+1
K,α , is com-

puted (for production cells) based on the saturation of the cell. Note that
the fractional flow fα is a nonlinear function of the saturation, so an iter-
ative strategy based on Newton linearization is used to solve the nonlinear
transport equation (13). Since the flux function can be non-convex, to ensure
convergence, the modified Newton method is employed [51].

For efficient and accurate simulation of the coupled flow-transpprt equa-
tions, we present a multirate multiscale method. As shown in Figure 2, the
multiscale finite volume approach is employed to solve the flow equation at
the coarse-scale. The accuracy of the pressure solution is controlled by the
iterative multiscale procedure. Local mass conservative velocity is computed
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once the pressure solution is obtained. This conservative velocity is then used
to solve the saturation transport equation with the developed conservative
multirate method. More details are provided in the following sub-sections.

3.1. The multiscale method for the pressure equation

The multiscale method considers two sets of coarse grids, denoted as
primal and dual coarse grids, built on a given fine-scale computational grid.
The primal coarse grid defines the control volumes to solve the pressure
equation at the coarse scale. The dual grid, on the other hand, provides the
local supports for the computation of multiscale basis functions. Figure 3
illustrates the construction of the coarse grids. Other special local functions,
for instance well-functions near fine-scale source terms, can also be introduced
in the dual coarse grids [29].

Let M and N be the number of coarse and dual coarse cells, respectively.
The multiscale method provides an approximate fine-scale solution p′, using

pf (x) ≈ p′(x) =
M∑
k=1

Φk(x)p̄k (15)

expression. Here, pf is the fine-scale reference solution, and Φk and p̄k are,
respectively, the basis function and coarse-scale solution associated to the
coarse node k. The former is found by assembling specially constructed
local basis functions associated to that node in the dual coarse cells. More
precisely, Φk(x) =

∑N
h=1 Φh

k(x), where Φh
k(x) is obtained by solving

−∇ ·
(
λtK · ∇Φh

k

)
= 0 in Ω̃h

−∇|| ·
(
λtK · ∇Φh

k

)
|| = 0 on ∂Ω̃h

Φh
k(xi) = δik ∀xi ∈ {1, ...M}

(16)

on each dual-coarse cell. Here, subscript || denotes a reduced problem along
the tangential direction of the dual-coarse cell boundary. Note that, by
construction, Φh

k is zero outside Ω̃h.
These basis functions can be computed directly from the matrix of the

fine-scale pressure system after some algebraic operations [29]. They can be
collected as columns of the prolongation matrix P , i.e.,

P =
[
Φ1 Φ2 . . . ΦN ,

]
. (17)
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Multiscale for flow

Multirate for transport

Compute (or adaptively up-
date) multiscale basis functions

1. Multiscale correction: δpν+1/2

2. Smoother correction: δpν+1

residual
< tolp

Multiscale finite volume (conser-
vative velocity at coarse-scale)

Compute locally conserva-
tive velocity at fine-scale

no

yes

Asigne the global domain
to the critical zone EA

Compute approximate fine-
scale (in time) fluxes at

the coarse-fine boundaries

Solve nonlinear trasport for EA

loop 1

loop 2

Compute error estimators for EA

Error < tols

Update the sub-critical zone EA
Refine the time step for
EA (finer-scale in time)

Are all cells
at the global

coarse
time-step?

Set the
finest-in-time
zone as EA

END

no

yes

no

yes

Figure 2: Description of the multirate multiscale algorithm for a time step.
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Figure 3: Illustration of the multiscale grids. Shown on the right and left are a coarse cell
Ω̆k and a dual-coarse cell Ω̃h, respectively.

which maps the coarse-scale solution to the fine grid. The restriction operator
R, maps fine to coarse scale, is defined as

R(i, j) =

{
1 if fine cell j is in coarse cell i,

0 otherwise.
(18)

More details can be found in [29].
From the algebraic pressure equation at fine-scale Apf = b, the multi-

scale operator can be stated as M−1
MSFV = P(RAP)−1R. Furthermore, the

iterative multiscale procedure reads

1. Multiscale stage: δpν+
1
2 = pν+

1
2 − pν = M−1

MSFV rν ;

2. Smoothing stage: δpν+1 = pν+1 − pν+ 1
2 = M−1

ILU(0) r
ν+ 1

2 ;

where the residual vector r is updated using the latest available pressure,
e.g. rν+k = b − Apν+k. Steps 1 and 2 are repeated until the norm of the
residual is below the desired threshold. Note that an ILU(0) factorization
of the fine-scale matrix A is adopted in the smoothing stage, as it has been
found to be an effective choice [29]. In addition, before entering this iterative
procedure, for the fine-scale source terms the initial guess pν is improved by

pν
′
= pν +M−1

W rν , (19)

where pν
′

is the improved initial guess and M−1
W is an adaptive local block-

solver which acts only on dual-coarse cells with nonzero fine-scale source
terms. This can be seen as a form of well function [52]. Once the pressure is
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obtained, an additional multiscale stage is employed to obtain a coarse-scale
conservative velocity field. Local pressure equations on the primal coarse cells
are solved, subject to the velocity computed from the multiscale approximate
pressure field. This stage produces a fine-scale locally conservative velocity
which is then used to update the saturation equations [5].

3.2. Conservative multirate method for the transport equation

The conservative multirate method for efficient solution of the saturation
equation (9) is developed and presented in this section. Note that the satu-
ration equation is nonlinear hyperbolic equation whose solution may exhibit
highly localized variations and fronts. The multirate method adopts different
time-step sizes in different parts of the spatial domain to increase computa-
tional efficiency while preserving accuracy. The proposed method is based
on a flux partitioning strategy to maintain local mass conservation.

The multirate procedure can be summarized as follows: given the solution
at time tn, first an approximate solution at time tn+1 is computed for all cells
using the coarse-scale time-step size ∆t. This means that all cells will be
initially assigned to the set of the critical zone EA, and thus

Sn+1
αK

= SnαK −
1

φ|K|
∑

eKL∈EK

F n+1
eKL,α

un+1
tKL
− 1

φ|K|F
n+1
K qn+1

tK
(20)

where

F n+1
eKL,α

=

{
∆tfα(Sn+1

αU
) if un+1

TKL
> 0,

∆tfα(Sn+1
αD

) otherwise.
(21)

The value of the numerical fluxes at all cell interfaces eKL is then checked,
using an appropriate error estimator ηKL that will be detailed later on. If a
flux is rejected on the basis of the error estimator, i.e. if the error estimate
is greater than a given tolerance, cells K and L are added to the new set EA.
Accordingly, for each cell K the set of active fluxes (where the flux does not
satisfy the error criterion) and the set of fluxes at the interface between fine
and coarse regions are defined as

EKA = {set of faces of the element K : ηKL > tol ∀eKL ∈ EK},
EKL = {set of faces of the element K : ηKL ≤ tol ∀eKL ∈ EK}.

Solution in the cells belonging to EA will be recomputed (locally) with a
smaller time step. This local solution will be obtained using an approximate
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discrete flux as Neumann condition at the boundary of the refined zone.
The Neumann value is obtained by scaling the coarse-scale fluxes by the
ratio of the refined and the coarse time step. This scaling guarantees mass
conservation of the solution at the global coarse time step. For example, if
the refinement ration is 2, the saturation in the boundary cells between fine
and coarse region is updated as

S
n+ 1

2
αK = SnαK −

1

φ|K|
∑

eKL∈EKL

1

2
F n+1
eKL,α

un+1
tKL
− 1

φ|K|
∑

eKL∈EKA

F
n+ 1

2
eKL,αu

n+1
tKL

− 1

φ|K|F
n+ 1

2
K,α q

n+ 1
2

tK
.

Here, F n+1
eKL

and un+1
tKL

are frozen, since they are computed based on the coarse
time step, and the factor 1

2
indicates the ratio of the refined to the coarse

time step size. If the updated fluxes based on S
n+ 1

2
α are all accepted, the final

solution at time tn+1 reads

Sn+1
αK

= S
n+ 1

2
αK − 1

φ|K|
∑

eKL∈EKL

1

2
F n+1
eKL,α

un+1
tKL
− 1

φ|K|
∑

eKL∈EKA

F n+1
eKL,α

un+1
tKL

− 1

φ|K|F
n+1
K,α q

n+1
tK

.

The example above is a simple case where just one refinement took place,
i.e., the ratio of the coarse to fine time step was 2. However, the method has
been extended to deal with an arbitrary level of refinements until the desired
flux quality is reached. Therefore, a self-adjusting strategy is developed,
where the sub-critical zones are updated continuously until all fluxes satisfy
the quality threshold criterion. The method, thus, entails two main loops.
Loop 1 detects and integrates the sub-critical regions until the flux quality
check is satisfied. The time-step in each new sub-critical zone is divided
(successively) by 2. Loop 2 advances the sub-critical zones in time, until the
global time-step synchronization takes place. Figure 4 illustrates a schematic
example of how the two loops perform. The thick lines represent the sub-
critical zones EA and the highlighted sub-critical zones indicate cells where
the transport equation has been solved either for refinement (Loop 1) or time
advancing (Loop 2) stages.

The flux quality is verified with a-posteriori error estimator, originally
derived in [53]. It is based on the difference of fluxes at the current and
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t
Step 1

x

t
Step 2

x

t
Step 3

x

t
Step 4

x

t
Step 2

Loop 1 Loop 1

(a)

(b)

x

t
Step 0

Loop 2 Loop 2

Figure 4: Schematic illustration of the integration in time with the multirate strategy for
a global time step. In row (a) Loop 1 has been applied to refine in time until the flux
quality is satisfied locally. In row (b) Loop 2 is employed to advance the sub-critical zones
in time until synchronization with the global coarse time is reached. Note that Loop 1 and
Loop 2 are fully integrated, meaning that Loop 1 is called to maintain the flux quality at
each iteration of Loop 2.
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previous local time-steps, i.e.,

η
(i)
KL = |F (i)

eKL,α
− F (i−1)

eKL,α
|, (22)

where superscript (i) denotes the i-th refinement inside the current global
time step, while (i− 1) is the previously accepted time step.

4. Numerical Results

To test the performance of the multirate multiscale method, the numerical
test cases presented in [47] are considered. In particular, the top and the
bottom layers of the SPE10 test case are used to define the permeability
field distribution [54].

The accuracy of the multirate multiscale solution is quantified by compar-
ing it with the one obtained with fine-scale simulation both in space and time
(referred to as “reference solution” and denoted with the sub-index “ref”).
Pressure relative errors and saturation absolute errors at each point and time
are defined as

EP (x, t) =
|p(x, t)− pref (x, t)|
|pref (x, t)| , (23)

and
ES(x, t) = |S(x, t)− Sref (x, t)|, (24)

respectively, where | · | is the absolute value. The relative errors in l2-norm
at time t are defined as

E2P (t) =
||p(t)− pref (t)||2
||pref (t)||2

(25)

and

E2S(t) =
||S(t)− Sref (t)||2
||Sref (t)||2

, (26)

respectively. Here ||a||2 =
√∑

i a
2
i .

In the following test cases, a rectangular domain with 220× 60 fine cells
is considered. Multiscale method imposes 20 × 12 coarse grid cells. The
less viscous fluid (water) is injected at cell (1, 1) with a non-dimensional
rate of 10 and the more viscous fluid (oil) is produced at cell (220, 60), at
zero pressure. No-flow conditions are applied at the boundary in all test
cases. In all simulations the domain is initially filled with oil, i.e. S0

o = 1.
Quadratic relative permeability functions are employed, i.e., kw(Sw) = S2

w

and ko(Sw) = (1− Sw)2. The viscosity ratio µo/µw is 10.
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Figure 5: Natural logarithm of the SPE10 top-layer permeability distribution.

Figure 6: Reference solution maps at final time t = 600 for the global pressure (left) and
water saturation (right).

4.1. Case 1

The top-layer permeability field of the SPE10 test case, as shown in Fig-
ure 5, is considered as Test Case 1. The simulation considers the time interval
[0, 600]. For t ∈ (0, 20), a time step size equal to 1 is employed in order to
start the multirate computation at t = 20 with a well developed saturation
profile. The global (coarse-scale) time-step size during the multirate pro-
cedure is ∆t = 7.25. The flux quality tolerance and the Newton iterative
convergence threshold are set to 10−4 and 10−8, respectively. Figure 6 shows
the reference solution at final time t = 600.

As shown in Figure 7, with the multirate approach only cells near the
saturation front are solved at the fine time-scale resolution. These cells are
indeed associated with a fast process and sufficiently small time steps are
needed to guarantee the required accuracy.

Figure 8 illustrates pressure and saturation errors of simulations com-
puted with coarse time steps and multirate (MR). For both of them, fine-
scale grid in space is used. It is clear from this figure that the multirate
technique improves the solution, with only a small fraction of the cells at
the fine-scale time step. Note that, since pressure and saturation equations
are coupled, improving the saturation solution with the multirate method
produces a more accurate pressure field.

Figure 9 shows the l2-norm of the error of the solutions obtained with the
multirate approach and the coarse time steps approach at each global time
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Figure 7: Water saturation solution and active cells at times t = 222.094, t = 435.062 and
t = 599.094.

Figure 8: Relative errors for the pressure (left column) and absolute errors for the water
saturation (right column) at final time t = 600 for the fine space grid, coarse time steps
solution (top row) and for the fine space grid, multirate solution (bottom row).
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Figure 9: Pressure (left) and saturation (right) relative errors in l2-norm at each global
step during simulation time for the multirate approach and using only coarse time steps,
both computed using the fine space grid.

steps (from time t = 20 to time t = 600). For both approaches, the solution
from t = 0 to t = 20 is computed using small time steps to start the compari-
son from an already developed saturation field. The saturation solution with
coarse time steps accumulates errors immediately. The multirate approach,
however, improves the accuracy of the solution for both the saturation and
pressure.

Figure 10 shows that, compared with the single-rate fine time-scale solver,
the proposed multirate method applies more Newton iterations to converge
to the nonlinear solutions at each global (coarse-scale) time step. This fact
motivates the definition of an indicator to estimate the overall computa-
tional cost as the cumulative sum of the number of Newton iterations times
the number of active components. This indicator is indeed much lower for
the multirate solution compared to that obtained single-rate, fine time-step
computation. This is because the steps performed with the multirate method
with a large ∆t require more Newton iterations, as expected. However, this
number drops quickly when the sub-critical zones are solved at smaller time
step sizes. For this test case, the computational cost of the multirate solution
is less than one third that of the fine-scale reference solver (the precise ratio
is 0.29).

Figure 11 shows the CFL number associated with the adaptive time steps
for multirate simulations, computed using the maximum value of the ana-
lytical flux derivative for the saturation. Large portions of the domain (far
from the front) exhibit large CFL numbers, while a smaller fraction (near the
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Figure 10: Number of active cells multiplied by the number of Newton iterations at each
time step (both global and local) for the multirate (MR) and fine-scale in time solvers. In
the x-axis we show the corresponding simulation time. The value presented below each
sub-figure is the total complexity of the respective simulation method.

front) advance with smaller CFL numbers. This illustrates the effectiveness
of the proposed multirate method. In the simulations, the refinement of the
time step is stopped once it leads to CFL = 0.8.

Now that the multirate method in time is fully investigated, we com-
bine it with the multiscale method in space. Figure 12 reports the errors of
the multiscale in space and coarse time-step (top) solution as well as those
obtained with the multiscale multirate approach (bottom). There are no
notable differences between the two solutions because the spatial errors in-
troduced by the multiscale procedure dominate the overall errors. In fact, as
shown in Figure 13, the errors of the multiscale method with fine time steps
are indistinguishable from those reported in Figure 12.

Figure 14 shows the simulation errors, similarly to Figure 12, but with the
iterative multiscale solver in space. Here, the two-stage multiscale solver is
employed until the l2-norm of the pressure residual is equal to 10−3 (top) and
equal to 10−5 (bottom). For both the simulations the number of smoothing
per iteration step was set to ns = 5. Consistently with what is reported
in the literature, decreasing the pressure residual tolerance results in more
accurate pressure and saturation.
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Figure 11: CFL numbers (based on maximum analytical fractional flow derivative value)
at each time step of the multirate method.
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Figure 12: Relative errors for the pressure (left column) and absolute errors for the water
saturation (right column) at final time for the multiscale with coarse time steps approach
(top row) and for the multirate multiscale method (bottom row).
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Figure 13: Relative errors for the pressure (left column) and absolute errors for the water
saturation (right column) at final time for the multiscale with the fine time steps approach
.
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Figure 14: Relative errors for the pressure (left column) and absolute errors for the water
saturation (right column) at final time for the multirate iterative multiscale approach with
tolerance equal to 10−3(top row) and equal to 10−5 (bottom row).

Figure 15 presents the multirate multiscale errors compared with those
of multiscale in space single-rate coarse-step in time. It is evident that the
multirate method improves the solution by applying fine-scale time-steps only
close to the saturation front. This is further elaborated in Figure 16, which
reports the l2-norm of pressure saturation relative errors at each global time-
step. Also in this case fine time-steps equal to 1 are employed for both the
approaches in the initial part of the simulation (t ∈ (0, 20)) to have a good
initial saturation profile near the injection point. The solution computed
with the multirate multiscale approach is more accurate with respect to the
solution computed with coarse-scale in time approach.

Finally, the number of Newton iterations multiplied by the number of
active cells (complexity) throughout the simulation time is shown in Figure
17. As the fine-scale in space and time (reference) solution is expected to
employ the smallest number of Newton loops, the proposed multirate mul-
tiscale method is compared with the reference solution. The same speedup
for the transport equation solution (i.e., 3 times faster) is obtained using the
multirate multiscale method. This means, using multiscale pressure solver
(instead of the fine-scale pressure solver) did not deteriorate the multirate
transport speedup.

4.2. Case 2

The permeability field of the SPE 10 bottom layer is considered for the
Test Case 2, and is shown in Figure 18.
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Figure 15: Relative errors for the pressure (left column) and absolute errors for the water
saturation (right column) at final time for the coarse time steps (top row) and for the
multirate method (bottom row), both considering the iterative multiscale approach with
tolerance equal to 10−5.
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Figure 16: Evolution of pressure (left) and saturation (right) relative errors in l2-norm
at each global time step for the multirate iterative multiscale approach and the iterative
multiscale, coarse time steps approach. The iterative multiscale tolerance is 10−5.
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Figure 17: Number of active cells multiplied by the number of Newton iterations at each
time step for the multirate multiscale and reference solvers. The iterative multiscale
tolerance is 10−5. The value presented below each sub-figure is the total complexity of the
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Figure 18: Bottom-layer logarithmic permeability distribution.
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Figure 19: Reference solution of pressure (left) and water saturation (right) at final time
t = 600.

As in the previous case, the simulation starts at time t = 0 and ends
at time t = 600. The global time step is equal to 5.5 starting from time
t = 5. In the range t = (0, 5] a fine time step equal to 1 has been employed
for all approaches (multirate, fine time-steps and coarse time steps). The
flux tolerance for the multirate approach is equal to 10−3 and the Newton
convergence tolerance is 10−8. Figure 19 shows the reference solution at final
time.

Figure 20 illustrates the active cells where the saturation transport equa-
tion is solved by the multirate method at a fine time-scale, at three different
instants. The method detects regions where the saturation front is moving
fast, i.e., where it is necessary to employ smaller time steps.

As in the previous test case, the multirate approach is employed firstly
on a fine spatial grid. Figure 21 shows the errors for single-rate coarse time
steps (top) and the multirate method (bottom). The multirate technique
improves both the pressure error (left) and the saturation error (right). Note
that for this challenging case, the coarse time-step solution does not capture
the right saturation fronts accurately. The multirate method, instead, leads
to a significantly improved solution by employing fine-scale time steps only
in the vicinity of the front.

Figure 22 shows the l2-norm of pressure and saturation relative errors
at each global time-step, starting from time t = 5, for both the multirate
and overall coarse time-step approaches (using the fine spatial grid in both
cases). As expected, the coarse time-step approach is less accurate than the
multirate method.

Figure 23 presents the computational complexity of the methods, i.e. the
number of Newton iterations multiplied by the number of active cells, for sim-
ulations obtained with the multirate (top), fine time-step (center), and coarse
time-step (bottom) approaches. The ratio between the computational com-
plexity of the multirate method and that of the reference (fine-scale in space
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Figure 20: Water saturation solution and active components at times t = 103.176, t =
298.443 and t = 599.493.
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Figure 21: Relative errors for the pressure (left column) and absolute errors for the water
saturation (right column) at final time for the coarse time steps solution (top row) and
for that obtained with the multirate method (bottom row). Both simulation use the fine
spatial grid.
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Figure 22: Pressure (left) and saturation (right) relative errors in l2-norm during the
simulation time for the multirate approach and the coarse time steps approach, both
considering the fine space grid.

and time) simulation approach is 0.24. This means the multirate method is
almost 4 times faster than the single-rate fine-scale method.

The CFL numbers for the multirate method are given in Figure 24. Also
here, the CFL number is computed based on the maximum analytical frac-
tional flow derivative value. Thus, clearly, coarse-scale (global) time steps
have rather high CFL values, which makes it attractive for industrial appli-
cations.

Finally, the multirate multiscale method is investigated. The iterative
multiscale solver tolerance is set to 10−6 with ns = 30 ILU(0) smoothing
steps per iterations. Note that the same global time step size as in the Test
Case 1 is used.

Figure 25 illustrates the pressure and saturation errors for the solutions of
the iterative multiscale in space and coarse-scale in time (top) and multirate
in time (bottom) methods. The results are analogous to those obtained with
the fine-scale pressure solver, instead of the multiscale one.

Figure 26 shows the relative errors at the global time steps for the coarse-
scale and multirate in time approaches, where both employ the iterative
multiscale in space simulation approach. Both the multirate and the single-
rate with coarse time steps are performed from time t = 5. Also, these results
are analogous to the results obtained with the fine-scale (in space) pressure
solver.

Finally, Figure 27 shows the number of Newton iterations multiplied by
the active (critical sub-domain) cells for the three different approaches. As
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Figure 23: Complexity of the problem: number of Newton iteration per active components
required at each time step for the multirate (top), fine time steps (center) and coarse
time steps (bottom) approaches. The value presented below each sub-figure is the total
complexity of the respective method.
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Figure 24: CFL numbers at each time steps for the multirate in time (fine-scale in space)
approach.
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Figure 25: Relative errors for the pressure (left column) and absolute errors for the water
saturation (right column) at the final time for the iterative multiscale coarse time steps
approach (top row) and for the multirate iterative multiscale approach (bottom row).
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Figure 26: Pressure (left) and saturation (right) relative errors in l2-norm during the
simulation time for the multirate iterative multiscale approach and the iterative multiscale
coarse time steps approach.

in the fine-scale pressure solver approach, the developed multirate method
reduces the complexity of the solution obtained from the transport equa-
tion by a factor of approximately 4. The error introduced by the multiscale
method to solve the pressure equation does not affect the performance of the
multirate approach.

5. Conclusions

In this paper, we developed a novel multirate multiscale method for cou-
pled flow and transport equations in heterogeneous porous media. To control
the errors in time and space, an iterative multiscale strategy was used to pre-
serve the spatial accuracy coupled with a self-adaptive flux-based refinement
strategy for temporal accuracy. The proposed approach has been applied
to the implicit pressure implicit saturation approximation of two-phase flow,
to have the benefit of large time steps. At the same time, the flux approx-
imation, as well as the iterative multiscale procedure, guarantee the local
conservation of mass throughout the simulation.

Proof-of-concept numerical tests show that pressure and saturation solu-
tions improve compared with those obtained from the coarse-scale in time
simulations, with only a small fraction of the cells being solved at the fine-
scale in time. The investigations include systematic comparisons of both
solution error history and computational complexity. Overall, the proposed
method allows for advancing the simulation in both space and time account-
ing for the intrinsic multiscale nature of the problem. As such, it develops a
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Figure 27: Number of Newton iteration multiplied by the active cells at each time step for
the multirate iterative multiscale approach (top), the fine-scale in time and space (center)
and the iterative multiscale coarse-scale in time (bottom) approaches. The value presented
below each sub-figure is the total complexity of the respective method.
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promising simulation approach for large-scale multiphase simulations.
Ongoing research activities include extending the method to adaptive

dynamic grid in space with more complex fluid physics, e.g. gravitational
and capillary effects.
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