MODELLISTICA E CALCOLO SCIENTIFICO

MODELING AND SCIENTIFIC COMPUTING

MOX-Report No. 16/2010

Positivity and conservation properties of some
integration schemes for mass action kinetics

LucA FORMAGGIA, ANNA SCOTTI

MOX, Dipartimento di Matematica “F. Brioschi”
Politecnico di Milano, Via Bonardi 9 - 20133 Milano (ltaly)

mox@mate.polimi.it http://mox.polimi.it






Positivity and conservation properties of some
integration schemes for mass action kinetics*

L. Formaggia and A. Scotti*

March 12, 2010

¥ MOX— Modellistica e Calcolo Scientifico
Dipartimento di Matematica “F. Brioschi”
Politecnico di Milano
via Bonardi 9, 20133 Milano, Italy
luca.formaggia@polimi.it
anna.scotti@mail.polimi.it

March 15, 2010
Keywords: integration schemes, chemical reactions, unconditional positivity,
Patakar-type methods.

AMS Subject Classification: 65L04, 65L.20.

Abstract

The numerical schemes approximating chemical reactions according to
the mass action law should reproduce at least two properties of the corre-
sponding physical system: mass conservation and nonnegativity of the con-
centrations. This paper analyzes the equations of mass action kinetics pro-
viding a proof of the existence, uniqueness, and positivity of the solution un-
der mild hypothesis on the reaction rate and the stoichiometric coeflicients.
We then consider some classic integration schemes in terms of conserva-
tion, positivity and accuracy compared to schemes tailored for production-
destruction systems, and propose an original scheme which guarantees con-
servation, nonnegativity of the solution and has order of convergence be-
tween two and three.

Introduction

The evolution of a set of species which interact through chemical reactions is
usually described by a system of ordinary differential equations. Although sin-
gle elementary reactions are associated with simple, low-dimensional systems

*This work has been supported by Eni S.p.A.



of nonlinear ODEs, in realistic situations the number of reactions and involved
species can be rather high and leads to complex high-dimensional systems. These
are often difficult to solve numerically since usually different reaction rates co-
exist and the resulting system is rather stiff [10, 21]. Explicit methods need
an unreasonably small step size to be stable, and one has usually to resort to
implicit schemes. Furthermore the physical system has some properties which
should be retained by the numerical method, notably mass conservation and
non-negativity of the solution.

In this paper we will discuss and compare some numerical schemes for systems
of ordinary differential equations of the form

9 = or(e(t) 1)
where o is a matrix of integer coefficients, the stoichiometric matrix, and = the
reaction rates.

We will first show that under rather general assumptions on the initial data,
reaction rates and the stoichiometric matrix, the system admits a global non-
negative solution and satisfies a conservation property. To this aim we will apply
the technique proposed in [12]. We will then consider some numerical method
for the approximation of this ODE system, focusing on their conservation and
positivity-preserving properties, as well as their accuracy and cost-effectiveness.

In several computer code for the solution of this type of problems it is not
uncommon to enforce the positivity of the solution by using a clipping procedure.
This is however a poor choice, which cannot guarantee robust and conservative
algorithms. Another common choice is to employ Runge Kutta or multi-step
methods with adaptive time step, expecting that the same error estimate that
controls accuracy is able to reduce the risk of negative solution components.
This is rather empirical, since a-priori there is no direct link between accuracy
and positivity.

More sophisticated and robust approaches have been presented in the litera-
ture. In [3, 22] the proposed method consists in a post-processing (a projection
on the feasible set) of the solution resulting from a one-step integration method.
The projection method is more effective when applied to schemes that favors
positivity: in [22] several Rosenbrock-type methods are presented.

A well known result by Bolley and Crouzeix, [6], states that for linear dissi-
pative problems the unconditional positivity of traditional multistep and Runge
Kutta methods restricts the order of the method to one. Z. Horvath in [14, 15]
discusses the maximal step size for positivity of Runge Kutta and diagonally-
split Runge Kutta (DSRK) methods for dissipative problems, showing that the
step size threshold depends on the radius of positivity of the scheme. He shows
that it is possible to construct diagonally-split Runge Kutta methods which are
unconditionally positive and have an order higher than 1. The AN(0)-stable
DSRK methods introduced in [1] are indeed unconditionally contractive and



they can break the order barrier. However, these schemes tend to be expensive
when applied to large systems.

An analysis of the time step threshold for two steps methods in linear mul-
tistep and one-leg form is given in [23]. Moving to nonstandard schemes [18],
ad-hoc forms of the derivative can be formulated as described in [19] to ensure
the positivity of the numerical solution.

Being computationally efficient, more traditional linear one-step methods
and predictor-corrector methods are still largely used in practise. In this paper
we analyze some of these schemes to assess their conservation properties and the
step threshold for positivity. When applied to nonlinear problems these methods
imply the iterative solution of a nonlinear problem which can introduce a more
restrictive constraint for positivity. An estimate of the limit step length will be
given in the case of a particular fixed point iteration method.

We will also consider a diagonally implicit Runge Kutta scheme schemes
proposed in [5] which ensure both positivity and mass conservation as well as
second order convergence. Afterwards, we will focus on methods based on the
Patankar trick, which are designed for production-destruction equations of the
form

dCZ'

“h=Pie)= Di(e)

where Pj(c) > 0, D;(¢) > 0. The Patankar trick, originally denoted by
source term linearisation, yields a stable and unconditionally positive method.
The modified Patankar type method proposed by [9] is also conservative and
second order accurate. Finally, we will propose an improvement of the MPRK
method [9] introducing, as a corrector step, a modified third order BDF method.
It is worth mentioning that time step adaptivity is of fundamental importance
when dealing with complex realistic problems: nevertheless, a in-depth analysis
of adaptive schemes is beyond the scope of this work. However, most of the
results here presented may be of use also in the adaptive setting.

All the methods have been applied to the integration of test cases of increas-
ing complexity, starting from a synthetic low-dimensional case to a realistic case
of about 200 equations. The purpose is to verify the theoretical findings and
quantify the computational costs.

1 Governing equations

In the following, vectors of RY will be indicated in boldface, e.g. v denotes a

1/p
vector of components v;, for 1 <i < N. For a vector v, ||v|, = (Zf\il v |P

indicates the p-norm. Notable cases are that of the 2-norm or Euclidean norm,
which we will indicate by simply ||v|| and the 1-norm ||v||; = Zi\il |vg .



For a matrix A € RV*M we denote again by ||A||, the matrix norm subor-
dinated to the corresponding vector norm,

HA”p: sup HAVHp-

verRM

[vilp=1
With v > 0 we indicate that all component of v are strictly positive. Given two
vectors v and w of RY we indicate by v” the transpose of v and by v"w the
scalar product between the two vectors (i.e. we use the convention that a vector
is always a column vector). Finally e = [1,...,1]7 is a vector of all ones.

Let us consider a generic set of chemical reactions involving N components,
whose molar concentration are indicated by ¢ = [c1,...,cn]T, and M reactions.
The latter are governed by the reaction rates r = [rq,... ,TM]T, where r =
r(c,t) : RV x Ry — RM. We have set Ry = (0,00) and assumed that ¢ = 0 is
the initial time for our chemical process. The concentrations are then governed
by the following system

de(t) _
= or(e®),), t>0 (1)
c(0) = co,

where o is the stoichiometric matrix of integers o;;, with 1 <i < N and 1 <
J< M.
We will make some assumptions throughout this chapter.

Assumption 1.1 The stoichiometric matriz o satisfies the following hypothe-
S1s,

1. non-triviality:

{Vj Ji st 05 #0 -

Vi E|j s.t. Oij 750

2. conservation: e € Ker(a™l) or, equivalently, e 1 range(o).

3. Rank(o) = M, i.e. the columns of o are linearly independent.

Assumption 1.2 The reaction rates are such that

1. For each j =1,...,M, rj € C’O(@f,@”, and r;(-,t) is locally Lipschitz
continuous in RY | uniformly in t. Furthermore, r;(€,-) € L®(R.) for any
ce Ef;

2.r>0ifec>0andr=01ifc=0, for all t > 0;

3. if 055 < 0 then there ewists a qj € CO(@Y,E), with ¢; > 0 if ¢ > 0 and
g; =0 if ¢ =0, such that rj(c,t) = g;(c,t)c;.



A possible expression for the reaction rate results from the mass action law
[4],

MA A c—mz‘n(asj,()) (3)

where the reaction constants k; normally depend on the temperature 7' by the
Arrhenius law [17],

()
ki(T) = Aje\ T0T) (4)

Here A; > 0 is the so-called pre-exponential factor, Ry the universal gas con-
stant, T the absolute temperature and E,,; the activation energy. If we take the
temperature as a given continuous function of time, satisfying 7" > T > 0 at all
times, then (3) satisfies Assumption 1.2. The first condition is indeed verified
thanks to the hypothesis on the temperature. Since o;; are integers, if 0;; < 0
then rj”A = ¢igj(c,t) with ¢ = kjci_aij_l [Tz cs_mm(USj’O), which provides the
second condition. The final condition is satisfied by observing that the reaction

constant is strictly positive, thus if ¢ > 0 we have that r}/[ 4> 0, and the equality
rhiA

In more general situations, the temperature could itself depend on %, be-
cause of the heat produced or absorbed by the reactions. We will not consider
this case here. However, we note that Assumption 1.2 may apply to expressions
for the reactions rates different from (3).

If the chemical system is closed it must satisfy a mass conservation principle,
namely Zivzl ¢ = el'c must be constant. In other words, ¢ = e’c is a first

integral of (1). The following proposition holds [5].

= 0 is attained if ¢ = 0 for the null factor law.

Theorem 1.1 The second condition of Assumption 1.1 implies that the solution
of system (1) satisfies the mass conservation principle.

Conversely, if el ¢ is constant, ¢ being a non-trivial solution of (1), Rank(o) =
M and the reaction rates satisfy Assumption 1.2, then e € Ker(o™).

T

Proof. From el'o =0 we get

dg rdc T
2 _e
dt dt
and thus g is a first integral.
Conversely, if g is a first integral then

_d9 _ eT@ =elor(c),

0= -2 —
dt dt

and since o has full column rank and r # 0 (a consequence of the non-triviality of the
solution), we must have e’ = 0. O



Remark 1.1 The definition of conservation given above is a basic one. Indeed,
it can be specialized for chemical and biochemical problems, where elemental mass
conservation is required, i.e. the amount of any element, which is a constituent of
one or more species, must not change. Schemes that guarantee this conservation
properties are discussed in [7] and [8].

Clearly the proof of Proposition (1.1) is merely formal, since it assumes the
existence of a solution of system (1), an issue that we are going to address in
the next section.

2 Existence, uniqueness and positivity of the solution

Let us set
f=or, ()
define the constant K = ||cp||; and the set

=N
O={zecR): || <K}

If K =0, by the second of Assumption 1.2, % =0 and ¢ = 0 Vt. Therefore
we assume that K > 0. We introduce a modified forcing term ]~" as follows.
}.(Cu t) = f(h(C),t), (6)
where
c ifce )
h(e) = ¢ otherwise. (7)

lefl

It is immediate to verify that h(c) is nothing else than the projection of ¢ on €2 in
the 1-norm. Since (2 is convex h(c) is unique. Furthermore, ||h(c1) — h(c2)|[1 <
ler — €21, for all 1 and ¢; in RV,

We are now in the position of stating the following

Lemma 2.1 The modified function f is bounded in RN x Ry and is globally
Lipschitz continuous w.r.t. the fist argument, uniformly in the time t.

Proof. Since {2 is a compact set of RN, a consequence of Assumption 1.2 and of the
definition of f is that

sup || f(c, )|l = sup [[f(e, )]s < ol sup [[r(ec,b)[l = k1 < oo.
ceRN ceQ ceq
teRL teR 4 teR4

Furthermore, for any c¢; and ¢y in RV,

1F(er.t) = Flea, )l < Allofl1[[h(er) = h(ez)lly < Allo|iller — el



Here, the existence of
[r(e1,t) —r(ea, by

A= sup
c1,e2€0 er = eaflx
is assured by the local uniform Lipschitz continuity of each component of 7. O

We new recall a classical global existence result ([13]).

Theorem 2.1 Let X = Q x (71,72) with Q C RN, and assume that f(y,t) is
defined in X with the following properties:

a) f is continuous in an open subset D C X;

b) f is locally Lipschitz continuous in D with respect to y and uniformly in
t;

¢) there are two non-negative constants k1 and ko such that
IF I <k +kallyll V(1) € X.
Then for all (€,7) € X there is at least one solution ¢(t;7,&) of problem
{‘f;f(t) = £(8(1).1), t€ (r,m).
o(1) =&,
defined in |1, 7] and with values in D.

We are now in the position of proving the following:
Theorem 2.2 If Assumptions 1.1 and 1.2 hold, for any initial condition c¢(0) =

co > 0 system (1) has a unique non-negative solution ¢ € [C*(R,)]N. Further-
more, ¢;(t) >0 for all t > 0 whenever ¢y ; > 0.

Proof. Theorem 2.1 can be applied to the modified problem

do -
E = f(¢a t)v (8)
¢(0) =co

since } satisfies all its hypothesis on D = RY x R*. In particular, the last inequality
in Theorem 2.1 is satisfied for k> = 0 and k7 as defined in Lemma 2.1.

We now consider the solution of the modified problem for a ¢y > 0, The trivial case
co = 0, thanks to the properties of the reaction rates, would provide the solution ¢ = 0.

We will assume in the following that there is a ¢ such that cy; > 0. To prove non-
negativity of the solution we follow the technique proposed in [12]. Let us define, for
each component ¢;, two sets of indexes: I, containing those j such that o;; < 0, and
I;r containing the j such that o;; > 0. Thanks to the second condition of Assumption
1.2 (notice that it is satisfied by f as well) the i-th component of the solution of the
modified problem satisfies for all ¢ > 0 the equation

do;(t)
dt

= Y 0 (D), Hei(t) + D airi((8), 1), ()

jeI” jerf



which we rewrite in the form

de;(t)

a = —a;(t)¢;(t) + b;(t), t>0, i=1,...,N, (10)
where a; and b; are continuous functions of time. Thus, we have that
d ¢ ¢
- (efo “i(”‘“@-(t)) = elo @My, (1) ¢ >0, (11)

and, by setting y;(t) = elo ‘“(T)””gbi(t), we obtain that for each i =1,..., N
t
yi(t) = 1:(0) + / eI @y (0Vdg, ¢ > 0. (12)
0

Furthermore, because of the stated properties of the reaction rate a; > 0 and b; > 0
whenever ¢ > 0. Because of the continuity of ¢ and the given initial condition, ¢ > 0
for t € [0,T) for a given T > 0.

Let assume that there exists a ¢ such that ¢;(0) > 0 while ¢;(T) = 0. We would
necessarily have

T
0 = y:(T) = :(0) + / i a iy (9)dp, (13)
0

with a; > 0, b; > 0 and y;(0) > 0. This is clearly a contradiction, by which we prove
that in fact ¢;(t) must be positive for all t € [0,T]. If instead ¢;(0) = 0, again the
non-negativity of a; and b; in expression (12) leads to the conclusion that y;(7") > 0,
and thus ¢;(T) is non-negative. Therefore, given a non-negative initial condition, we
have that ¢(t) > 0 for ¢t € [0,T], and all components initially positive remain so. Since
T is now arbitrary we may conclude that ¢(T") > 0 for all ¢ > 0 and that no component
initially positive goes to zero in a finite time.

Using the fact that f(c,t) = or(h(c),t), by exploiting Assumption 1.1 and Theorem
1.1 we may deduce that Zf\il oi(t) = K, with K = vazl ¢;(0) > 0. Furthermore, the
non-negativity of the solution allows us to write that ||¢(t)|y = K, for all ¢ > 0.
Consequently, along the solution trajectory } = f and then ¢ coincides with a solution
c of the original problem (1). Since the solution is contained in a compact of RY, it is
the only solution. O

3 Properties of some numerical schemes

We want to investigate the properties of some numerical schemes with respect
to conservation and positivity. We will start from some well known one-step
schemes and then we will present methods more specialized for the problem at
hand.

We first recall, without giving the proof, a result given in [5].

Lemma 3.1 Under Assumptions 1.1 and 1.2, for any ¢ € @f and t > 0 there
exists a N x N matrix R = R(e,t) whose entries satisfy, for 1 <i,j <N

N
a)Rug(), b)RUZO fO?"Z';léj and C) ZRU:O’
i=1
and such that or(c,t) = R(e, t)c.



3.1 Theta-methods

A generic step of a theta-method from time t” to t"*1 = t" 4+ At reads
" ="+ Ato(0r™T 4 (1 - 0)r™), (14)

where ¢" € RV is the approximated solution a time t*, ¥ = r(c",¢") and
0 € [0,1]. For # =0 and # = 1 we have the explicit and implicit Euler scheme,
respectively, while # = 1/2 gives the second-order Crank-Nicholson method. For
the properties of convergence and absolute stability of the scheme the reader
may refer to [21].

For 6 # 0, at each step we need to solve the nonlinear system

"t — 9Ater (") = " + (1 - 0)Ator”, (15)
which can also be written as
T — OART ()] = & 4 (1 — B)AR™ (&), (16)

where R"(c") = R(c",t").
Before going any further we state the following

Lemma 3.2 If R is a N x N matrixz satisfying all properties stated in Lemma
3.1, then matrix A = I — kR, is a non-singular M -matrixz for oll kK > 0, I being
the identity matriz.

Proof. Indeed, A is a Z-matrix, since all off-diagonal terms are non positive. In
addition, it is diagonally dominant by column, with positive diagonal elements. Thus
the real part of all eigenvalues is strictly positive. This two conditions imply that A is
a non-singular M-matrix. O

Theorem 3.1 Under Assumptions 1.1 and 1.2 a theta-method is conservative
for any 6 € [0,1]. Furthermore, it is conditionally positive whenever 6 # 1, while
for 0 =1 is positive for any value of At.

Proof. Conservation is easily found by pre-multiplying both members of (14) by
e’ and exploiting the properties of the stoichiometric matrix to obtain that e’ ¢! =
T .n _ —_ T
e c =...=e€ (Cp.
As for positivity, we first consider the case § = 0. Let k be such that

fk = ZO’}C]'T;L = 1221]\[20’@'7“?, (17)
J -

then ¢™*! > 0 if ¢ > 0 under the condition At < ‘;—i‘ if fx < 0, while positivity is
obtained with no condition on At if fr > 0. We recall that in any case At cannot be
arbitrarily large for stability reasons.

We now consider the case 6 # 0. In this case ¢
problem

n+1 g the solution x of the non linear

[1— 0AR™ (@)] ™" @ = [I + (1 — ) AtR™(c™)] ™ (18)



To prove existence of a positive solution we set K = ||c"||; and consider the compact
set

Q={yeR": |yli<K y=0} (19)
Furthermore, we assume that ¢” > 0.

Being 2 a convex compact of @f the matrix Sp(z) = I —OAtR" ! (z) is well defined
for all x € 2. We look now for a fixed point of

e(z) =S, () [I + (1 - 0)AtR"(c")] " (20)

in Q. If it exists it is clearly a solution of (18).
Thanks to the properties of R and Lemma 3.2 matrix Sp(x) is a a non-singular
M-matrix for any & € ). Furthermore, the fixed point function satisfies

p(x) — AR (x) () = " + (1 — ) AtR™(c™)c",

thus e p(z) = el'c" = K.

We define &k and fi as in (17) and set

ifg=1 >0
" {oo, i or fr > (21)

W, in all other cases.

If At < 7 we have that [I 4 (1 — 0)AtR™(c"™)]c™ > 0. We conclude that under this
condition ¢(x) > 0, and consequently ||¢(x)|; = K.

Remark 3.1 Note that this result is consistent with that presented in [14] for Runge
Kutta methods.

Thus, ¢ : 2 — Q and, by the Brouwer fixed point theorem, we conclude that there
is a fixed point & € Q of . It satisfies ||z|; = K, so in fact & € 99.

Applying the argument to all iterations k we can infer that, possibly under restric-
tions on the time step, a theta-method is positive and its solution satisfies ||c™|1 = ||co]|1
for all n > 0. O

In general the non-linear problem (15) is solved approximatively by using
an iterative procedure that provides a sequence {xg,x1,...} converging to the
solution of (15), and we choose a x); as approximation of ¢"*!, according to a
suitable stopping criterion.

If we want that the previous result be of practical use we need to extend it
to the elements of the approximating sequence.

Corollary 3.2 Let us consider ¢ > 0, ||[c"|y = K > 0, and set &y = c".
Furthermore we assume that R"*1(x) has continuous derivatives for all x € T,

where T = {y € RY : |ly|i = Ky > 0}. Then, if At is sufficiently small,
the sequence generated by the fixed point iteration

$k+1:(10(wk)7 k:0717"'7

where @ is the function defined in (20), converges to a fived point ¢t > 0
with ||c" Y| = K if &g € T. Furthermore, any element of the sequence satisfies
|lzklli = K and x;, > 0.

10



Proof.  The fact that @x > 0 and ||zg|1 = K is immediately inferred from the
demonstration of Theorem 3.1: it suffices to consider At < 7p, since we have just
demostrated that under that condition ¢ : I' — I'.

We need to show that the fixed point iteration converges. To this purpose we note
that, given two points @ and y of T, and setting h = y — @, all points x(t) = = + ht
for t € [0, 1] belong to I'. Since

1
ww—¢@w1£V¢@+mwhw

we obtain that
le(y) — p(@)]l1 < Sup IVe(@)lilly — |1,

where we have set

[Ve(@)||; = max ZWM (22)

1<k<N

Consequently, the iterations converge if A = sup cr [|[Vo(z)[1 < 1.
We have that

V() =0At(1 — GAtR(:c))’IVR(:c)(I — 0ALR(x)) " (I + A1 — O)R(c™))c™,
and then,
IVe(x)||1 = 0AL||(I — OALR(x)) *VR(z)(I — HAtR(a:))’l(IJr At(1—0)R(c™))c" |1
< OAL|(I - 0AER(2)) " H[TIVR(@) 1[I + At(1 = O)R(c™) [l K
where

[VR(z) ||1_ max Z\é’kR”

J,k<N

Under the condition At < 75 = (f maxger |[R(z)]1) ", we have that

1

I — QAtR(x)rl”l < W

for all & € I". Furthermore, the condition At < 7 implies that

114 (1= 0)AtR(c")[1 <1+ (1 —0)AL[R(c")[lx <

| =

and therefore
KAt|VR(z) |1

Ve(x)|1 < .
V@l < G oaiR )2
Forax € T weset a =1 —0A¢t||R(x)|]1. Then 0 < a < 1, and ||[Ve(x)|; < 1 is satisfied
.. AtK||VR(z)|x
=
a

< 1, that is if

1—a _ _|R@H];
fa? K| VR(z?)|:

11



[R(2)]l

Setting z = z(x) = the condition may be rewritten as 6za? + a —

~ K|[VR(z)|x
1 > 0. The quadric has roots a;» = %&462 One root is negative, the
other, say ao, is positive and smaller than one. Then the polynomial is positive
for a > ay = % To have the most restrictive condition we have to
take z = minmerlzgmgzin the previous expression and then use a time step satisfying

At <713 =

0 maxger [|[R(z)[:
It follows that the fixed point iteration &1 = @ (xx) converges if At < min(7y, 72, 73).

O

Remark 3.2 We can conclude from the proof of the previous theorem that if At
is sufficiently small, function ¢ has a single fized point which lays on T'.

Remark 3.3 If we use a Newton iteration for problem 14 we can easily show
that the scheme is conservative, i.e. eTa® = 0. Yet, positivity is not guaranteed
in general.

3.2 A second order diagonally implicit Runge Kutta

Let us consider a two-stage diagonally implicit Runge Kutta method [2], also
called semi-implicit Runge Kutta method, defined by the following Butcher array

« 0|«
l-a ol
l—-a «o

with @ = 1 4 1/2/2. This method is A-stable and S-stable, thus suitable
for stiff problems. With respect to a generic implicit Runge Kutta, diagonally
implicit Runge Kutta (DIRK) have a significant computational advantage, since
the stages can be solved in cascade. The scheme can be written, after some
manipulations, as

x — alAtor(x) = "
C 2a-1Dc"+ (1 —-a)x
B a

(23)

y — aAtor(y)
"=y,
Theorem 3.3 Under Assumptions 1.1 and 1.2, method 23 is conservative for

any At. Furthermore, it is unconditionally positive.

2a—1c"+ (1 - a)x

Proof. Let us set b =
«a

positivity preserving for any At. Given ¢” > 0 the positivity of @ is ensured because

(I —aAtR(x)) is an M-matrix for any a and At. It follows that b > 0 because 2%~1 and

1=a are positive. The positivity of y, and thus, the positivity of ¢"t! is again ensured

by the fact that (I — aAtR(y)) is an M-matrix for any o and At.

. We first prove that the scheme is

12



To prove that the method is conservative we first show that ||z||; = ||¢"||1 = K pre-
multiplying the first equation of (23) by e’ and exploiting the fact that e € Ker(o?),
and that both x and ¢" are nonnegative. It follows that ||b||; = K, indeed

QCa—1leni +(1-a)lz| 2a-1+1-a

1Bl =
« «

K =K.

Pre-multiplying the second equation in (23) by e’ we obtain that ||y|; = K, and,
therefore, |c"*!|; = K. O

The two stages of the method involve the solution of non-linear problems
that can be approximated by the iterative procedure proposed in [5]:

1. set xg ="

2. repeat T 11 = (I — aAtR(x;)) 'e™ until convergence is achieved up to a
given tolerance

3.setyg=c"and b=[2a—1)c" + (1 — a)xp1]/
4. repeat y; 4 = (I — aAtR(yj))*lb until convergence is achieved up to a
given tolerance

5. set " =y, .
The advantage of employing the iterative procedure for the solution of (23)

is that we avoid the solution of the two nonlinear problems.

Lemma 3.3 Let us consider ¢ > 0, ||c"|1 = K. We also assume that R"*1(x)
has continuous derivatives for all x € T, where T = {y € RY : |ly|1 =
K y > 0}. Then, if At is sufficiently small, for any xy € T' the sequence
generated by the fized point iteration

mk+1:¢1(mk)7 k:0717"'7

where ¢, = (I — aAtR(zy)) " 1c", converges to a fized point T > 0 with ||Z||; =
K. Furthermore, any element of the sequence satisfies ||xi|l1 = K and xp > 0.
Moreover, for any yy € I' the sequence generated by the iteration

Y1 =p2(y;), 7=0,1,...,

2a—1)c"+(1—-a)x

where py = (I — aAtR(y;)) " b with b =

«
a fixed point gy > 0 with ||y||1 = K, and any element of the sequence satisfies
ly;llh = K and y; > 0.

, converges to

Proof. The fact that @) > 0 and ||k||1 = K is immediately inferred from the proof
of Theorem 3.3.

To show that the fixed point iteration xr41 = @(xx) converges we define || V1|1
as in (22). We have that
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Vi1 = aAt(I — aAtR(x)) 'V R(x)
Under the condition At < (amaxer |[|[R(z)|1)7 !,
[VR(z)|1
v < aAt———-t——,
Vol = oAt RG]
The first iterative procedure converges if sup,cp [|[Vei(2)|l1 < 1 ie. if

1
A< VRO FR@)

As concerns the second fixed point iteration we have that

Vs = aAl(I — aAtR(y)) ' VR(y),
thus the sequence converges to the fixed point ¢*+! if

1 .
A< SRR FTRED

3.3 Patankar type methods

The method proposed by Patankar in [20] is suitable for those dynamic systems
that can be described by production-destruction equations, that is
dc; =pi(t,c) —di(t,c), i=1,..,N,
dt
where p; and d; are the rates of production and destruction of the i-th com-
ponent, respectively.
In the case of our interest the set of chemical reactions can be re-written as

de; M -
ditl - Z Gijrj(tvc) B Z ‘O'ij|rj(t7 c), i=1,...,N. (24)
j=1 J=1

;>0 ;<0

which allows to identify p; and d;. If we split the stoichiometric coefficients
matrix o into o™ and o, containing respectively the positive coefficients and
the modulus of the negative ones, and indicate with p and d the vectors of
components p; and d; respectively, we have

Being the system is conservative, the global production rate must equal the
global destruction rate,



Indeed,

N

Y (i) —di(e)) = e’ (pi(e) — di(c)) = e’ (6" — a7 )r(c) = e"or(c) = 0.

=1

Moreover, p; and d; can be written as the sum of N contributions:

N N
pi=Y_pj  di=Y dy,
=1 :

Jj=1

where in a conservative system p;; and d;; satisfy p;; = dj; for i # j. If we

define 61, 6~ as follows
o
&i _ 0_7 if O'ij 7é O,
1] v]
0 else

the matrices P and D, of components p;; and d;; respectively, can be easily
computed as

P = &+diag(r)&*Tand D= &*diag(r)&JrT.

The methods presented here exploit the so called Patankar trick, called
by Patankar source term linearisation. It ensures unconditional positivity by

n+1

weighting the destruction terms d; with a factor Cicn . To obtain a conservative

method the original Patankar scheme has to be nlaodiﬁed, as proposed in [9],
introducing a weighting of the production terms as well.

A second order method based on the application of the Patankar trick to a
two-stage Runge Kutta method has been proposed in [9]. The Modified Patankar
Runge Kutta (MPRK) scheme reads

( N N
yi — At me(t”,c”)g—jl—Zdij(t",c")% =, i=1,.,N
j=1 J =1 i
At N n+1
n+1 n+1 J
pij(t", ") + pi; (1", y)) =——
e (B 5(70) L
N o+l
—Z(dw(t,c">+du(t"“,y))lyf = i=1,.,N
=1 ‘

(25)

Each of the two stages involve the solution of a linear system. The method is

second order accurate, conservative and unconditionally positive. For the proof
we refer to [9].
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3.4 A third order predictor-corrector method

We suggest here an original integration scheme based on the predictor-corrector
strategy to improve the convergence of the MPRK method while preserving
its positivity and conservation properties. The scheme, denoted by PCMP
(Predictor-Corrector Modified Patankar) computes an approximation ¢, by us-
ing the MPRK method

( N
s (e - R CRLEF J EL AL
j=1 7=1 ?
N *
o A 2
G5 2{: pij (1", ") + pi (£ y))g? (26)

and then it sets

(a) cgnﬂ) =c ifn<2 or z'<0 (27a)
6 N C(ﬂ+1) JUERY
(b) C§n+1) = Z? + ﬁAt Zplj (tn+17 C* Z dij tn+1 C* 107* ) OtherWisea
j=1 i
(27b)
where z = B1¢" + Boc? L + B3¢ 72, and By = B, By = =2, B3 = &. The

PCMP scheme uses the MPRK scheme as a predictor, while the corrector step is
based on the well know three-steps BDF method, where the forcing term f™*! is
substituted by f(c*) and the production and destruction terms in f are weighted
as proposed by [9] to make the corrector step positive and conservative.

Theorem 3.4 The PCMP method is unconditionally positive, conservative and
has at least order 2 and at the best order 3.

Proof. The positivity of the MPRK method ensures that ¢* > 0. In the case (a)
we have that ¢"t! = ¢* > 0. To examine case (b) it is useful to write system (27) in
matrix form

A"t = 2. (28)
where A is a matrix whose entries are

6  di(t"t! ¢
o%=1+ﬁAFL—i2>Oi:LwN

*

G
6 tn-i—l *
.a”:_7A£ﬂ4?41§o¢J:LWNJ¢j
11 c;
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Thus, A has nonpositive off-diagonal entries and positive column sum, indeed

S

N s 6 d: N
z] — . 7
Z 7* 1+11At(c' Z C#)>o.

i=1,i#5 J

1+ At

u*‘m
u*‘m

i=1,i#j J

Therefore AT is a M-matrix, while the right hand side of the system is positive by
construction, therefore ¢”*1 > 0.

The conservation properties of the MPRK method ensure that ||c¢*||1 = ||eo]l1. To
prove the conservativity of the PCMP method it is enough to show that ||e,t1|1 =
el

The proof is trivial in case (a). For case (b), let us sum both members of (27) over
i1 =1,..., N obtaining

1Dy =Bulle™ |1 + Balle™ M1+ Bslle" 2 1+

N N (n+1) N (n+1)
6 (29)
A2 | 2pale) ()=

i=1 \j=1 i

Since we have initialized the multistep method with the MPRK method which is
conservative

(’ﬂJrl) N C(n—&-l)
dij(c") = ; (30)
j=1

*
G

e Dl = leoll = 1 Atz pr

c*
i=1 \j=1 J

and with the same argument used in [9], thanks to symmetry of the production and
destruction terms, the right hand side vanishes, thus the corrector step is conservative.
As concerns the start up of the method it is formally sufficient to use a second order
method to compute ¢) and ¢(® to keep the global third order accuracy. However, if
the reactions are particularly fast at the start, it has been found that accurate results
are obtained in practise by adopting a third order method for the start up.
O
In the proposed formulation the start-up of the method is only of order two.
In spite of this the method shows better accuracy with respect to the MPRK
method when applied to problems that admit a slowly varying solution at the
initial time. In cases with a fast evolution in a neighborhood of ¢y an initialization
of order two can result in a loss of accuracy of the PCMC method. The difficulty
can be circumvented computing the first three steps with a third order method,
under a restriction on the step size for positivity. It has been shown [6] that
a standard Runge Kutta method can be unconditionally positive only if it has
order 1. The size step thresholds for the positivity of Runge Kutta methods are
discussed in [14, 15], where the limit step amplitude is expressed as a function of
the absolute monotonicity radius R(A,b) of the method, and of the right hand
side of the problem at hand. It is advisable to employ a Runge Kutta method
with R(A,b) > 0, for instance the RK3 defined by Butcher array
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has R(A,b) = 1. We will show by numerical experiments that for adequate
values of At the PCMP method initialized with a third order RK has better
accuracy for practical values of At than the standard PCMP.

4 Numerical tests

We want to test the performances of the methods listed in the previous sec-
tion. We will first consider a synthetic case to assess experimentally the order
and computational cost of the methods, then we will solve realistic cases with
increasing complexity.

The synthetic case is given by:

241 — Ay + Ag
Ay — Az
2A9 — A1 + Az

described by the following system of ODEs.

d
CT(;:UT (32)
with
-2 0 1 c
oc=| 1 -1 =2 |, r=| ¢ (33)
1 1 1 c3

To compare the performances of different integration schemes we consider as
the exact solution the numerical solution obtained with the MPRK method and
with At = 0.0002 (figure 12).

The error is defined as follows

1 Nstep
e=— > llet) = s,
step =1

and the nonlinear problems are solved with fixed point iterations, arrested
when a residual norm of the order of 10719 is achieved.

Figure 2 shows the experimental order of convergence of the methods dis-
cussed above. The Explicit Euler method and the Implicit Euler method are

18



o

Figure 1: Reference solution of the test case (solid line), and PCMP method (40
time steps).

Figure 2: Convergence on a synthetic case a)

Time [ms] | RHS evaluations
EI 33.5 924
CN 33.3 716
DIRK 80.8 1326
MPRK 12.8 200
PCMC 20.9 298

Table 1: Computational cost of the numerical methods
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approximately of the first order, while the Crank Nicholson method, the DIRK
method proposed in [5], and MPRK methods are of order two. In this simple
case the introduction of the corrector step (PCMP method) enhances the con-
vergence rate nearly up to three. As concerns the computational cost the results
relative to a simulation with At = 0.01, summarized in table 1, show that the
DIRK method is significantly more expensive with respect to the others. The
MPRK method is instead very convenient, because it does not involve the so-
lution of a nonlinear problem and thus requires a fixed number - two - of right
hand side evaluations for each time step. The PCMP scheme requires at most
three RHS evaluations per time step, so it is more expensive, yet it compares fa-
vorably with respect to the other methods such as Crank Nicholson and Implicit
Euler.

Finally, we have observed that all methods conserve the mass up to machine
error.

Based on these results we have selected the most efficient methods and ap-
plied them to more demanding test cases with realistic activation energies and
time dependent temperature as an input. In the first case we are considering the
following set of reactions, with the same activation energy but different frequency
factors A;,

Ay — 0.45A5 + 0.543 + 0.054, (34a)
Az — 0.36 Ay + 0.544, + 0.145. (34b)

at three different temperatures, 77 = 130°C, To = 140°C, T3 = 150°C' on the
time interval [0,500s]. To compute the error we consider as the exact solution
the numerical solution with At = 0.0002. In this case the reactions are of the
first order and lead to a linear system, i.e. the matrix R(¢,c) is constant w.r.t.
c and reads

~k 0 0 00
0.45k; 0 0.36ky 0 0

R=| 050k 0 —ky 0 0 (35)
0.05k; 0 0.54ky 0 0

0 0 01k 0 O

For T' = T} the reactions are both slow and a good accuracy is obtained even
with large time steps: figure 3 compares the reference solution with the results
of PCMP with 20 time steps. Figure 4 shows the convergence of the implicit
Euler method, with order 1, the Crank Nicholson and MPRK method, both of
order 2, and the PCMP method which in this case is nearly of order 3.

For T' = T5 the two reactions, and the first in particular, are faster, thus
there is a loss of accuracy for large time steps in the first part of the simulations
(see figure 5). The error graph (figure 6) shows that the PCMP method is better
than the MPRK method only for small time steps.
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Figure 3: Problem (34), T' = T3, reference solution (solid line) and PCMP, 20
time steps

Figure 4: Convergence of some numerical schemes applied to problem (34) with
T=1T
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Figure 5: Problem (34), T = T5, reference solution (solid line) and PCMP, 20
time steps
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Figure 6: Convergence of some numerical schemes applied to problem (34) with
T=1T5
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Figure 7: Problem (34), T" = T3, reference solution (solid line) and PCMP, 20
time steps

For T' = T3 the reactions are fast and the first in particular is exhausted after
1/10 of the simulation (see figure 7). It can be observed that the Crank Nicholson
method fails for large time steps, producing artificial oscillations and negative
values. As concerns the error, see figure 8, the order of convergence are those
predicted by the theory only for At small enough. It should be stressed that
the results could be further improved by time step adaptivity, and multirate
techniques like those presented in [11, 16], are also advisable if very different
reaction rates coexist. However, the analysis of these techniques is beyond the
scope of this work.

We have also applied to this problem the PCMP method initialized with a
third order Runge Kutta (we denote this modified scheme as PCMP*), limited
to the time step amplitudes that ensure the positivity of the RK method. Figure
9 compares the error obtained by the original PCMP scheme and of the PCMP*
scheme applied to problem (34) for the three values of the temperature, showing
that a better initialization of the method yields a better accuracy for large At
in particular for cases (b) and (c) where the solution evolves faster in the first
part of the simulation. A detail of the solution for T' = T5 is shown, for the two
methods above, in figure 10.

For this simple case it is possible to compute the maximum value of the time
step 71 that is required to ensure the positivity of a theta-method. According
to the definition 17 fi, = —k; with k£ =1, ¢, = 1, thus, for the Crank Nicholson
method (# = 0.5) we have 71 = k% For T' = T} we have that 7 ~ 74s, therefore
for practical values of At the positivity is ensured. For T'= T and T' = T3 7y
becomes an actual constraint, indeed the time step must be lower than 13.5s
and 2.7s respectively to have a positive method. Figure 11 shows the positivity
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Figure 8: Convergence of some numerical schemes applied to problem (34) with
T="T;

Error

Figure 9: Convergence of the PCMP, initialized with a second order method,
and the PCMP*, initialized with a third order method for T'=Tj (a), T = T»
(b), T'=T5 (c)
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Figure 10: A detail of the numerical solution, T = T3, for the PCMP scheme
(left) and the PCMP* scheme (right).

Figure 11: Positivity error for the Crank Nicholson method applied to the case
34 for T = 140°C (left) and T' = 150°C' (right) with different time-steps, high-
lighting the limit value 7.

error, defined as

Nstep N
s = R R %)
for different time step amplitudes, highlighting the change in the behavior of
the method in correspondence of At = 71. This confirms the theoretical analysis.
Finally, we consider a detailed system of 18 species (denoted by A1-A18) and

15 reactions,
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A1 — AIS

Ay — Aqr A1 — 0.249 + 0.8417

Az — A Ap — An

Ay — An A1z — 0.15A9 + 0.05A19 + 0.8A417
As — Ay Arg — Ass

Ag — A1z A5 — Ay

A7 — Aqx Aig — A2

Ag — Aig A7 — 0.349 +0.7TA13

For a fully realistic description each reaction is characterized not by a single
value of the activation energy, but by a distribution on energies, to account for
the fact that a fraction of the reactant may have an activation energy that is
higher or lower than the average value. Each reaction is thus split in several
parallel reactions, often denoted as ”channels”, which proceed with different
speeds for a total of 221 equations. The numerical solution is reported in figure
12.

The wide range of reaction speeds makes the ODE system very stiff, thus the
problem can be regarded as a hard test-bed for the integration schemes we have
analyzed so far. For what concerns the conservation properties all the methods
respect mass conservation with errors ranging from 10~'% to 107°%. Moreover,
if we define the positivity error as in36 all the methods have identically null
positivity errors, except the Crank-Nicholson method which is only conditionally
positive. Figure 13 compares the time required to run the simulation with Crank
Nicholson and PCMP the error being equal. The results show the advantage of
using a method that is accurate but requires few matrix inversions on a large
system of ODEs.

5 Conclusions

The behavior of a reacting system can be described by a set of ordinary differ-
ential equations whose characteristics depend on the stoichiometric coefficients
of the reactions involved and on the function that models the reaction rates.
We have provided an original proof of the global existence and uniqueness of
the solution under fairly general regularity assumptions on the reaction rates
r;. Moreover we have shown that the solution is nonnegative for all ¢ > 0. Nu-
merical tests have highlighted that integration schemes can give unexpectedly
inaccurate results if the positivity of the solution is not preserved by the numer-
ical method, thus it is important to choose a method that is at the same time
positive and conservative. Among the second order, unconditionally positive and
conservative schemes we have analyzed the MPRK method is the most efficient
for the applications of our interest. The PCMP method we have constructed
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Figure 12: Numerical solution with 100 time steps, PCMP method
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Figure 13: Computational time for the integration of the realistic system with
the CN and PCMP methods, the error being the same.

27



combining the MPRK method with a corrector step is unconditionally positive
and conservative, and can enhance the order of the method up to three at most.
Moreover, it is computationally convenient on heavy realistic test cases.
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