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Abstract

We consider different algorithms to design lightweight and stiff struc-
tures exhibiting free-form features. First we apply a shape optimization
and a topology optimization procedure, separately. Then, we couple these
two techniques sequentially. Topology optimization is also enhanced by
a structure-tailored computational mesh, made it possible by anisotropic
mesh adaptation. This allows us to obtain an intrinsically smooth final
layout which can be directly moved on to the production manufacturing
phase. An extensive numerical assessment corroborates both qualitatively
and quantitatively the performances of the proposed algorithms.

1 Introduction

The spreading of new manufacturing technologies has prompted new paradigms
for designing structures. In particular, Additive Layer Manufacturing (ALM)
has allowed the production of objects without many of the geometrical and
manufacturability constraints imposed by traditional technologies, such as ma-
terial removal, forming and tooling. Both traditional and innovative technologies
can be driven by trial-and-error or more rigorous optimization procedures which
aim at identifying an optimal material distribution within a given design domain,
according to prescribed requirements. This paper focuses on sophisticated math-
ematical methods, namely Shape Optimization and Topology Optimization (see,
e.g., [1, 2, 3, 4, 5, 6, 7, 8, 9, 10]). A third possible technique is represented by
Size Optimization which is, however, not considered here, being less effective
with respect to the others.

Shape and topology optimization pursue the common goal of minimizing
a certain cost functional, under given constraints on mass, stiffness or other
physical quantities of interest related to the application at hand. However,
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they work in a complementary way. Shape optimization modifies the design
domain by changing its boundary, while preserving the topology; on the contrary,
topology optimization allows one to change the topology of the final structure,
preserving the outer boundary of the original domain but enforcing a given
reduction of the mass. Thus, the final structure may have a completely different
layout with respect to the starting one, including regions of void of arbitrary
shape, according to a free-form design [11, 12].

In this paper, we tackle the minimum compliance problem in the linear elastic
case (see, e.g., [3, 13, 14, 15]). In more detail, we seek the optimal structure,
Ω ⊂ R3, minimizing the static compliance under assigned design constraints and
loads. We assume that a load, f : ΓN → R3, is applied on a portion ΓN of the
boundary, ∂Ω, of the structure. Then, the compliance is given by

G(u) =

∫
ΓN

f · u dγ,

with u = (u1, u2, u3)T : Ω → R3 the induced displacement field. From a phys-
ical viewpoint, G corresponds to the work done by the external forces. The
minimization of this work is equivalent to the maximization of the structure
stiffness.

The linear elasticity problem represents the mathematical model underlying
the structure deformation [16], and is given by

−∇ · σ(u) = 0 in Ω

u = 0 on ΓD

σ(u)n = f on ΓN

σ(u)n = 0 on ΓF ,

(1)

where σ(u) = 2µε(u) + λI : ε(u) is the stress tensor for an isotropic material,
with ε(u) =

(
∇u + (∇u)T

)
/2 the small displacement strain tensor,

λ =
Eν

(1 + ν)(1− 2ν)
, µ =

E

2(1 + ν)

are the Lamé coefficients, with E the Young modulus, ν the Poisson ratio and
I the identity tensor, n is the unit outward normal vector to ∂Ω, ΓD is the
portion of the boundary where homogeneous Dirichlet conditions are imposed
(i.e., where the structure is clamped), and ΓF is the normal stress-free boundary,
such that ΓD ∪ ΓN ∪ ΓF = ∂Ω.

From a numerical viewpoint, the discretization is performed via a standard
finite element technique. Hence, we derive the weak form of system (1),

find u ∈ U = {v ∈ [H1(Ω)]3 : v = 0 on ΓD}, such that

a(u,v) = G(v) ∀v ∈ U, (2)
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with

a(u,v) =

∫
Ω
σ(u) : ε(v) dΩ, G(v) =

∫
ΓN

f · v dγ.

In this work, we numerically address the structural optimization problem
by means of both shape and topology optimization, highlighting pros and cons
of the two techniques. In particular, in order to increase the performances of
standard topology optimization algorithms, we enrich a classical density-based
approach with an anisotropic mesh adaptation procedure [17, 18]. In addition
to the separate analysis of the two optimization techniques, we couple them
sequentially, aiming at taking advantage of their specific features (see, e.g., [19,
20, 21, 22, 23]).

The paper is organized as follows. In Section 2, we provide some basic ele-
ments of shape optimization, with particular attention to the definition of shape
derivative and to some implementation issues. Section 3 is devoted to topology
optimization. A standard density-based approach is presented and combined
with an anisotropic mesh adaptation procedure. Then, in Section 4, the shape
and topology optimization algorithms are combined and numerically assessed.
Finally, we draw some conclusions and highlight possible future developments.

2 Shape optimization

Shape optimization (SO) pursues the minimization of a functional of interest,
J , through a change in the shape of the domain alone, without modifying the
topology and the volume of the initial configuration, Ω0. Thus, the SO problem
is

find ΩOPT ∈ Uad such that

J (ΩOPT ) = min
Ω∈Uad

J (Ω),

where Uad is the set of all the admissible domains Ω ⊂ R3.
We distinguish shape optimization into two categories, according to the

method employed to modify the boundaries of the domain [1, 24, 25]. In par-
ticular, it is possible to express the shape in terms of a small number, N , of
parameters. Hence, any modification of Ω can be represented by the variations
of such parameters. In this case, we refer to the method as to parametrized
shape optimization. Although this method is easy to implement and essentially
relies on solving N equations, it turns out to be little handy due to the few
possible choices in varying the shape. On the contrary, geometric shape opti-
mization allows more freedom since it does not restrict a priori the set of possible
deformations. Following this approach, ∂Ω has to be considered as the design
variable. Due to its higher flexibility, we focus on the geometric technique.
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2.1 The shape derivative

In order to derive the SO algorithm, we briefly examine the gradient method in
a Hilbert space, X, [26, 27]. In the context of the minimization of a functional,
J , the gradient method consists in updating the current design variable, xk,
along a descent direction, dk, so that

xk+1 = xk − `kdk, (3)

where `k ∈ R+ properly tunes the length of the descent step. Vector dk identifies
the best direction to minimize the functional, and it is related to the gradient,
J ′, of J , by

(dk, θ)X =X∗< J ′, θ >X ∀θ ∈ X, (4)

(·, ·)X being the inner product in X and X∗ < ·, · >X the duality pairing between
X and its dual, X∗. As a result, for a suitably small step size `k, dk is a descent
direction and J (xk+1) < J (xk).
Additionally, in the case of a functional J strongly convex, it holds that

xk −−−−→
k→+∞

x∗ = arg min
x∈X
J (x).

With reference to the shape optimization problem, we employ the Hadamard
boundary variation method to account for modifications of the domain Ω [8, 28,
29, 30], and we endow Uad ⊂ R3 with a differentiable structure.
Given a vector field θ : Ω ⊂ R3 → R3, θ ∈ W 1,∞(R3,R3), a generic variation of
Ω can be indicated as

Ω(θ) = (I + θ)Ω = {x + θ(x)|x ∈ Ω}.

It holds

Lemma 2.1 For θ ∈ W 1,∞(R3,R3) such that ||θ||W 1,∞(R3,R3) < 1, the map
(I + θ) is a Lipschitz diffeomorphism.

A scalar function Ω 7→ J (Ω) ∈ R is shape differentiable at Ω if the function
JΩ : θ 7→ J (Ω(θ)) is Fréchet-differentiable at 0, provided that θ ∈W 1,∞(R3,R3)
and Ω is a smooth domain. In particular,

J (Ω(θ)) = J (Ω) + J ′(Ω)(θ) + o(||θ||W 1,∞(R3,R3)).

We refer to the linear mapping θ 7→ J ′(Ω)(θ) as to the shape derivative of J
at Ω [8, 28, 29, 30]. Then, the descent direction, d, is computed by solving a
regularized version of (4), i.e., as the unique solution to the following boundary
value problem,

find d ∈ [H1(Ω)]3 such that∫
Ω

(∇d · ∇θ + d · θ)dΩ = (J ′(Ω), θ) ∀θ ∈ [H1(Ω)]3,

(·, ·) being the standard inner product in [H1(Ω)]3.
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2.1.1 The shape derivative in the minimum compliance problem

We define Uad = {A ⊂ R3 |ΓN ∪ ΓD ⊂ ∂A, |A| = V0}, with | · | the measure of
an open set and V0 a prescribed volume for the admissible shape.
Thus, the definition of shape derivative for the minimum compliance problem
can be formulated.

Proposition 2.1 Let Ω be a smooth bounded open set in R3 and θ ∈ [H1(Ω)]3

and assume that the solution to (1) belongs to [H2(Ω)]3. Then, the shape deriva-
tive of G(Ω) is

(G′(Ω), θ) = −
∫

ΓF

[
2µ‖ε(u)‖2 + λ[∇ · u]2

]
(θ · n)dγ,

where ΓF is the portion of the boundary allowed to change and ‖ · ‖ denotes the
tensor norm.

We define the set D = {δ ∈ [H1(Ω)]3| δ = 0 on ΓD∪ΓN} of the possible descent
directions [30, 31]. Then, the optimal descent direction for the gradient method
solves the problem

find d ∈ D such that∫
Ω

(∇d · ∇θ + d · θ)dΩ =

−
∫

ΓF

[
(2µ‖ε(u)‖2) + λ[∇ · u]2

]
(θ · n)dγ ∀θ ∈ D. (5)

2.2 Numerical implementation

For numerical purposes, the SO algorithm is implemented in a finite element
code. The discretization is performed on a mesh, Th, composed by regular tetra-
hedra and we employ Lagrangian finite elements [32]. Via Galerkin projection,
equations (2) and (5) are discretized, yielding

find uh ∈ U sh, such that

a(uh,vh) = G(vh) ∀vh ∈ U sh, (6)

for the linear elasticity equation, and
find dh ∈ Dmh such that∫

Ω
(∇dh · ∇θh + dh · θh)dΩ =

−
∫

ΓF

[
(2µ‖ε(uh)‖2) + λ[∇ · uh]2

]
(θh · n)dγ ∀θh ∈ Dmh , (7)

for the descent direction computation, where U sh and Dmh denotes the finite
element subspace of U and D and of degree s and m, respectively. In particular,
in the numerical assessment in Section 2.3, we choose s = m = 1.
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The constraint for the volume is enforced using a Lagrangian approach [33,
30]. We require that the volume, V0, of the initial domain Ω0 is preserved in the
optimization iterations. To this end, we introduce a positive Lagrange multiplier,
φ, so that the Lagrangian is

G̃(Ω) = G(Ω) + φ (V (Ω)− V0) ,

where V (Ω) denotes the volume of the current shape Ω, while φ enforces the
constraint in a weak sense, and it is changed at each iteration by considering
the optimality condition, G′(Ω) + φ̄V ′(Ω) = 0, understood in an average sense
on the boundary of Ω, solved for φ̄. Following [30], at the k-th iteration, φk+1

is thus updated as

φk+1 =
φk + φ̄

2
+ εφ

V (Ω)− V0

V0
, (8)

where εφ is a positive real number, set to 2 in the simulations below.
As far as the update of the computational domain is concerned, we employ

rule (3) after identifying the vector xk with the vector collecting all of the coor-
dinates of mesh vertices and picking `k so that functional G is minimized and no
element inversion occurs [7]. We enrich these criteria with the following addi-
tional strategy: if (dk+1

h ,dkh) > 0, namely two consecutive descent directions are,
in some sense, close, we are allowed to choose `k+1 > `k, without compromising
the procedure. Conversely, if (dk+1

h ,dkh) < 0, the step size is reduced to avoid
oscillations in the convergence history. Eventually, a regularization loop over
the elements completes the whole process.

The complete procedure is provided in Algorithm 1.
The input parameters to the algorithm are: kmax for the maximum number

of iterations allowed for the gradient method, ∆BEST a safety factor used to
reasonably ensuring convergence to a minimum, T 0

h the initial mesh, and V0 for
the volume constraint. In lines 6 and 9, movemesh is the routine employed to
update the current mesh, whereas regularize in line 10 performs the tetra-
hedra regularization. Algorithm 1 has been implemented in the FreeFem++
environment [34].

2.3 Numerical assessment for SO

We carry out three test cases, i.e., the bridge, the cantilever beam, and the dome.
In Figures 1, 3, 5, the domain Ω0 and the load are sketched. In particular, we
mark with a triangle the portions of surface corresponding to ΓD, while ΓN is
enclosed within the white boxes. The red arrows indicate the directions of the
applied load. In Table 1, we collect the physical parameters used to describe the
homogeneous employed materials.

Concerning parameters kmax and ∆BEST of Algorithm 1, we set kmax = 300
and ∆BEST = 5 in all the test cases.
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Algorithm 1 Shape Optimization (SO)

Input : kmax, ∆BEST , T 0
h , V0

1: Set: k = 0, kBEST = 0, TBEST = T 0
h , GBEST = G(Ω0);

2: while k− kBEST < ∆BEST & k < kmax do
3: Solve (6);
4: Solve (7);
5: Compute φk, `k;
6: T k+1

h = movemesh(T k
h , dk

h, `k);
7: while T k+1

h has degenerate elements do
8: Reduce `k;
9: T k+1

h = movemesh(T k
h , dk

h, `k);

10: T k+1
h =regularize(T k+1

h );
11: Compute G(Ω);
12: if G(Ω) < GBEST then
13: GBEST = G(Ω);
14: kBEST = k + 1;
15: TBEST = T k+1

h ;

16: k = k + 1;

Test case E [Pa] ν [-]

Bridge 15 1/3
Cantilever beam 1.0 1/3
Dome 1.0 1/3

Table 1: Physical parameters employed in the SO simulations.

2.3.1 The bridge test case

We consider the optimization of a simplified bridge, modeled starting from a
parallelepiped 6 [m] ×1 [m] ×1 [m] clamped in four portions of the bottom
surface of size 0.01 [m] ×0.01 [m] each (see Figure 1, right). The surface load
f = [0, 0,−1]T is applied onto the rectangular surface 1 [m] ×0.1 [m] located at
the center of the upper face (see Figure 1, center). The domain Ω0 is discretized
using a tetrahedral mesh composed by 25869 elements.

In Figure 2, the output of the Algorithm 1 is shown at the convergence
iteration k = 33. The optimized structure preserves the portions ΓN and ΓD, as
expected and the symmetry of the original configuration.

In Table 2, we collect the value of the compliance for the initial domain and
for the optimal structure, and the decreasing percentage of G. The same com-
parison is carried out on the volume, to assess its conservation. It is remarkable
the reduction of G as well as the almost exact volume conservation.
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Figure 1: The bridge test case (SO): geometry and boundary conditions (left);
details of the top surface, with highlighted ΓN (white box) and the direction of
the load (red marker) (center); details of the bottom surface with highlighted
ΓD (yellow boxes) (right).

Figure 2: The bridge test case (SO): optimized structure (left), lateral (center),
frontal (top-right) and top (bottom-right) views of the optimized structure.

Compliance

G before SO 0.0933 [J]
G after SO 0.0796 [J]
∆%G -14.68% [-]

Volume

V0 6.000 [m3]
V after SO 5.999 [m3]
∆%V -0.017% [-]

Table 2: The bridge test case (SO): compliance and volume before and after SO.

2.3.2 The cantilever beam test case

We deal with the optimization of a cantilever beam starting from the paral-
lelepiped 2 [m] ×1 [m] ×0.5 [m] in Figure 3. The entire back face corresponds
to ΓD, ΓN is a square of side 0.1 [m] centered at the centroid of the frontal face,
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and the load f = [0, 0,−1]T is tangential to the frontal face. The initial mesh
consists of 5870 tetrahedra.

Figure 3: The cantilever beam test case (SO): geometry and boundary condi-
tions (left) and frontal surface (right), with highlighted ΓN (white box) and the
direction of the load (red arrow); the triangles identify ΓD.

The result of the optimization is shown in Figure 4 after 113 iterations of
Algorithm 1. The shape of the new structure is quite different with respect
to Ω0, being more slender in correspondence with the frontal face with respect
to the clamped surface. The symmetry is still preserved. From a quantitative

Figure 4: The cantilever test case (SO): optimized structure (left), lateral (cen-
ter), frontal (top-right) and top (bottom-right) views of the optimized structure.

viewpoint, Table 3 summarizes the compliance and the volume before and after
the optimization. In this case, the stiffness of the structure improves strongly,
the compliance being reduced of 2/3. Additionaly, also the volume constraint is
ensured.

2.3.3 The dome test case

The geometry in Figure 5 is the result of the intersection between a hemispheric
shell of radius 1.25 [m], thickness 0.02 [m] and clamped at the bottom, with
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Compliance

G before SO 0.0309 [J]
G after SO 0.0104 [J]
∆%G -66.34% [-]

Volume

V0 1.000 [m3]
V after SO 1.000 [m3]
∆%V 0.0% [-]

Table 3: The cantilever beam test case (SO): compliance and volume before and
after SO.

a circular cylinder of radius 0.25 [m]. Boundary ΓN is a portion of the upper
surface, concentric to the hole, with radius 0.25 + 0.0314 [m], and the load is
f = [0, 0,−1]T . The initial spatial discretizion is based on a mesh with 83428
elements.

Figure 5: The dome test case (SO): geometry and boundary conditions, with
highlighted ΓN (white circular box) and the direction of the load (red arrow);
the triangles identify ΓD.

We run Algorithm 1 which stops after 198 iterations. The resulting optimized
structure is shown in Figure 6. Notice that the initial shape has undergone a
sort of squeezing in the vertical direction.

Table 4 collects the values obtained for the compliance and the volume,
confirming an enhancement of the mechanical performance of the optimized
structure with respect to the original shape.

3 Topology optimization and the SIMP method

One of the most employed mathematical models for topology optimization (TO)
is the SIMP (Solid Isotropic Material with Penalization) [35, 3, 36, 37, 38]. Other
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Figure 6: The dome test case (SO): lateral (left), top (top-right) and frontal
(bottom-right) views of the optimized structure.

Compliance

G before SO 7.1654 [J]
G after SO 3.2433 [J]
∆%G -54.74% [-]

Volume

V0 0.05256 [m3]
V after SO 0.05231 [m3]
∆%V -0.478% [-]

Table 4: The dome test case (SO): compliance and volume before and after SO.

approaches exploit level set methods (see, e.g., [33, 39, 40, 41]), homogeneization
(see, e.g., [42, 43, 44]), a phase field formulation (see, e.g., [45, 46, 47]), gradient-
free methods (see, e.g., [48, 49]), high order discretizations (see, e.g., [50, 51]),
cutFEM (see, e.g., [52]) and volumetric expressions of the shape gradient (see,
e.g., [53]).

SIMP method is based on an auxiliary variable, ρ, which models the material
distribution in the original design domain. In particular, the density function,
ρ ∈ L∞(Ω), takes values in [0, 1], where ρ = 0 corresponds to the void, whereas
ρ = 1 identifies the presence of full material. Nevertheless, all the intermediate
values in the interval [0, 1] are allowed and for this reason a suitable penalization
has to be introduced to push the density to the extremal values, 0 and 1. Thus,
the stiffest material and the void are favoured, consistently with the maximiza-
tion of the structure stiffness. To this end, we employ the standard power law
penalization function ρp, with p ≥ max

{
2/(1− ν), 4/(1 + ν)

}
[3, 35].

In the minimum compliance framework, model (1) represents the state equa-
tion for the optimization problem, after taking into account the material density.
In particular, according to the SIMP approach, we solve model (1) with a mod-
ified Hooke law with ρpλ and ρpµ replacing λ and µ, respectively. Thus, the
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weak form of the SIMP-linear elasticity equation is
find u ∈ U such that

aρ(u,v) = G(v) ∀v ∈ U, (9)

with

aρ(u,v) =

∫
Ω
σρ(u) : ε(v) dΩ,

and σρ(u) = ρp
[
2µε(u) +λI : ε(u)

]
. Notice that G(u) = aρ(u,u) still represents

the static compliance, i.e., the functional to be minimized.
The topology optimization problem finally becomes

find ρ ∈ L∞(Ω) such that

min
ρ∈L∞(Ω)

G(u(ρ)) :


aρ(u(ρ),v) = G(v) ∀v ∈ U∫

Ω ρ dΩ ≤ α|Ω|
ρmin ≤ ρ ≤ 1,

(10)

where 0 < α < 1 denotes the maximum allowable volume fraction and 0 <
ρmin < 1 is a lower bound for the density, which ensures the elasticity system to
be well-defined.

Problem (10) is numerically tackled via a standard finite element discretiza-
tion. The discrete counterpart of (10) becomes

find ρh ∈ V r
h such that

min
ρh∈V r

h

G(uh(ρh)) :


aρ(uh(ρh),vh) = G(vh) ∀vh ∈ U sh∫

Ω ρh dΩ ≤ α|Ω|
ρmin ≤ ρh ≤ 1,

(11)

where it is understood that uh(ρh) ∈ U sh and V r
h is the finite element space of

scalar functions of degree r.
Formulation (11) suffers from two numerical issues, namely the dependence

of the final topology on the mesh and the checkerboard effect [3, 50, 54]. The
former is linked to the non-uniqueness of the solution to problems (10) and (11).
The latter strongly depends on the discretization pair adopted for the density-
displacement formulation. It may result in material/void alternation as in a
checkerboard, leading to non-manufacturable designs (for additional comments
see [17]).

A partial remedy to both mesh dependence and checkerboard effect is to
filter the density ρ, with smoothing techniques. Alternatively, it is possible
to use higher order finite elements for the displacement with respect to the
density (s ≥ r in (11)) to tackle the checkerboard issue. However, high order
finite elements require a bigger computational effort and this choice may be
unaffordable for three dimensional simulations.
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As an alternative to these remedies, since the optimized density obtained by
the SIMP method exhibits strong gradients in correspondence with the bound-
aries of the structure (i.e., along the void-material interface), it has been pro-
posed an enrichment of the standard SIMP algorithm with a mesh adaptation
strategy in [17]. Among the benefits characterizing this new approach, we men-
tion the possibility to use low degree finite element spaces for both ρh and uh
(i.e., s = r = 1) and to avoid a massive employment of filtering, thus contain-
ing the computational cost and the post-processing. In particular, we limit the
filtering to the very first optimization iteration, when a low-pass filter based on
the diffusion kernel is adopted. For this purpose, we replace the density ρh with
its filtered version, ρf , solution to the Helmholtz-type problem{

−τ2∆ρf + ρf = ρh in Ω

τ2∇ρf · n = 0 on ∂Ω,
(12)

with τ a real parameter that measures the characteristic length of the smoothed
density [55].

The algorithm merging the SIMP method with the Helmholtz filter for the
density is provided in Algorithm 2 [17].

Algorithm 2 SIMP algorithm on a fixed grid

Input : CTOL, kmax, ρmin

1: Set: ρ0
h = 1, k = 0, errG = 1+CTOL

2: while errG > CTOL & k < kmax do
3: ρk+1

h = optimize(ρkh, Mit,TOPT, ∇ρG, ...);
4: ρk+1

h = ρf (ρk+1
h );

5: errG = ‖ρk+1
h − ρkh‖∞;

6: k = k + 1;

Some comments are in order. The main input parameters are the lower
value, ρmin , for the density, the maximum number, kmax, of iterations and the
tolerance CTOL for the stopping criterion. In line 3, problem (11) is solved via
an optimization routine, i.e., optimize. In particular, we employ the Interior
Point OPTimizer (IPOPT) package [56], but other options are viable, such as
the MMA algorithm [57]. IPOPT is a common large-scale nonlinear optimiza-
tion tool based on the interior point algorithm [58]. Both equality and inequality
constraints can be tackled via suitable slack variables. Constraints may involve
both the control variables (for example, the density ρ) as well as functions of
these (for instance, the total volume of the structure,

∫
Ω ρdΩ). Among the in-

put parameters of optimize, Mit identifies the maximum number of iterations
allowed and TOPT is the tolerance for the adopted stopping criterion. The com-
putation of the gradient, ∇ρG, of the compliance with respect to the density has
to be provided as well. With this aim, we introduce the Lagrangian functional

L = L(u, z, ρ) = G(u) + aρ(u, z)− G(z),
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where z ∈ U is the Lagrange multiplier. It is well known that

∇ρG(ρ) = ∇ρL
∣∣
u(ρ),z(ρ),ρ

,

where u(ρ) and z(ρ) are the solutions to the primal and adjoint problem associ-
ated with the Gâteaux derivative of L with respect to z and u, respectively. In
particular, the primal problem coincides with (9), whereas the adjoint problem
is

find z ∈ U such that

aρ(v, z) = −G(v) ∀v ∈ U. (13)

On comparing (13) with (9) and due to the self-adjointness of aρ(·, ·), we infer
that z = −u, that is we have a cost-free adjoint solution. Finally, the Gâteaux
derivative of L with respect to ρ along the direction ψ ∈ U is∫

Ω
p ρp−1σ(u) : ε(z)ψ dΩ = 〈∇ρG, ψ〉,

implying
∇ρG(ρ) = −p ρp−1σ(u(ρ)) : ε(u(ρ)). (14)

Thus, each evaluation of the gradient of the compliance requires only a primal
solve and the computation of (14).

The output density ρk+1
h from optimize is then filtered in line 4 by approx-

imating (12) via linear finite elements. The global convergence check in line 5
is based on the difference between two successive iterations of the density with
respect to the L∞(Ω)-norm.

Other strategies can be adopted as an alternative to Algorithm 2, for exam-
ple procedures where a more frequent use of the filters inside the optimization
routine occurs and/or where ∇ρG is smoothed as well [59, 60].

3.1 SIMP enriched with anisotropy

To manufacture smooth structures, a sufficiently fine mesh or a heavy density
filtering are usually adopted. However, both these choices are often very de-
manding in terms of computational cost. In [17], the authors propose combining
the SIMP procedure with an anisotropic adaptation of the mesh as a compu-
tationally efficient alternative. In fact, anisotropic mesh adaptation allows us
to reduce the employment of a filter, the optimized structure being intrinsically
smooth. This goal is reached by resorting to a rigorous mathematical tool, i.e.,
an a posteriori error estimator used to generate the anisotropic adapted mesh.

3.1.1 The anisotropic framework

We refer to the setting in [61, 62, 63, 64], where the geometric properties of a
generic tetrahedron K are extracted from the spectral properties of the standard
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affine transformation TK , which maps the reference element K̂ inscribed in the
unit sphere into K, such that

x = TK(x̂) = MK x̂ + tK ,

with x ∈ K, x̂ ∈ K̂, MK ∈ R3×3, tK ∈ R3. Through TK , the unit sphere is
transformed into an ellipsoid circumscribing K. By means of the polar decom-
position, MK is factorized as the product BKZK , with BK ∈ R3×3 a symmetric
positive definite matrix taking into account the deformation of the element K,
and ZK ∈ R3×3 an orthogonal matrix rigidly rotating K.
Matrix BK can be decomposed in terms of the corresponding eigenvalues and
eigenvectors, leading to BK = RTKΛKRK , with RTK = [r1,K , r2,K , r3,K ] and
ΛK = diag(λ1,K , λ2,K , λ3,K), with λ1,K ≥ λ2,K ≥ λ3,K . Matrices RTK and ΛK
collect all the geometric features of element K. In particular, the eigenvectors
r1,K , r2,K and r3,K represent the directions of the semi-axes of the ellipsoid cir-
cumscribed to K, while the eigenvalues λ1,K , λ2,K and λ3,K measure the length
of the semi-axes. It is possible to introduce the aspect ratios of the element K,

si,K =

 λ2
i,K∏

j 6=i
λj,K


2/3

, i = 1, 2, 3,

which quantify the anisotropic features of K. Notice that s1,K ≥ s2,K ≥ s3,K

and s1,Ks2,Ks3,K = 1, the isotropic case coinciding with s1,K = s2,K = s3,K = 1.

3.1.2 The error estimator

Among the possible a posteriori error estimators available in the literature [65,
66, 67], we resort to a recovery-based analysis [68, 69, 70] which consists of
two steps, i.e., the computation of the recovered gradient and the successive
definition of the estimator. In [71, 63], an extension of this approach to an
anisotropic setting has been proposed for the first time. The recipe adopted for
the recovered gradient is

P (∇uh)
∣∣
∆K

=
1

|∆K |
∑
T∈∆K

|T | ∇uh|T ,

where ∆K = {T ∈ Th : T ∩K 6= ∅} is the patch of elements associated with K.
We remark that P (∇uh) is piecewise constant on Th, differently from the piece-
wise linear gradient reconstruction adopted in the papers by O.C. Zienkiewicz
and J.Z. Zhu. A generalization of P (∇uh) to higher degree reconstructions can
be found in [71, 63].

Then, the anisotropic a posteriori error estimator is

η2 =
∑
K∈Th

η2
K , (15)
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where the local contribution ηK is

η2
K =

1

(λ1,Kλ2,Kλ3,K)2/3

3∑
i=1

λ2
i,K

(
rTi,K G∆K

(
E∇
)
ri,K

)
, (16)

where E∇ =
[
P (∇uh) − ∇uh

]
∆K

is the recovered error, and G∆K
(·) ∈ R3×3 is

the symmetric positive semidefinite matrix with entries

[G∆K
(w)]i,j =

∑
T∈∆K

∫
T
wiwj dT with i, j = 1, 2, 3, (17)

for any vector-valued function w = (w1, w2, w3)T ∈ [L2(Ω)]3. The scaling factor(
λ1,Kλ2,Kλ3,K

)−2/3
in (16) ensures the consistency with respect to the isotropic

case (i.e., for λ1,K = λ2,K = λ3,K).

3.1.3 The SIMPATY algorithm

We resort to a metric-based approach to generate the adapted mesh, by explot-
ing the information contained in η. In more detail, a metric,M : Ω→ R3×3, is a
symmetric positive definite tensor field which contains all the geometric informa-
tion related to a certain mesh [72]. In a finite element setting, we approximate
M by a piecewise constant function, MTh , associated with the actual grid Th,
such that MTh

∣∣
K

= RTKΛ−2
K RK , consistently with the notation introduced in

Section 3.1.1.
We use the local estimator ηK in a predictive way to define a new metric

field. This goal is reached via an iterative procedure which, eventually, yields an
optimal adapted grid satisfying the two criteria: i) minimization of the number
of elements under the accuracy constraint, η ≤ MTOL, with MTOL a user-defined
tolerance; ii) error equidistribution, namely, η2

K =MTOL2/#Th, with #Th the
mesh cardinality.

Now, we sketch the procedure adopted for the prediction of the metric out
of the estimator, while referring to, e.g., [64, 63] for more details.

With reference to the generic k-th iteration of Algorithm 2, we rewrite esti-
mator ηK by collecting the size information of the patch in a single factor, |∆K |,
as

η2
K = |∆K |

3∑
i=1

si,K

(
rTi,K Ĝ∆K

(E∇) ri,K

)
︸ ︷︷ ︸

F({si,K ,ri,K}i=1,2,3)

,

where Ĝ∆K
(·) is the scaled matrixG∆K

(·)/|∆K |, and |∆K | = λ1,Kλ2,Kλ3,K |∆̂K |,
with ∆̂K = T−1

K (∆K). Notice that |∆K | is the main quantity related to the vol-
ume of the tetrahedra, the other terms keeping track of the orientation and of
the stretching of K.
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Minimizing the cardinality of the mesh is equivalent to maximizing the size
of the patch, so that we are led to solve the constrained minimization problem

min
si,K ,ri,K

F({si,K , ri,K}i=1,2,3) :


ri,K · rj,K = δij

s1,K ≥ s2,K ≥ s3,K

s1,Ks2,Ks3,K = 1,

(18)

with δij the Kronecker symbol and i, j = 1, 2, 3. This problem has an explicit
solution provided in [64, 63] and stated in the following

Proposition 3.1 Let {gi,gi}i=1,2,3 be the eigenpairs associated with Ĝ∆K
(E∇),

with g1 ≥ g2 ≥ g3 > 0 and {gi}i=1,2,3 orthonormal. Then, F(·) is minimized
when

s1,K =

3

√
Π3
i=1gi

g3
, s2,K =

3

√
Π3
i=1gi

g2
, s3,K =

3

√
Π3
i=1gi

g1
,

r1,K = g3, r2,K = g2, r3,K = g1.

Next, by employing the equidistribution criterion, the optimal values for length
λi,K can be computed as

λ1,K = g
−1/2
3

(
MTOL2

3 #Th|∆̂K |

)1/3( 3∏
i=1

gi

)1/18
,

λ2,K = g
−1/2
2

(
MTOL2

3 #Th|∆̂K |

)1/3( 3∏
i=1

gi

)1/18
,

λ3,K = g
−1/2
1

(
MTOL2

3 #Th|∆̂K |

)1/3( 3∏
i=1

gi

)1/18
.

The optimal piecewise constant metric MTh is thus obtained simply by collect-
ing the optimal values {ri,K}3i=1 and {λi,K}3i=1, for each K ∈ Th. The optimal
metric is finally provided to a metric-based mesh generator to build the adapted
mesh. For this task, we employ mmg3d, a standalone application suited for grid
adaptation [73]. The output file containing the adapted mesh is then read by
FreeFem++, the environment used to code the whole procedure itemized in Al-
gorithm 3 [17, 18].

Algorithm 3 SIMPATY: SIMP with AdaptiviTY

Input : CTOL, MTOL, kmax, ρmin, T 0
h

1: Set: ρ0
h = 1, k = 0, errM = 1+CTOL

2: while errM > CTOL & k < kmax do
3: ρk+1

h = optimize(ρkh, Mit, TOPT, ∇ρG, ...);
4: T k+1

h = adapt(T k
h , ρk+1

h , MTOL);
5: errM = |#T k+1

h −#T k
h |/#T k

h ;
6: k = k + 1;
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The main difference with respect to Algorithm 2 is in line 4, where mesh
adaptation is carried out, with a prescribed tolerance, MTOL, on the accuracy.
For the stopping criterion, at line 5, we check the stagnation of the adapted
meshes through the relative variation of the cardinality of the mesh elements to
within CTOL.

3.2 Numerical assessment for TO

The same test cases analyzed in Section 2.3 are now tackled by TO.
We remark that Mit is usually updated (namely, we decrease Mit as k in-

creases) within the external loop of Algorithm 3. This choice should allow the
optimizer to get very close to the optimal solution on the initial mesh, whereas
a less strict check is expected to suffice in the next iterations. Indeed, it is not
reasonable to compute an accurate density function on a rough intermediate
mesh which is not necessarily the final optimal one.

In order to reduce the computational burden required by TO, we simulate
only a quarter of the geometry under investigation, by exploiting the symmetry
planes. Precisely, we impose u · n = 0 on the surfaces where symmetry occurs,
and u·t = 0, with t the unit tangent vector, on the surfaces where antisymmetry
occurs [59]. In Figure 7, the portions of the domain actually employed in the
simulations are shown. Once convergence is reached, the complete structures
are obtained using reflection tools, avalaible in post processing softwares used
for visualization purposes (e.g., Paraview [74]).

Figure 7: Portion of the domains actually simulated by SIMPATY algorithm.

The input parameters for SIMPATY algorithm are gathered in Table 5. We
do not set any value for TOPT since we rely only on Mit as a stopping criterion
for optimize.

Test case CTOL MTOL kmax ρmin

Bridge 1e-2 0.35 10 0.001
Cantilever beam 5e-3 0.09 10 0.001
Dome 5e-3 1.10 7 0.001

Table 5: Input data to SIMPATY algorithm.
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Figure 8: The bridge test case (TO): density field (left), final structure (center),
and a quarter of the domain with both density and adapted mesh (right) as
delivered by SIMPATY.

3.2.1 The bridge test case

The topology optimization of the bridge is carried out with SIMPATY by setting
a volume fraction α = 0.4, Mit = 100 for the first iteration, 50 for the second,
and 25 for the subsequent ones, and selecting an initial mesh of 52556 elements.

The resulting function ρ in Figure 8, left is characterized by a sharp alter-
nation of void and full material and by very thin layers. The corresponding
structure (Figure 8, center), obtained by a truncation procedure which keeps
only the elements of the mesh where ρ|K ≥ 0.5, exhibits very smooth bound-
aries and it is almost ready for the printing process. Figure 8, right, shows
the domain actually employed in the simulations, with the final adapted mesh
superposed to the density. In particular, the adapted mesh sharply detects the
void/material interface with very stretched tetrahedra. This is more evident in
Figure 9, which focuses on the external faces from three different view angles.
The elements are highly stretched along the boundaries of the structure and they
massively concentrate in these portions of the domain. Instead, where the design
variable is smooth, the mesh is coarse, reducing the computational burden of the
simulation.

The resulting structure, seen from different angles, is shown in Figure 10. We
can appreciate the smoothness of the boundary surfaces, which is made possible
by the optimal shape, size and orientation of the mesh elements. In particular,
from the bottom view, some complex features of the structure are evident, as
further highligthed in the slice-plot shown in Figure 11.

In Table 6, some quantitative results are provided. As expected, the mass
reduction is responsible for a slight increase of the compliance.

G before TO 0.0933 [J]
G after TO 0.1009 [J]
∆%G +8.15% [-]
#Th 95482 [-]

Table 6: The bridge test case (TO): compliance before and after TO, percentage
variation of the compliance, cardinality of the final adapted mesh.
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Figure 9: The bridge test case (TO): frontal (top), top (center), and bottom
(bottom) views of the density superposed to the adapted mesh.

Figure 10: The bridge test case (TO): frontal (top), top (center), and bottom
(bottom) views of the structure returned by SIMPATY.

3.2.2 The cantilever test case

Results for the topology optimized cantilever beam are shown in Figure 12. We
pick α = 0.5, Mit = 75 for the first iteration, 50 for the following ones, and T 0

h

a uniform mesh consisting of 35280 tetrahedra.
The final structure is very smooth (see Figures 12-14). Despite the apparent

massive external shell, an internal cavity is generated by SIMPATY to lighten
the optimized structure as it is also evident from the slice plot in Figure 15.
The anisotropic features of the adapted mesh are able to sharply capture the
interface between material and void, considerably coarsening the mesh in the
areas inside and outside the structure.
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Figure 11: The bridge test case (TO): slices of the density (left) and of the
adapted mesh (right).

Concerning the quantitative data in Table 7, we have that the reduction of
half the mass of the cantilever leads to a considerable increment of the com-
pliance, which almost triplicates with respect to the initial value. Despite the
contained number of tetrahedra, the final structure generated by SIMPATY is
almost ready to print with a reasonable mechanical response.

G before TO 0.0309 [J]
G after TO 0.0867 [J]
∆%G 180% [-]
#Th 96038 [-]

Table 7: The cantilever test case (TO): compliance before and after TO, per-
centage variation of the compliance, cardinality of the final adapted mesh.

3.2.3 The dome test case

For the dome test case, we set α = 0.2, Mit = 120 for the first iteration, 60 for
the second, and 20 for the subsequent ones, and we employ an initial grid of
20857 elements.

The final layout for the optimized dome is shown in Figure 16, where the
smooth final density, left is shown along with a close-up of the quarter of domain
actually employed, right. In addition, three views of the obtained structure are
provided in Figure 17. SIMPATY algorithm turns out to be effective also in the
case of a thin shell domain. In some way, the obtained layout can be identified
with a macro-grid, in the spirit of a Michell structure [75]. Finally, Figure 18
shows how the anisotropic mesh closely follows the distribution of the material
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Figure 12: The cantilever test case (TO): density field (left), final structure
(center), and a quarter of the domain with both density and adapted mesh
(right) as delivered by SIMPATY.

Figure 13: The cantilever test case (TO): frontal (top), rear (center), lateral
(right-top), and top (right-bottom) views of the density superposed to the
adapted mesh.

Figure 14: The cantilever test case (TO): frontal (left), rear (center), lateral
(right-top), and top (right-bottom) views of the structure returned by SIM-
PATY.
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Figure 15: The cantilever test case (TO): slices of the density (left) and of the
adapted mesh (right).

Figure 16: The dome test case (TO): density (left), and a quarter of the domain
close-up (right) as delivered by SIMPATY.

despite the very thready components of the optimized dome.
The values collected in Table 8 show that a considerable reduction of the mass

of the final configuration leads to a slight increase in the compliance. The number
of elements in the final configuration is rather high likely due to the curvature
of the geometry. The software mmg3d includes options to control the geometric
features of the domain, so that the mesh can follow the original curvature of the
surface to within a threshold.
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Figure 17: The dome test case (TO): frontal (left), top (right-top), and lateral
(right-bottom) views of the structure returned by SIMPATY.

Figure 18: The dome test case (TO): adapted mesh superposed to the density
for a quarter of the domain.

G before TO 7.1654 [J]
G after TO 7.7265 [J]
∆%G +7.83% [-]
#Th 118435 [-]

Table 8: The dome test case (TO): compliance before and after TO, percentage
variation of the compliance, cardinality of the final adapted mesh.

3.2.4 A comparison with another approach in the literature.

We compare the performance of SIMPATY algorithm with the anisotropic mesh
adaptation proposed in [59]. The main difference in the two algorithms lies in
the driving force for the adaptation procedure, namely an actual error estimator
in SIMPATY versus a heuristic indicator based on the filtered Hessian of the
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density and of a filtered sensitivity. In contrast, we essentially do not apply any
filtering.

In particular, we consider the same configuration as in Figure 9 of [59]. The
structure provided by SIMPATY (see Figure 19) is topologically comparable
with the one in [59].

Figure 19: Comparison with [59]: slice plot for the density and the adapted mesh
(top); whole optimized structure and adapted mesh on the simulated quarter of
domain (bottom).

From a quantitative viewpoint, the outcome from SIMPATY provides a
slightly better performing structure, characterized by a compliance equal to
1.2996 versus a compliance of 1.5529 in [59]. Moreover, SIMPATY converges
in 9 iterations after 0.76 [h]1, providing a final mesh with 4205 nodes to be
compared with 3.3 [h] and 3121 vertices in [59].

4 The coupling of shape and topology optimization

So far, shape and topology optimization have been applied separately. The goal
now is to combine them in order to improve the overall performance of the
optimization (see, e.g., [19, 20, 21, 22, 23]).

On the one hand, TO delivers light structures with a mass reduction with
respect to the initial configuration but with a higher compliance. On the other
hand, SO ensures a reduction of the compliance keeping the volume fixed. Hence,
the idea here is to sequentially couple the two techniques to take advantage of
the benefits of both of them.

1The computations have been run on a GenuineIntel Pentium(R) Dual-Core CPU E6300
2.80 GHz 4GB RAM desktop computer.
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In principle, there are at least three possibile combinations of topology and
shape optimization: SO first and TO after (STO), TO first and SO after (TSO),
and SO and TO iteratively intertwined. We pursue the first approach, namely,
we first move out of the box the boundary of the design domain by means of
SO. Then, the resulting structure is topologically optimized by means of the
SIMPATY algorithm. The choice for STO instead of TSO is justified by the
observation that the shape optimization of an already topologically optimized
structure emphasizes the thinning of the thready components, even leading to
invalid mesh elements, and, in general, to non-manufacturable layouts. These
drawbacks may be amplified by a more tight alternation between SO and TO,
while are generally mitigated by a STO approach.

The STO procedure is listed in Algorithm 4.

Algorithm 4 Shape and Topology Optimization (STO)

Input : CTOL, MTOL, ktmax, ksmax, ∆BEST , T 0
h , V0, ρmin

1: Set: ks = 0, kBEST = 0, TBEST = T 0
h , GBEST = G(Ω0);

2: while ks− kBEST < ∆BEST & ks < ksmax do
3: Solve (6);
4: Solve (7);
5: Compute φk, `k;
6: T ks+1

h = movemesh(T ks
h , dks

h , `ks);
7: while T ks+1

h has degenerate elements do
8: Reduce `ks;
9: T ks+1

h = movemesh(T ks
h , dks

h , `ks);

10: T ks+1
h =regularize (T ks+1

h );
11: Compute G(Ω);
12: if G(Ω) < GBEST then
13: GBEST = G(Ω);
14: kBEST = ks + 1;
15: TBEST = T ks+1

h ;

16: ks = ks + 1;

17: Set: ρ0
h = 1, kt = 0, errM = 1 + CTOL, T 0

h = T ks
h

18: while errM > CTOL & kt < ktmax do
19: ρkt+1

h = optimize (ρkth , Mit, TOPT, ∇ρG, ...);
20: T kt+1

h = adapt(T kt
h , ρkt+1

h , MTOL);
21: errM = |#T kt+1

h −#T kt
h |/#T kt

h ;
22: kt = kt + 1;

4.1 Numerical assessment for STO

We re-run the test cases analyzed for SO and TO. The parameters for SO are
the same as those in Section 2.3. Instead, the values for TO are listed in Table 9,
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the volume fraction α being the same as in Section 3.2.

Test case CTOL MTOL ktmax ρmin

Bridge 5e-3 0.01 15 0.001
Cantilever 1e-3 0.075 10 0.001
Dome 5e-3 1.00 11 0.001

Table 9: Input data to SIMPATY algorithm for STO.

4.1.1 The bridge test case

The STO bridge is shown in Figures 20-23. It is evident the combined effect of
SO with TO. In particular, we recognize as external shape the one delivered by
the single SO (compare with Figure 2), whereas the two spans of the bridge are
yielded by TO similarly to what obtained in Figure 8, center. Notice that the
final structure is sufficiently symmetric, even though no symmetry condition is
enforced in the algorithm. This can be ascribed to the sufficiently fine isotropic
grid used as initial mesh T 0

h , consisting of 10477 tetrahedra, so that the results
are not biased by a poor discretization.

Figure 20: The bridge test case (STO): density field (left) and final structure
(right).

Finally, Table 10 highlights the reduction of the objective function with re-
spect to the non-optimized case. The benefits due to SO in terms of structure
stiffness are not thoroughly compromised by the TO step. Additionally, the
number of elements in the final mesh is considerably low for a full 3D simula-
tion.

4.1.2 The cantilever test case

The cantilever beam yielded by Algorithm 4 starting from an initial mesh com-
prising 120355 elements, is displayed in Figures 24-26. The external shape is
essentially the same as in Figure 4, while the inner topology has considerably
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Figure 21: The bridge test case (STO): frontal (top), top (center), and bottom
(bottom) views of the density superposed to the adapted mesh.

Figure 22: The bridge test case (STO): lateral view of the density (left) and of
the density superposed to the adapted mesh (right).

G before STO 0.0933 [J]
G after STO 0.0820 [J]
∆%G -12.12% [-]
#Th 40301 [-]

Table 10: The bridge test case (STO): compliance before and after STO, per-
centage variation of the compliance, cardinality of the final adapted mesh.

changed with respect to that provided by the sole SIMPATY algorithm. In-
deed, we recognize the presence of an additional cavity in the frontal part of the
cantilever, as clearly highlighted by comparing Figure 14 with Figure 26. This
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Figure 23: The bridge test case (STO): frontal (top), top (center), and bottom
(bottom) views of the final structure.

redistribution of the material makes the structure stiffer in the STO case with
respect to the TO case, as confirmed by the values in Tables 7 and 11. A slight
lack of symmetry can be observed in the final configuration.

Figure 24: The cantilever test case (STO): density field (left) and final structure
(right).
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Figure 25: The cantilever test case (STO): frontal (left), rear (middle), lat-
eral (right-top), and top (right-bottom) views of the density superposed to the
adapted mesh.

Figure 26: The cantilever test case (STO): frontal (left), rear (middle), lateral
(right-top), and top (right-bottom) views of the final structure.

Figure 27: The cantilever test case (STO): slices of the density (left) and of the
adapted mesh (right).
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G before STO 0.0309 [J]
G after STO 0.0162 [J]
∆%G -47.4% [-]
#Th 127513 [-]

Table 11: The cantilever test case (STO): compliance before and after STO,
percentage variation of the compliance, cardinality of the final adapted mesh.

4.1.3 The dome test case

The structure obtained for the dome geometry initially tiled by 92964 elements, is
completely different from a straightforward merging of the effects of SO and TO.
A two-story layout for STO replaces the three-story configuration in Figure 17.
Additionally, we loose the radial symmetry of the TO case.

Finally, the values in Table 12 confirm the trend of the other test cases, with
a net decrease of the compliance despite the drastic reduction of the total mass
by 80%.

Figure 28: The dome test case (STO): frontal (left), top (right-top), and lateral
(right-bottom) views of the final density field.

G before STO 7.1654 [J]
G after STO 6.9127 [J]
∆%G -3.52% [-]
#Th 37143 [-]

Table 12: The dome test case (STO): compliance before and after STO, per-
centage variation of the compliance, cardinality of the final adapted mesh.
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Figure 29: The dome test case (STO): frontal (left), top (right-top), and lateral
(right-bottom) views of the final structure.

Figure 30: The dome test case (STO): frontal (left), top (right-top), and lateral
(right-bottom) views of adapted mesh superposed to the density.

5 Conclusions and future developments

We proposed a new technique for structure design, combining shape optimization
(SO) with topology optimization (TO) in order to minimize the compliance of
the final layout. A sequential coupling of these two procedures is here enriched
by the added value of anisotropic mesh adaptation. The merging between SO
and TO allows us to take advantage of the benefits of each single technique. In
particular, shape optimization moves the optimized structure out of the initial
design domain with a reduction in terms of compliance. Successively, topology
optimization is applied to reduce the total mass in the final structure with an
increment of the compliance. The main advantage of the sequential coupling is
that the increase of the compliance due to the TO step in the STO procedure is
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not sufficient to compromise the compliance reduction provided by the SO phase,
thus ensuring a final benefit in terms of mechanical performance (see Table 13).

The introduction of an anisotropic mesh adaptation procedure has proven to
be a key feature. In particular, it allows us to obtain very smooth structures,
essentially ready to print, thus avoiding any post-processing.

Test case Initial G G after SO ∆%G G after TO ∆%G G after STO ∆%G
Bridge 0.0933 [J] 0.0796 [J] -14.68% 0.1009 [J] +8.15% 0.0820 [J] -12.12%
Cantilever 0.0309 [J] 0.0104 [J] -66.34% 0.0867 [J] +180% 0.0162 [J] -47.4%
Dome 7.1654 [J] 3.2433 [J] -54.74% 7.7265 [J] +7.83% 6.9127 [J] -3.52%

Table 13: Compliance before and after SO, TO and STO and corresponding
percentage variation of the compliance for the three test cases.

Possible future developments of this research include the validation of the
STO algorithm on more realistic configurations and the generalization of the
procedure to a multi-objective context.
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