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Abstract

Nowadays ventricular assist devices play an important role in the treat-
ment of terminal heart failure. While the devices themselves have been
widely studied there are no studies of patient-specific numerical simulation
in this context. This could be explained by the fact that the presence of
the device induces metallic artifacts and noise in the acquired images so
that conventional segmentation techniques fail. The aim of our work is to
propose a robust framework for the segmentation of medical images of poor
quality, the generation of high quality meshes and for the patient-specific
analysis of the collected data via fluid-structure interaction (FSI) numer-
ical simulations. First images are processed using histogram adjustment,
histogram equalization, and gradient anisotropic diffusion filter. The wa-
tershed algorithm is then applied and the result is refined by the use of
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morphological operators. Then our framework allows the generation of two
conforming meshes, one for the arterial lumen and the other for the arterial
wall, ready for FSI simulations. We also describe the numerical model and
methods used to perform FSI simulations. Final results performed on two
patients demonstrate the ability of our methods: the whole strategy results
suitable, robust, and accurate for patient-specific data.

1 Introduction

Mechanical circulatory support, especially ventricular assist devices (VAD), play
an important role nowadays in the treatment of terminal heart failure. Initially
proposed for patients who are on the transplantation waiting list (bridge to trans-

plantation) [1] in the context of chronic lack of donors and raising number of
patients with terminal heart failure [2] and also for patients who need a tem-
porary support (bridge to recovery) [3], the indication was extended to patients
who are not eligible for transplantation (destination therapy) [4].

While the devices themselves have been widely studied, little is known about
the interaction of the machines with the cardiovascular system, especially about
the geometric configuration (size, type, location) of the anastomosis between
outflow cannula of the device and the aorta. It has already been shown that
it plays an important role in the generation of abnormal haemodynamic pat-
tern, both in vivo [5], in vitro [6], and in silico [7], [8], [9], or [10]. To further
improve the knowledge about the influence of cannula configuration in the aor-
tic haemodynamic one should consider patient-specific models of the aorta with
the cannula. However, nowadays, in the VAD context there are no studies of
patient-specific numerical simulations. In fact, in all the previously cited stud-
ies computational simulations are performed on a representative geometry of
the human aortic arch, generated either from medical images (e.g. computed
thomograpy (CT)) of healthy people [9], [8], [7] or from clinical measurements
[10], on which the cannula is artificially added. These assumptions can be made
in the case of testing different configurations for generic results, but not in the
context of patient-specific numerical simulations, that are designed to model dif-
ferent kind of clinical situations, and also to validate the numerical results with
clinical data [11]. Moreover, exception made for [8], the arterial wall is always
considered rigid instead of deforming under the action of blood pressure pulse.

The lack of patient-specific simulations is mainly explained by the fact that
the presence of the device induces metallic artifacts and noise in the acquired
images (usually CT-scan [12], [13]) so that conventional segmentation techniques
fail, generating aberrant geometries.

Besides, the whole process from medical images acquisition to numerical sim-
ulations is characterized by the following steps: (1) segmentation, (2) generation
of suitable surfacic and volumic meshes, and (3) perform meaningful and rele-
vant CFD simulations, remains a challenge and is time consuming, even more
with images of poor quality as in VAD case. Whereas already existing frame-
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work are available [14], [15] they do not provide automatic tools to deal with
noisy images, and are not suitable to generate meshes that are appropriate for
simulate fluid-structure interaction (FSI) in case like the present one, in which
the different thickness and physical properties of the arterial and the cannula
wall require special treatment.

The aim of this work is to develop a general framework that provides semi-
automatic and robust tools to perform all the steps required for numerical simu-
lations, starting from CT images of patients having VAD to generation of suitable
meshes for FSI simulations. We also present the numerical methods and tools
we use to perform such simulations and a few preliminary results of the entire
process.

2 Methods

Radiological assessment of patient under mechanical circulatory support is usu-
ally performed by computed tomography [12], [13]. The same images can be
used to perform patient-specific numerical simulations and deeply explore the
fluid dynamic in these patients. In this study we consider two patients, Patient
1 who received a continuous flow left ventricular assist device (LVAD), and Pa-
tient 2 holding a pulsatile biventricular assistance. A CT scanner of each patient
was acquired with the LightSpeed VCT model (from GE Medical Systems) for
postoperative control and pulmonary embolism suspicion respectively. The ac-
quisition protocol generates a stack of axial images with a slice thickness of 1.25
mm.

To perform patient-specific simulations the first necessary step is to obtain
a good reconstruction of the patient aorta and cannula geometry. In the next
session we present a semi-automatic procedure to reach this goal and correctly
segment VAD patient CT images. After segmentation, a mesh generation step is
required; this is very important because mesh quality could influence numerical
simulation results. Moreover, for FSI simulations, conforming meshes for fluid
and structure are needed with the appropriate boundary flags for the assignment
of the material physical properties and the correct boundary conditions. In a
second section we present our automatic tool to generate these type of high
quality meshes with a maximum freedom in flags generation. As last we also
present our framework to perform such FSI simulations.

The segmentation and mesh generation procedure is mainly implemented
based on the libraries The Insight Segmentation and Registration Toolkit (itk)
[16] [17], The Visualization Toolkit (VTK) [18] and The Vascular Modeling
Toolkit (vmtk) [19]. The numerical simulations are performed using the library
LifeV [20]. All the used libraries are open-source libraries implemented in C++,
and cross-platform (Windows, except for LifeV, Unix, and MacOS X).
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Figure 1: A slice of a CT image of Patient 1.

2.1 Segmentation

Starting from the volume of voxels containing tissue attenuation values expressed
in Hounsfield Units (HU), the goal of our segmentation method is the extraction
of the surface individuating the interface between blood and wall of the aorta
and the VAD outflow cannula with a particular attention to the anastomosis
area; on CT-scan data the arterial and cannula wall are usually not visible.
Unfortunately, segmentation of these images is not trivial because of the metallic
noise due to the device and the non-aortic contrast phase. An example of this
type of images can be seen in figure 1 in which the noise effect due to the metallic
machine and the bad and non-uniform contrast of the aorta are evident. In
these situations image segmentation with standard and automatic tools is not
feasible, therefore we propose an original procedure to overcome this problem
and correctly segment this kind of images.

The whole procedure can be divided in three steps: pre-processing, segmen-
tation step, and refinement.

2.1.1 Pre-processing

The first step aims at enhancing the image intensity contrast and at filtering
the image noise. First of all we perform a combination of histogram adjustment
and histogram equalization. The adjustment is performed trimming the image
intensity values between -1000 HU and +1000 HU and performing a linear ad-
justment of the dynamic range for the remaining intensities. In this way we
compress the metallic range in one single value (1000 HU) and we stretch the
dynamic range of the tissues. Secondly the contrast-limited adaptive histogram
equalization method [21] is applied. This method applies the classical concept
of histogram equalization to small local areas of the image and interpolates the
local result to produce a homogeneous result. The method allows the regions
of the image to be enhanced differentially, i.e., we are able to enhance the con-
trast in the aorta excluding in the equalization the metal region; the result is
an acceptable compromise between contrast enhancement and noise enhance-
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Figure 2: A screenshot of one slice of the result of watershed algorithm. Dif-
ferent grey levels represent different regions individuated by the algorithm. Ca:
cannula, AscAo: ascending aorta, DescAo: descending aorta.

ment. The method is applied slice-by-slice with a window size of 64× 64 pixels
and a clipping level of 57 pixel per bin. In the following we call the histogram
adjustment plus histogram equalization the histogram enhancement filter.

We then apply a gradient anisotropic diffusion filter, which allows to remove
the noise from homogeneous regions while keeping clear and sharp edges [22].
In fact this filter performs a smoothing which is less pronounced at edges mea-
sured as high gradient magnitude. The parameters controlling this filter are the
conductance and the iteration [17]. The lower the conductance parameter, the
more strongly the diffusion equation preserves image features; the higher the
iteration value, the more blurred the image will become. Typical values we use
for conductance and iteration values are 1 and 5 respectively.

2.1.2 Segmentation

The core of the segmentation procedure is the segmentation itself. To segment
the pre-processed image we use the watershed segmentation [23], [24], as imple-
mented in itk [17] [25].

The watershed segmentation treats the image to segment as a height function,
i.e., the pixel gray level corresponds to the altitude of a point on a surface. First
a gradient filter is applied so that feature edges can be seen as ridges and uniform
intensity areas as basins. The idea is to see the result of the segmentation as
this virtual topography flooded by water: increasing the level of water the size of
the basins grow because they merge with adjacent basins. The remaining ridges
after the flooding are the image boundaries. The parameters controlling this
procedure are the threshold and the level [17]. Both are set as a fraction of the
maximum depth of the input image. The threshold indicates the background
noise to remove before segmentation. We fixed this parameter for this study at
a low value of 0.005. The level parameter allows to minimize over-segmentation
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Figure 3: One slice of the segmented image after the morphological enhancement
filter. In gray the final segmentation and in white the regions corrected by the
filter.

controlling the level of flooding, i.e., by establishing a minimum watershed depth.
Adjacent regions are merged if their combined depth falls below the minimum.
Higher values of level parameter result in lower segmentations. We choose this
parameter in the range 0.15 – 0.25. Last, as watershed algorithm produces a
segmentation of the entire image (see figure 2) we have implemented a graphic
interface which allows to select at the end of the process the regions (basin)
which represent the region of interest (i.e., the aortic arch and cannula). The
image produced by this segmentation step is a binary image with value 1 inside
the region of interest and zero outside.

2.1.3 Refinement

This last step relies on morphological operators [26] [27]: in particular we per-
form on the segmentation output image a “morphological enhancement” opera-
tion which consists in the sum of the image with the result of a “top hat” op-
eration and the negative of the result of a “bottom hat” operation, where both
“top hat” and “bottom hat” operations are performed with the same sphere
structuring element with a radius chosen by the user. In our study we choose
the radius in the range 1 – 3. This procedure eliminates small holes and small
features in the generated segmentation as can be seen in figure 3, where in gray
is represented the final segmentation and in white the regions corrected by the
morphological enhancement filter. The output image is then rescaled between 0
and 255 and then processed with a last smoothing which penalizes high curva-
tures and which transforms the resulting image in a level set function, i.e., an
image whose zero level is the searched surface.
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2.2 Mesh generation

In this section we describe the tools and methods to generate suitable grids for
our finite element library LifeV [20]. Although the output of our procedure is
a LifeV mesh, there is an easy way to export the mesh in different commonly
used formats. This step is critical since the mesh can change the accuracy of the
numerical results and the efficiency of numerical methods, e.g. the computational
time or convergence. It is worthwhile to precise that in our case, the FSI model
uses two conforming meshes: one for the fluid domain, i.e., the lumen, and one
for the solid domain, i.e., the arterial wall and the cannula; the two meshes
are conforming at the interface. As explained in Section 2.1, the segmentation
procedure only allows to recover the interface between the blood and the arterial
wall, the arterial wall itself being usually not seen on CT-scan data. Fluid and
solid domain meshes must be created starting from the recovered interface. The
fluid domain mesh is easy to generate since it is the space inside the interface
surface. The arterial wall instead needs to be synthetically reconstructed; later
on we describe this procedure. Our mesh generation procedure consists in three
steps: creation of a surface mesh, smoothing of the initial surface mesh, and
creation of the final fluid and solid meshes.

2.2.1 Creation of a surface mesh

As described in section 2.1, the last data obtained by the segmentation procedure
is a set of images of which the zero level is the surface of interest. To recover
the polygonal surface mesh (i.e., a triangulation of the zero level image) we use
the marching cubes algorithm [28] as implemented in vmtk; this step does not
require user interaction and is therefore completely automatic.

2.2.2 Smoothing the surfaces

A known drawback of the marching cubes method is the resulting staircase effect
on the surface related to the discrete nature of the data [29]. To remove this
surface aliasing we first apply Gaussian filters using Freeyams [30] [31], [32]. The
residual artifacts on the surface are then removed using the Taubin algorithm
[33] implemented in VTK. These two steps are semi-automatic since they only
need few parameters: the number of iterations for the Taubin algorithm and
the Gaussian filters and the pass band for the Taubin algorithm. For our tests
we used a number of iterations equal to 1000 and 40 for Gaussian and Taubin
filters, respectively, and a pass band of 0.001 for the Taubin filter.

2.2.3 Final meshes

For the generation of the final tetrahedral meshes we implemented a semi-
automatic Python code based on the VTK and vmtk libraries. The input is
the surface mesh and the output is the fluid and the solid tetrahedral meshes.
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Figure 4: Centerlines.

During execution only relevant parameters are interactively asked to the user,
making it easy to use and understand.

The principle is to further improve the quality of the surface mesh and then
use it as a basis for the fluid mesh, which is generated filling the volume with
tetrahedra, and for the solid mesh, which is generated extruding the surface mesh
along surface normals. As preliminary remark, it is important to underline that
this framework mainly relies on the centerlines computation [34] available in
vmtk, which in turn gives the possibility to calculate the distance between cen-
terlines and surface mesh, which corresponds to local vessel size. Mesh elements
area (triangles or tetrahedra) is eventually computed in function of the local
diameter, avoiding over refinement of large structure (e.g. the aorta) and pro-
viding a mesh fine enough for small vessels (e.g. coronary artery). Fig. 4 shows
the result of centerlines computation on the surface mesh obtained after the
application of the Taubin filter. The description of the different steps follows.

(a) Surface remeshing: First centerlines are computed on the initial surface
mesh obtained in section 2.2.2. Then it is remeshed in function of a given
constant factor making the triangle area proportional to the local size of the
vessel [34].

(b) Fluid meshing: The newly optimized surface mesh is filled with tetrahedra.
The volume size of the elements is set proportionally to the length of edges
of the surface triangles. The user also has the possibility to add a boundary
layer, specifying various parameters as the number of sublayers and the
thickness of each sublayer. Finally the mesh can be scaled to the convenient
units, in our case centimeters, and the flags are automatically added to the
boundaries.

(c) Solid meshing: The solid mesh is created by extruding the surface mesh
toward the normal direction, the thickness given by a proportionality factor
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of the local vessel size or by a constant factor. The user can interactively de-
fine multiple regions on the surface mesh and apply the previously described
method. Therefore for each of these areas it is possible (i) to give a specific
thickness to the solid mesh, constant or vessel radius dependent, and (ii) to
automatically give different surface flags to the external surface (triangles)
of the solid mesh and also different volumetric flags to the tetrahedra of this
area.

Points (a) and (b) are available commands in vmtk, whereas point (c) was specif-
ically developed.

2.3 Numerical simulations

We are interested in simulating blood flow in vascular districts. The arteries
are compliant vessels that react to mechanical and chemical signals. These
aspects can be partially taken care by defining appropriate constitutive laws.
Which one is the most appropriate, is still an open question. In most of the
cases, we can not avoid to consider the mechanical interaction and we have to
consider the fully coupled blood-flow / vessel wall system. Our model therefore
includes two media, the fluid and the structure, and interaction at the mechanical
level, which is governed by coupling conditions expressing the continuity of the
velocities and the equilibrium of the structure. The model expresses Fluid-
Structure Interaction (FSI), whose solution needs specific coupling algorithms.

We start by identifying a fluid and a structure computational domains, Ωf

and Ωs respectively, thanks to the segmentation and mesh generation previously
described. We define a fluid-structure interface ΓFSI as ∂Ωf ∩ ∂Ωs, which is the
region where the mechanical coupling takes place. The equations governing the
structure are described in a Lagrangian frame of reference, meaning that we only
need a fixed computational domain. The blood flow is described by the Navier–
Stokes equations in a moving domain and we are interested in a specific region,
the segmented piece of artery. In this situation it is appropriate to describe
the equations in an Arbitrary Lagrangian-Eulerian (ALE) frame of reference.
This means that the fluid computational domain Ωf (t) is time dependent and
its movement is described by an ALE mapping

At : Ωf → Ωf (t)

x → At(x) = x+ df (x),

where df is the displacement of the fluid domain. In particular Ωf (t) = At(Ωf , t).
This choice generates an additional coupling condition, called geometry adher-
ence, that garantees that the fluid and structure domains adhere to each other.
In other words, df = Ext(ds|ΓFSI

), where ds is the solid displacement and the
extension Ext(·) operator, e.g. an harmonic lifting (or extension), from ΓFSI to
Ωf (see [35]).
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With the definition of a particular structural constitutive law through its
first Piola-Kirchoff stress tensor Π = Π(ds) — here we use linear elasticity —
the structure equation with uknown ds reads

ρs∂ttds −∇ ·Π = 0 in Ωs,

where ∂tt is the second partial derivative with respect to time. Thanks to the
ALE mapping and the definition of the fluid domain velocity w = w(x, t) = ∂tdf

we can formulate the Navier–Stokes equations in the ALE form as

{

ρf∂tu+ ρf (u−w) · ∇u−∇ · σf = 0 in Ωf (t)

∇ · u = 0 in Ωf (t).

Here u = u(x, t) is the fluid velocity, p = p(x, t) the pressure, ∂t the partial
derivative with respect to the time, ρf and ρs the fluid and solid densities,
σf = σf (u, p) = −pI+µǫ(u) the fluid Cauchy stress tensor, µ the fluid dynamic
viscosity, and ǫ(u) = (∇u + ∇uT )/2 the strain rate tensor. Ff = ∇At is the
fluid domain gradient of deformation, Jf = detFf the Jacobian, nf and ns the
outward unit normals to the fluid and solid domains.

The coupling conditions at the fluid-structure interface, the continuity of
the velocity, the equilibrium of the stresses, and the geometric adherence, are
summarized as follow:















u ◦ At = ∂tds on ΓFSI(t),

Πns = −Jfσf ◦ At(Ff )
−Tnf ◦ At on ΓFSI ,

df = ds on ΓFSI .

Additional conditions on the external boundary are necessary to close the
system. The tissue surrounding the artery can be mimicked by Robin boundary
conditions (e.g. [36]). It is more difficult to assign the correct flow conditions
upstream and downstream of the fluid domain. If the data on the flowrates is
available, e.g. [37], then it is possible to assign these values by ad-hoc Lagrange
multipliers [38]. Otherwise it is necessary to have a rough description of the
whole cardiovascular system, e.g., by a network of one-dimensional models [39,
40, 41, 42]. We use this multiscale description in our simulations.

The equations are first written in a weak form, discretized in time and finally
in space, cf. [43]. To discretize the problem in time we use a geometry-convective
explicit (GCE) time advancing scheme. This scheme, besides being stable, has
the main advantage to reduce the spatial discrete problem to a linear problem.
The other terms are treated using a first order backward Euler scheme. We
consider all the state variables of the coupled problem — structure displacement,
fluid velocity, pressure, and domain displacement — as a single unknown. We
use P1 finite elements for each state variable and we stabilize the saddle-point
problem by interior penalty [44]. The linear system is solved in parallel using
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Figure 5: Left: A slice of CT-scan of Patient 1. AscAo: ascending aorta, DescAo:
descending aorta, Ca: cannula. Right: after the pre-processing step i.e. gradient
anisotropic diffusion filter added to the histogram enhancement filter.

GMRES iterations and overlapping algebraic Schwarz preconditioners based on
an inexact block factorization of the system (see [36]). The software used in the
simulations is based on LifeV [20].

3 Results and Discussion

In this section we present the results of our investigations for the two set of
images of the patients mentioned before. For reason of convenience we display
the pictures for each step for Patient 1 whereas we show only a few images for
Patient 2.

3.1 Segmentation

A significant slice of the CT of Patient 1 is shown in fig. 5 (left): in this slice the
aortic arch with the anastomosis and the VAD outflow cannula are evident.

The image is characterized by the VAD device noise and the aorta and can-
nula are not well contrasted.

Fig. 5 (right) represents the same slice after the pre-processing step i.e. after
the histogram enhancement filter plus the gradient anisotropic diffusion filter.
At the end of the pre-processing step the contrast of the aorta and cannula is
clearly improved and the noise due to the device decreased.

To numerically verify this improvement we calculated the contrast-to-noise
ratio (CNR) on the original image (CT), on the image treated with the his-
togram enhancement filter (CT-HEF) and on the result of the previous step
plus the gradient anisotropic diffusion filter (CT-GADF). A representative re-
gion of interest (ROI) was taken including a portion of both the aortic arch and
the cannula; the same region was considered in the three compared images (CT,
CT-HEF and CT-GADF) for each patient. A second region representative of the
background (bkg) was chosen near the aorta to evaluate the contrast between
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Figure 6: Polygonal surface mesh: result of the marching cube method (left),
same mesh after the smoothing by Gaussian and Taubin filters (right). Posterior
views.

aorta and adjacent structures. CNR was then calculated as:

CNR =
contrast

noise
=

(µROI − µbkg)
√

(σ2

ROI + σ2

bkg)/2

where µROI is the mean of the image intensity values in the ROI and µbkg is the
mean of the intensity values in the bkg; σROI and σbkg are the standard devi-
ations of image intensities in the ROI and bkg respectively. CNR is a measure
used to determine image quality and is higher for better quality images.

Table 1: Contrast-to-noise ratio (CNR) of the original image (CT-original), after
the application of the histogram enhancement filter (CT-HEF) and after the
application of the gradient anisotropic diffusion filter (CT-GADF), for patients
1 and 2.

CT-original CT-HEF CT-GADF
Patient 1 3.4503 4.5574 12.3662
Patient 2 7.7783 8.7904 16.2073

In table 1 are reported the CNR values calculated for patients 1 and 2:
in both cases the CNR value increase with the application of the histogram
enhancement filter and increase even more with the addition of the second filter.

For both patients after the pre-processing step the watershed algorithm suc-
ceeded in the segmentation of the aortic arch and cannula. The refinement step
has always proved necessary to remove the noise captured by the watershed
algorithm i.e. holes and small isolated features.

3.2 Mesh generation

In this section we show the results obtained using the framework presented in
section 2.2. Fig. 6 (left) shows the result of the marching cubes algorithm applied
to data obtained by segmentation. One can clearly see the staircase effect, being
removed by applying the Gaussian filters and Taubin algorithm (fig. 6 (right)).

In particular in Fig. 7 we show a detail of the three meshes (marching cubes,
Gaussian and Taubin): the Gaussian filters implemented in Freeyams well suc-
ceed in the correction of the staircase effect but introduce some artifacts (evident
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Figure 7: Polygonal surface mesh: result of the marching cube method (left),
Gaussian filters (center), and Taubin algorithm (right). Posterior views.

Figure 8: Final surface mesh of Patient 2. Anterior view.

in fig. 7, center). All these artifacts are completely removed by the Taubin filter.
The generated surface is sufficiently smooth without being shrunk and the final
meshes can be generated. In fig. 8 we report the final mesh also for Patient 2.

Thanks to our implemented framework we create the mesh of the cannula
with a constant thickness (given by manufacturer), and generate the arterial wall
with a thickness proportional to the local vessel size [45]. Also we choose two
different flag values for both the surface and volume of these two regions, giving
the opportunity to provide different sets of boundary conditions and to apply
different Young moduli, respectively. Moreover we separately define multiple
areas for all the different vascular branches (e.g. ascending aorta, carotid artery,
subclavian artery) in order to apply different set of Robin boundary conditions
on the external surface of the arterial wall. This allows to model in a more
accurate way the physical properties of the arterial tree [36], [46].

Fig. 9 shows the final surface mesh for Patient 1 with the selection of a
specific area (the outflow cannula of VAD) and the multiple regions to which
different physical properties can be applied thanks to the flags attribution.

Finally fig. 10 displays the fluid mesh. One can remark the refinement of
tetrahedra in function of the diameter of the local radius. Fig. 11 depicts the
solid mesh. The thickness of the structure is proportional to the local radius for
the aorta and its branches, and constant for the outflow cannula of the device.

3.3 Simulations

The methodological infrastructure described before allows to consider many dif-
ferent specific situations. The mesh of the cannula has a special flag, allowing
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Figure 9: Left: Selection of specific areas. Right: Result of the surface flags
attribution. Postero-lateral and posterior views.

Figure 10: Fluid mesh, Patient 1. Anterior view.

Figure 11: Solid mesh, Patient 1. Anterior view.

for a different Young modulus in the simulation settings. The model has been
coupled to a geometry multiscale network that takes into account mean flow
quantities of the whole arterial tree [46]. The total flow rate at the aortic root is
set equal to zero; note on Fig. 12 the velocity is not equal to zero there. The flow
rate at the cannula is imposed to be equal to the usual flow-rate of a healthy
left ventricle. Future work includes the development of more accurate inflow
conditions, e.g. including both pulsatile and continuous flow rates or the case
where the left ventricle is also contributing to the flow.

We present preliminary results obtained with the case of Patient 1 showing
the possible applications of the presented workflow. The fluid and structure
meshes have 194’095 and 197’412 tetrahedra respectively. The total degrees of
freedom is 291’527, i.e., 4 times the number of vertices in the fluid mesh, 3 times
those in the structure mesh, and 3 times those on the fluid-structure interface.
The time step chosen is 0.001 second. The simulation of one heart beat took
22 hours using 64 cores on an IBM Intel Nehalem cluster composed by blades
containing two quad-core (Intel Nehalem 2.66 GHz) nodes each.
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Figure 12: Vorticity patterns [s−1] in the ascending aorta during systole. Ante-
rior and inferior views.

Figure 13: Vorticity patterns [s−1] in the ascending aorta during systole. Ante-
rior and inferior views.

The fluid density is set to 1.04 g/cm3, the fluid viscosity 0.035 g/cm/s, the
Poisson coefficient 0.48, the Young modulus of the cannula 1.0784 ·107 g/cm/s2,
the one of the arterial wall 3.0784 · 106 g/cm/s2. The flow near the anastomosis
shows a complex behavior, we see that during the systolic phase there are vor-
ticity patterns forming in the ascending aorta, cf. Fig. 12, while they disappear
during diastole, cf. Fig. 13. The displacement of the vessel wall is not uniformly
distributed (Fig. 14). Fig. 15 show the wall shear stress (WSS) on the aorta
during systole. WSS is very important since its distribution on the arterial wall
can have short term negative effects (e.g. thrombus formation) while in the
long-term has an impact on arterial remodeling and atherosclerosis. For this
specific case, WSS is particularly interesting near the anastomosis and in the
aortic wall, in front of the outflow tract of the VAD: WSS is high and could
lead to short and long term dysfunctions. The high WSS on the right common
carotid is not correct due to the inaccurate imposition of the Robin boundary
conditions accounting for the surrounding tissue.
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Figure 14: Displacement [cm] of the vessel wall during systole. Anterior view.

Figure 15: WSS patterns [dyn/cm2] during systole. Anterior and posterior
views.

4 Conclusion

In this work we have presented a framework for the segmentation of medical
images of poor quality, the generation of high quality meshes and for the patient-
specific analysis of the collected data via FSI numerical simulations. We have
developed these methods specifically for the case of the anastomosis of outflow
cannula of VAD to the aorta, but the method could be applied to the case of right
ventricle assistance, or in a more general context. In this precise field medical
images are unfortunately most of the time of poor quality due to the nature of
the devices and the imaging modality, i.e. computed tomography. In spite of
this difficulty, we believe that making patient-specific analysis in this context
is nowadays important for the determination of individualised treatments. To
date only few works studied numerically the region of anastomosis, even less with
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patient-specific data. However the raising number of patients with mechanical
circulatory support emphasizes the need of such studies.

Our new proposed strategy overcomes the low quality problem succeeding
in geometry extraction and high quality mesh generation; moreover our FSI
framework seems able to produce reliable results on the fluid-dynamics of these
patients. The whole strategy marks therefore a first step towards a suitable,
robust and accurate treatment of patient-specific data. Moreover the code we
propose is semi-automatic, reduces the time needed to perform the entire pro-
cedure, and also minimizes the parameters asked to the user. It makes this
framework usable by a larger public and also reduces the errors due to user
manipulation.

We tested our methods successfully on CT-scan data of two patients under
mechanical circulatory support.

As future work we plan to apply our framework to a large number of cases
in order to provide a deep insight of flow dynamics in the region of anastomosis
of the outflow cannula of ventricular assist devices and the aorta. We are also
working on the boundary conditions we provide to our numerical model, more
precisely by developing a lumped model of the entire cardiovascular system fea-
turing the presence of an assist device. Finally an in vitro validation of the
numerical simulations is ongoing in order to compare the numerical results with
the experimental ones.
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